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Abstract

Biological membranes are made of phospholipids and host numerous surface active components.

They are ubiquitous in nature and exhibit a non-trivial rheology, where the surface shear viscosity

of an insoluble monolayer often depends on its surface-pressure. In this work, we extend the

current Newtonian framework to account for this non-Newtonian behavior and unravel its effect on

particles translating under low-Reynolds number hydrodynamics. We use a perturbative approach

to model a weakly non-Newtonian membrane and compute its leading order effect on rigid disks by

employing the Lorentz Reciprocal theorem. In particular, we show that a rigid disk translating on a

free-standing membrane with background shear, experiences a force due to membrane rheology and

undergoes non-intuitive trajectories, similar to the Saffman-lift force on spheres. We explored the

effect of this force on the collective dynamics of rigid disks by simulating the uniform translation

of multiple rigid disks on a membrane. We report the formation of disk aggregates with a hexatic

order that is found to be sensitive to the surface pressure-viscosity dependence.
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CHAPTER 1

Introduction

Fluid-fluid interfaces are present just about everywhere, in nature and in industry. They are

formed when the intra-molecular forces within the fluids are more attractive than entropic effects

and the inter-molecular forces between them; such that the enthalpic interactions between particles

dictate the thermodynamics of mixing and favour the formation of a ‘separate phase’ [1]. When

both the fluids are simple, they form a ‘clean’ interface characterized by their interfacial surface

tension (e.g. air bubbles in water, immiscible liquids etc.) [2]. However, interfaces may also contain

surfactants, trans-membrane proteins, macro-molecules or artificially engineered micro/nano-sized

particles that reduce its surface tension by lowering the interfacial area and introduce phenomena

like Marangoni flows [3, 4] and surface rheology [5, 6]. Such complex interfaces are a significant

part of various biological and manufacturing processes. They are prevalent in foams and emul-

sions [7–10]; in bio-processes like cell transduction and cell division [11–14]; in consumer products

and food science [15]; in solid-stabilized Pickering-Ramsden emulsions [16,17].

In recent years, the complex fluid interface in biological systems has been a topic of interest for

chemical engineers, where a vast range of problems relate the membrane dynamics to its constitu-

tive structural components. Membranes of living cells are formed from phospholipid bilayers [18]

and host numerous proteins/surfactants that carry out important cellular functions like transfer of

oxygen from our lungs to blood stream [19], maintaining cellular metabolic activity [20] and trans-

duction of signals via receptors for immune response [21,22]. Researchers have also been studying

biofilm-based approaches in wound management/cellular repair by using surfactants [23]. Living

microorganisms like bacteria and fungi secrete surface-active molecules atop a biofilm that induce

surface concentration gradient driven flows and affect their swarming motility [24, 25]. Certain

bacteria have also been found to use the Marangoni phenomena in expanding their colonies on a

biofilm by ‘surfing on waves of surfactants’ [26]. The fact that complex interfaces play a significant

part in such diverse fields of science, makes the study of their underlying dynamics highly relevant.
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Biological membranes are a class of complex interfaces with a rich variety of physio-chemical

transport phenomena. Several models (Fig. 1.1) have been used in explaining the structural and

dynamical aspects of biological membranes. The fluid mosaic model from 1972 [27] had a strong

influence on the interpretation of membrane dynamics and suggested that lipid bilayers form a

two-dimensional matrix, hosting proteins and other surface active particles that carry out the

respective biological functions of the membrane. The two-dimensional lipid matrix has inherent

fluidity and restricted lateral diffusion. It was also assumed here that the membrane inclusions were

randomly distributed, thereby neglecting any lateral heterogeneity along the membrane. However,

subsequent developments in microscopy techniques led to publications that countered the assump-

tions in the fluid mosaic model and supported membrane heterogeneity and formation of functional

membrane domains [28–30]. The next major framework describing a biological membrane was

the raft hypothesis from 1997 [31]. In this model, membranes are assumed to contain cholesterol,

glycosphingolipids and protein receptors organized in glycolipoprotein domains called lipid rafts.

These protein-lipid microdomains carry out specific biological functions and float freely within the

membrane bilayer. There has been evidence supporting [32–35] and opposing [36, 37] this hy-

pothesis and since these rafts have not been observed directly due to limited resolution in modern

microscopic techniques, the validity of this hypothesis remains questionable [38].

A continuum level approach in analysing complex interfaces like phospholipid membranes, in-

volves a macroscopic perspective that omits molecular details of the interface and assumes a con-

tinuous distribution of matter in the system. This involves treating the interface as a thin layer of

viscous fluid and modelling the proteins/surfactants as inclusions embedded in this layer of fluid.

Numerous publications have made use of the continuum perspective to explain dynamics behind

complex interfacial phenomena like the lateral diffusion of membrane proteins in a biological mem-

brane [41], the anomalous settling of surfactant covered drops [42], the coffee ring effect [43], the

Saffman-Taylor instability in surfactant-laden interfaces [44] etc. In this work, we employ the con-

tinuum mechanics approach in modeling a membrane with surface-pressure dependent rheology and

unravel the effect of its rheology on the collective behavior of surface-passive particles (modelled

as rigid disks) translating uniformly on the interface. The following sections (§1.1-§1.4) discuss the

development and mathematics of the continuum approach and §1.5 introduces the non-Newtonian

2



(a) Fluid mosaic model [39]

11 2 3 4

567

(b) Lipid raft model [40]

Figure 1.1. (a) The fluid mosaic model describes a biological membrane as a two-
dimensional lipid matrix of randomly distributed proteins that carry out specific
biological functions. The model outlines the membrane as a fluid and suggests ho-
mogeneity along the bilayer. (b) Lipid raft model supports heterogeneity along the
membrane and assumes the existence of functional protein-lipid microdomains that
perform biological operations and float freely along the lipid bilayer. The numbered
parts represent: 1. Non-raft membrane 2. Lipid raft 3. Lipid raft associated trans-
membrane protein 4. Non raft membrane protein 5. Glycosylation modifications
(on glycoproteins and glycolipids) 6. GPI-anchored protein 7. Cholesterol 8. Gly-
colipid.

rheology of the interface in our problem. In chapter §2, we translate the Newtonian model for in-

terfaces to account for a weakly non-Newtonian rheology and explore its effect on a rigid inclusion

translating with a background shear on the membrane. In chapter §3, we elucidate the meth-

ods used in continuum simulation of multiple rigid inclusions translating on our non-Newtonian

membrane and discuss the corresponding results in chapter §4. Finally, we close with concluding

remarks and briefly explore improvements / applications of our study in chapter §5.

1.1. Two-Dimensional Hydrodynamics

The Knudsen number is the ratio of molecular mean free path of a system to its characteristic

length scale. It helps in determining whether an atomistic or a continuum formulation should be

used to model the dynamics of a system. An order of magnitude analysis confirms the ability of

continuum mechanics to model the dynamics of micron sized inclusions atop interfaces and bio-

membranes, as the mean free path in such configurations measures only a few nanometers long [45].

This observation leads us to the two-dimensional fluid dynamic description of an interface.

The field of 2D hydrodynamics is complicated as motion of a surfactant on an interfaces simultane-

ously introduces multiple surface phenomena such as surfactant adsorption/desorption, Marangoni

flows and surface diffusion. These phenomena relax interfacial stresses by redistributing surfactants.
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Further, surfactants also exhibit surface rheology and exert additional stresses upon interfacial de-

formation. Surface rheology has been an active subject of study since the 1900s. Boussinesq

(1913) explained the abnormal settling of a spherical drop in an unbounded fluid using surface-

excess viscosity of the bubble, causing it to dissipate energy as it deforms [42]. Scriven (1960)

extended Boussinesq’s analysis and described an interface as a 2D Newtonian fluid with surface

dilatational (κs) and surface shear (ηs) viscosities and developed governing equations describing the

conservation of momentum at fluid-fluid interfaces [46]. This framework has now been established

through decades of experimental, theoretical and computational studies and is well known as the

Boussinesq-Scriven Model.

1.2. The Boussinnesq-Scriven Model

The model considers an interfacial layer as a 2D Newtonian fluid with inherent surface shear (ηs)

and surface dilatiational (κs) viscosities. The resulting surface-stress tensor comprises of isotropic

surface-pressure (surface tension) and the excess surface-rheological stresses [46].

σs = −ΠIs + τ rheo,(1.1)

τ rheo = [(κs − ηs)∇s · us] Is + ηs
[
∇su · Is + Is · (∇su)

T
]
.(1.2)

Here, Is = I− nn is the surface identity tensor, us is the surface velocity, Π is the surface pressure

and ∇s = Is ·∇ is the surface gradient tensor. This is much like the classic formulation of a 3D

Newtonian fluid, with the subtlety of 2D viscosities having dimensions of 3D viscosity × length.

Applying the 2D Cauchy momentum equation to a planar interface at the x-y plane gives [47]:

(1.3) ρs
Dus

Dt
= ∇s · σs − η

∂v

∂z

∣∣∣∣
z=0

,

where η is the 3D viscosity of the subphase, v is the subphase velocity and η ∂v/∂z|z=0 is the

viscous traction from the subphase on the interface. Viscous traction couples the interfacial and

the subphase hydrodynamics by acting as a boundary condition (Eq. 1.3) in the subphase stress

balance. Alternatively, we may think of viscous traction as a body force (that arises from the

surrounding fluid) in the stress balance on the interface.

4



Neglecting fluid and surfactant inertia for quiescent flows on a planar interface, (Eq. 1.3) becomes:

(1.4) η
∂v

∂z

∣∣∣∣
z=0

= −∇sΠ+∇s · τ rheo,

which can be simplified further to give:

(1.5) η
∂v

∂z

∣∣∣∣
z=0

= −∇sΠ+ ηs∇2
sus + κs∇s(∇s · us).

Motion of an inclusion on a surfactant-laden interface compresses/dilates the interface along/against

its direction of motion and establishes a surface concentration gradient around itself (Fig. 1.2). An

insoluble interface balances these gradients predominantly by means of Marangoni flows against

the inclusion. This leads to a strong resistance by surfactant molecules against interfacial compres-

sion/dilation and renders the surface flow divergence free (∇s · us = 0) [48–52]. In general, an

insoluble monolayer establishes Marangoni flows much faster than rate of surface convection (a/U)

and the presence of insoluble surfactants almost always means an incompressible interface [48–50].

In a soluble monolayer, surfactants can also adsorb-desorb upon interfacial dilation-compression

to balance surface concentration gradients. If the monolayer equilibrates through surfactant ad-

sorption and desorption, then it behaves as a compressible interface [48,50]. Assuming a planar

insoluble membrane, (Eq. 1.5) can be simplified to:

(1.6) η
∂v

∂z

∣∣∣∣
z=0

= −∇sΠ+ ηs∇2
sus, ∇s · us = 0.

(Eq. 1.6) is the 2D analogue of the incompressible Stokes equations and is used for modelling long-

chain phospholipids that comprise bio-membranes as they are relatively incompressible [53, 54].

Finding a solution to (Eq. 1.6) is convoluted as the 2D and 3D flows couple via boundary conditions.

However in systems with a shallow subphase, the lubrication approximation simplifies the 2D-3D

coupling by relating the subphase velocity gradient to surface velocity and the subphase depth

H [55]:

(1.7) η
∂v

∂z

∣∣∣∣
z=0

=
us

H
.
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Figure 1.2. Schematic of a rigid disk inclusion translating on a planar surfactant-
laden interface with surface shear (ηs) and dilatation (κs) viscosities. The inter-
face rests on a subphase of depth H with shear and dilatation viscosities η and κ
respectively. Overall, the system is supported by a rigid substrate. The translat-
ing inclusion sets up surface concentration gradients and deviates the monolayer
from equilibrium. An insoluble membrane responds to this perturbation with re-
verse Marangoni flows around the inclusion and renders the interfacial flow field
divergence free. A soluble membrane desorbs-adsorbs its surfactants to equilibrate
against surface concentration gradients and exhibits incompressible behavior.

The simplification from (Eq. 1.7) is particularly useful in solving compressible-supported membrane

problems where eliminating us permits analytical solutions.

1.3. Flow Regimes in 2D Hydrodynamics

Momentum propagation on interfaces shows different trends based on factors such as surface

to subphase stress ratio, subphase depth and distance from the momentum source [41, 56–58].

Scaling velocity, distance with a characteristic velocity U and probe radius a respectively, we have:

ηU

a

∂v̂

∂ẑ

∣∣∣∣
z=0

=
ηsU

a2

[
−∇̂sΠ̂ + ∇̂s

2
ûs

]
.(1.8)

Here x̂ symbolizes a non-dimensional variable x. Simplifying further gives:

∂v̂

∂ẑ

∣∣∣∣
z=0

= Bq
[
−∇̂sΠ̂ + ∇̂s

2
ûs

]
,(1.9)
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where the Boussinesq number,

Bq =
ηs
ηa
,(1.10)

compares surface viscous stresses to subphase viscous stresses.

(Eq. 1.9) implies two distinct regimes: surface-dominant flows (Bq ≫ 1) and subphase-dominant

flows (Bq ≪ 1). We can illustrate the fundamental differences between the two regimes by consid-

ering the paradigmatic example of a disk of radius a rotating on an interface with angular velocity

Ω = Ωθ̂ (Fig 1.3). Such a flow does not generate surface concentration gradients and consequently,

surface phenomena like Marangoni stresses, surfactant adsorption/desorption and diffusion are ab-

sent. Using the dimensional form of equation 1.9 for subphase dominant flows (Bq ≪ 1), we

get:

(1.11) η
∂v

∂z

∣∣∣∣
z=0

= 0,

which is the stress-free boundary condition at the interface. Solving the 3D Stokes equation for a

subphase with a stress-free interface driven by rotating disk, we get [59]:

(1.12) us(Bq ≪ 1) ∝ 1

r2
θ̂ for r ≫ a.

In the case of surface dominant flows (Bq ≫ 1) with no surface concentration gradients, (Eq. 1.9)

becomes:

∇̂s
2
ûs = 0.(1.13)

Solving, we get:

(1.14) us(Bq ≫ 1) ∝ 1

r
θ̂.

A viscous interface thus propagates momentum more effectively (∝ 1/r) in the interface-dominant

regime with Bq ≫ 1, compared to the subphase-dominant regime (∝ 1/r2) with Bq ≪ 1. This

result has been verified in an experimental study from 2014 (Fig 1.3) [60].
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(a) (b)

Figure 1.3. A disk of radius a rotating at constant angular velocity Ω on a
surfactant-laden interface with surface shear viscosity ηs (b) Surface velocity us
decays as 1/r when flow is interface dominant (Bq ≪ 1, green circles) and decays as
1/r2 when the flow is subphase dominant (Bq ≫ 1, blue squares); adapted from [48].

1.4. Momentum Crossover Length

In the interface dominant regime (Bq ≫ 1), the incompressible 2D Stokes equation (Eq. 1.6)

decouples from the 3D hydrodynamics and we have:

(1.15) −∇sΠ+ ηs∇2
sus = 0, ∇s · us = 0,

as the corresponding governing equations.

Solving (Eq. 1.15) for an infinite cylinder translating on a 2D interface introduces the Stokes

Paradox where the surface velocity scales logarithmically with distance from the disk (|us| ∝ log(r))

[61]. Saffman, in his work from 1976 [41], recognized the hydrodynamic importance of the subphase

and reasoned that beyond a certain distance, viscous resistance from the subphase “cuts off”

the logarithmic characteristic of two-dimensional flow and the surface velocity is governed by 3D

hydrodynamics (|us| ∝ 1/r). This regularizes the logarithmic divergence associated with the Stokes

Paradox and the momentum crossover distance is known as the Saffman-Delbrück length.

(1.16) ℓSD =
ηs
η
.

8



Various experimental works [62–65] throughout the years have since corroborated the Saffman-

Delbrück theory and established the cross-over between 2D and 3D hydrodynamics beyond ℓSD.

For a disk translating on a free-standing membrane within the cross-over length, surface velocity is

2D-like and propagates as log(r) until the cross-over length, beyond which it follows a 1/r decay,

like a 3D problem.

(a) (b)

Figure 1.4. Schematic of an inclusion of radius a translating on a surfactant-
laden interface with (a) deep subphase and (b) shallow subphase. Red area on the
interface represents a region within the momentum crossover length (not to scale)
that is governed by 2D hydrodynamics. The blue area on the interface represents a
region beyond the momentum crossover length and follows 3D hydrodynamics. The
area governed by interfacial hydrodynamics is reduced for a shallow subphase.

More subtleties arise in this balance of bulk / interfacial stresses when the membrane is adjacent

to a substrate so that the bulk is a thin liquid film [55]. The span of 2D hydrodynamics diminishes

due to a no-slip velocity at the rigid substrate and the flow mimics the behavior of a mass dipole,

decaying as (1/r2) [66,67]. This is similar to fluid motion in a Hele-Shaw cell. In this scenario, the

subphase depth (H) plays an important role in modifying the 2D-3D momentum crossover length

as [55,68] :

(1.17) ℓH = (ℓSDH)1/2.

There are other regimes in supported membrane problems that differ in the subphase depth versus

the Saffman-Delbrück length. Velocity response functions for these regimes with r ≈ a and r ≫ a

have been derived [67,68], but are beyond the scope of our discussion.

In this work, we focus our attention to free-standing membranes (subphase with infinite depth) and

consider an interface (2D) dominant flow regime; i.e., we assume that inter-particle distances (r)

9



always stay within the Saffman-Delbrück length. However, we relax the Newtonian approximation

and model the membrane to have a more realistic non-linear constitutive relation. The next section

describes the non-Newtonian rheology of the membrane being modeled.

1.5. Non-Trivial Rheology of The Membrane

A surface rheological response from a membrane is difficult to interpret due to phenomena

like Marangoni flow and surfactant adsorption/desorption occurring upon interfacial deformation.

These surface-phenomena affect the flow-field and influence viscometric studies on a membrane.

This limitation has led to extensive debate on the existence of surface rheology since the mid 19th

century [3]. Another challenge in studying surface-rheology, stems from the intimate coupling be-

tween the interfacial and bulk flows, as discussed in §1.2-§1.4.

Multiple protocols have been developed for measuring surface shear and surface dilatational viscos-

ity of complex fluid-fluid interfaces [69–74]. A general consideration in designing such protocols

is to minimize the forces from the subphase. This can be achieved by modifying the characteristic

length scale of the geometry via a decrease in size of the measurement probe [69, 70]. A major

contribution to this field was made in 2011 when a novel technique combining active micro-rheology

and fluorescence microscopy allowed for correlation between interfacial deformation and rheology

on monolayer films [75].

A well known departure from Newtonian fluid mechanics occurs as surface viscosity (ηs) of insol-

uble Langmuir monolayers change with variation in surface-pressure (Π). Viscosity changes are

observed over a range of Π that is commonly accessible in experiments, unlike 3D fluids whose vis-

cosity changes under extreme pressure only. Phospholipid dipalmitoylphosphatidylcholine (DPPC)

is a major constituent of cell membranes and shows variation in ηs with Π. DPPC forms stable

monolayers at an air-water interface that undergo a phase transition at a critical Π of approx. 8

mN m−1 at room temperature [76]. Above this critical surface-pressure, the monolayer viscosity

is observed to increase exponentially with Π [77–79]. Similar ‘Π-thickening’ behavior has been

observed in certain fatty acids like nonadaconic (C19) acid, heneicosanoic (C21) acid and behenic

(C22) acid [80]. This can be reasoned qualitatively in terms of free-area theories of viscosity [81].

10



A drop in ηs with increasing Π from 10 to 20 mN m−1 (Π-thinning) is observed in eicosanol mem-

branes after attaining critical pressure of approx. 3 mN m−1 [82,83].

Exponential dependence of surface viscosity on surface pressure can be written as:

(1.18) ηs(Π) = η0se
Π−Π∞/Πc ,

where Πc is the characteristic surface pressure change required to produce a noticeable change in ηs,

and η0s is a reference viscosity at a reference pressure Π∞, that is, η0s = eΠ∞/Πc is the undisturbed

surface viscosity of the monolayer. Then, Π− Π∞ is the ‘mechanical’ surface pressure that enters

(Eq. 1.6) and we set Π∞ = 0 in further development of our model in §2. We note that Π-thinning

behavior can also be captured in (Eq. 1.18) by inverting the sign of the critical surface pressure

(Πc) and setting Πc → ∞ retrieves the Newtonian limit of constant surface viscosity.

For membranes of weakly non-Newtonian nature (Πc ↑), we can linearize (Eq. 1.18) to formulate a

perturbative approach in solving the governing momentum balance equations.

(1.19) η0se
Π/Πc = η0s

[
1 +

Π

Πc
+O

(
Π

Πc

)2

+ ...

]

This approach has been successfully used in analysing weakly non-linear effects of complex interfaces

on embedded inclusions [48,84,85]. In the next chapter §2, we modify the governing equations

for a fluid-fluid interface to account for the non-Newtonian rheology and solve the paradigmatic

problem of a rigid disk translating on such an interface with a background shear flow, by using the

reciprocal theorem.

11



CHAPTER 2

Mathematical Model

For an incompressible interface on the x-y plane, the stress balance at low Reynolds number is

captured by the Boussinesq-Scriven equation [46]:

(2.1) ∇sΠ = ∇s·
[
ηs(∇sus + (∇sus)

T)
]
− η

∂v

∂z

∣∣∣∣
z=0

.

Here ∇s represents the surface gradient operator, Π is the surface pressure, ηs and η are the shear

viscosity of the interface and the sub-phase respectively. The last term on the right hand side relates

the sub-phase to the interface via viscous traction and is determined by solving the Navier-Stokes

equation with equation (2.1) as a boundary condition.

2.1. Formulation of the non-Newtonian Model

We begin with the incompressible Boussinesq-Scriven equation for a free membrane (Bq ≫ 1)

with a pressure field Π and rate of strain S :

(2.2) ∇s · σ = −∇sΠ+∇s · [ηs(Π)S] = 0, ∇s · u = 0.

Here ηs is the surface viscosity and u is the velocity field. The exponential pressure dependence of

surface viscosity on surface pressure is given by ηs(Π) = η0se
Π/Π0 and has been discussed in §1.5. It

is not possible to proceed by using this formulation without simplification. We take a perturbative

approach in incorporating the non-linearity for small-departures of ηs(Π) from η0s or a high Πc :

(2.3) ηs(Π) = η0se
Π/Πc = η0s

[
1 +

Π

Πc

]
= η0s

[
1 + β

Π

Π0

]
,

where

(2.4) β =
Π0

Πc
,

12



is a dimensionless parameter which is small for weak pressure dependence and vice versa. Substi-

tuting (2.2) in (2.1) we have:

(2.5) −∇sΠ+∇s · η0s
[
1 + β

Π

Π0

]
S = 0 ⇒ ∇sΠ = η0s∇s · S+

η0sβ

Π0
∇s · [ΠS].

Scaling distance, velocity and pressure by their characteristic scales a,U,Π0 = η0sU/a respectively,

we have :

(2.6) ∇sΠ = ∇s · S+ β∇s · [ΠS] .

In the weakly non-linear limit where β ≪ 1, we asymptotically expand the dimensional velocity

and pressure fields as a regular expansion in β as:

u = u(0) + βu(1) +O(β2),(2.7)

Π = Π(0) + βΠ(1) +O(β2).(2.8)

Then, the expression for the corresponding non-dimensional stress tensor can be simplified as:

(2.9) σ = −ΠI+ [1 + βΠ]S.

Using equation (2.5) and (2.6), to O(β) we have:

σ = −
(
Π(0) + βΠ(1)

)
I+

[
1 + β

(
Π(0) + βΠ(1)

)](
S(0) + βS(1)

)
,

σ = −Π(0)I + S(0) + β
(
−Π(1)I+ S(1) +Π(0)S(0)

)
+O(β2).

Performing the above analysis, we obtain the following as the non-dimensional stress tensor:

σ = σ(0) + βσ(1) +O(β2),(2.10)

σ(0) = −Π(0)I+ S(0),(2.11)

σ(1) = −Π(1)I+ S(1) +Π(0)S(0).(2.12)

We note that the O(β) stress tensor is similar to the Newtonian stress tensor, but with an extra

body force like term that depends on O(1) solution.
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To linear order, for β ≪ 1, the non-linear stress arising in the interface due to pressure depen-

dent viscosity is given by σ(1) and consequently, the momentum and mass conservation equations

become:

∇s · σ(0) = ∇s · σ(1) = 0(2.13)

∇s · u(0) = ∇s · u(1) = 0(2.14)

2.2. Isolated Disk Translating in Background Shear Flow

We analyze the translation of an isolated disk of radius a at a prescribed velocity U in the

non-Newtonian interface with an imposed linear velocity field given by:

(2.15) v(x) = v0 + x ·A,

where A = ∇sv + (∇sv)
T is the rate of strain tensor of the imposed background flow. Let q(x)

and τ (x) be the imposed pressure and stress field on the interface and Π and S be the pressure

and rate of strain due to translation of the disk. When translating in the background flow field,

the net velocity of the disk will be the sum of its self velocity and the mean background velocity.

Assuming the origin at the centre of the disk, we have:

(2.16) Up = U+ v0.

We aim to evaluate the non-linear correction to Up in the limit of β ≪ 1. This correction can be

obtained by employing the Lorentz Reciprocal Theorem, which will be outlined in the next section.

Let Πt and u denote the total surface pressure and velocity field on the interface and S be the

surface of the disk. Then the momentum and mass conservation equations read:

(2.17) ∇s · σ = 0 and ∇s · u = 0,

where σ is the total stress field on the interface. The boundary conditions for the velocity field are:

u(x) = Up ∀ x ∈ S,(2.18)

u(x) = v(x) as x → ∞.(2.19)
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Following equations (2.10) - (2.12) the total stress field has the form:

σ = σ(0) + βσ(1),(2.20)

σ(0) = −(Π(0) + q)I+ (S(0) +A),(2.21)

σ(1) = −Π(1)I+ S(1) + (Π(0) + q)(S(0) +A).(2.22)

Similarly, the imposed stress field is modeled as:

τ = τ (0) + βτ (1),(2.23)

τ (0) = −qI+A,(2.24)

τ (1) = qA.(2.25)

To evaluate the effect of the non-linear interface on disk dynamics, we seek to employ an integral

formation and it is advantageous to have disturbance fields decay to zero far from the particle. So,

we define the disturbance flow variables û , Π̂ , σ̂ by subtracting imposed background flow variables

v(x), q, τ (x) from the total flow variables u, Πt, σ.

û(x) = u(x)− v(x)(2.26)

Π̂ = Πt − q(x)(2.27)

σ̂ = σ − τ (x)(2.28)

These disturbance variables will also satisfy the momentum conservation and continuity equations

and can be asymptotically expanded as a regular expansion in β:

û = û(0) + βû(1)(2.29)

Π̂ = Π̂(0) + βΠ̂(1)(2.30)

σ̂ = σ̂(0) + βσ̂(1)(2.31)

We aim to solve the disturbance problem in the weak non-linear limit β ≪ 1 and thus, solve

the problems corresponding to O(1) and O(β) respectively.
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2.3. Zeroth-order Problem

The zeroth-order O(1) disturbance problem corresponds to the Newtonian case of a disk trans-

lating on an interface with a linear background flow. Restricting our analysis to unidirectional

shear flow, q(x) = 0, we can write û(0) as the sum of disturbance velocity due to a translating disk

and disturbance velocity due to the presence of a disk in an ambient linear flow. The corresponding

problem can then be written as:

(2.32) ∇s · σ̂(0) = 0, ∇s · û(0) = 0,

where σ̂(0) = Π̂(0)I+∇sû
(0) +∇sû

(0)T with boundary conditions:

û(0) = U ∀ x ∈ S,(2.33)

û(0) → 0 as |x| → ∞.(2.34)

Using standard methods of 2D stokes flow, the non-dimensional velocity field can be derived as:

(2.35) û(0)(x) = utr(x) + uext(x).

(2.36) utr(x) =

[
2
(
− ln (r)I+

xx

r2

)
+

(
I

r2
− 2xx

r4

)]
·U.

(2.37) uext(x) = −
[
xxx

r4
+

1

2

(
xI

r4
− 2xxx

r6

)]
: A.

Contrary to the condition in (Eq. 2.34), the velocity field from (Eq. 2.36) has a logarithmic

singularity that grows as |x| → ∞. However, we note that beyond the momentum crossover

length (§1.4), the membrane behaves like a free interface and the velocity field is governed by 3D

hydrodynamics (û(0) ∝ 1/r), decaying to zero as the viscous traction from the subphase becomes

dominant in the momentum balance. The effect of the non-trivial rheology of the membrane is

observed within the momentum crossover length and thus justifies the use of (Eq. 2.36) in capturing

membrane hydrodynamics under a high Boussinesq number (Bq ≫ 1) regime or for distances less

than the crossover length. The form of (Eq. 2.36) is an approximated form of a more complex

velocity response function and is valid for distances within the crossover length (r ≪ ℓSD) [48].
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The non-dimensional disturbance pressure field on the interface is due to disk translation and disk

presence in a background flow. The solution is given by:

Π̂(0)(x) = Πtr(x) + Πext(x),(2.38)

Πtr(x) =

[
4x

r2

]
·U,(2.39)

Πext(x) = −
[
2xx

r2

]
: A,(2.40)

where A is the background rate of strain on the interface and U is the predefined disk velocity.

2.4. First-Order Problem

The first order problem also satisfies the momentum and continuity equations:

(2.41) ∇s · σ̂(1) = 0, ∇s · û(1) = 0.

with the boundary conditions:

û(1) = U(1) ∀ x ∈ S,(2.42)

û(1) → 0 as |x| → ∞.(2.43)

The stress tensor is given as:

(2.44) σ̂(1) = −Π(1)I+ S(1) + (Π(0) + q)(S(0) +A)− (qA).

Here, σ(1) is the nonlinear stress capturing the O(β) effect of pressure dependent viscosity of the

interface. In our problem setup, we choose the constraint of an imposed velocity Up on the disk,

which is contained in the zeroth-order solution. Therefore, the effect of pressure dependent surface

rheology would yield a non-zero F̂(1), given by:

(2.45) F̂(1) =

∫
n̂ · σ̂(1) dl,

where, n̂ is the normal vector pointing from the disk into the interface and l denotes the boundary

of the domain of interest (disk).
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Evaluating the non-linear effects on the disk involves solving the O(β) problem for F̂(1). We make

use of the Lorentz reciprocal theorem [86] to get around solving the inhomogeneous equation using

standard methods. The framework has previously been employed to evaluate the perturbative

solution to non-Newtonian problems [84, 87]. We outline the reciprocal theorem method in the

following section and drop the hat notation in the further sections for convenience.

2.5. Reciprocal Theorem

In low Reynolds number dynamics, the reciprocal theorem allows for the calculation of integral

quantities (force, torque) without calculating the field variables (velocity, pressure) [86]. We employ

the reciprocal theorem to evaluate the O(β) contribution to our problem of a rigid disk translating

on a weakly non-Newtonian interface with background shear. The auxiliary field {Πaux, uaux σaux}

is considered to satisfy the homogeneous Stokes equations and represents a solution to the transla-

tion of a disc in a 2D Newtonian fluid with a velocity Uaux. The solution of the auxiliary Newtonian

problem is standard and is given by:

(2.46) uaux =

[
2
(
− ln (r)I+

xx

r4

)
+

(
I

r2
− 2xx

r4

)]
·Uaux,

(2.47) σaux = −Πaux I+ (∇uaux +∇uaux
T ),

(2.48) Πaux =

[
4x

r2

]
·Uaux.

Starting with the stokes equation for the auxiliary and O(β) problem, we have:

(2.49) ∇s · σ(1) = 0 and ∇s · σaux = 0.

Taking the inner product of the first equation with uaux and the second equation with u(1) in

equation (2.49), and subtracting them, we have:

(2.50) (∇s · σ(1)) · uaux − (∇s · σaux) · u(1) = 0.
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Using the chain rule of differentiation:

(∇s · σ(1)) · uaux = ∇s · (σ(1) · uaux)− σ(1) : ∇suaux,(2.51)

(∇s · σaux) · u(1) = ∇s · (σaux · u(1))− σaux : ∇su
(1).(2.52)

Substituting (2.51) and (2.52) in (2.50) we have:

(2.53) ∇s · (σ(1) · uaux)−∇s · (σaux · u(1)) + σaux : ∇su
(1) − σ(1) : ∇suaux = 0.

Rearranging and integrating over the entire fluid domain S we have:

(2.54)

∫ [
∇s · (σ(1) · uaux)−∇s · (σaux · u(1))

]
dS =

∫ [
σ(1) : ∇suaux − σaux : ∇su

(1)
]
dS.

Applying the 2D divergence theorem:

(2.55)

∫
S
(∇s · x) dS =

∫
l
n̂ · x dl.

The left hand side of (2.54) becomes:

(2.56)

∫
n̂ · σ(1) · uaux dl −

∫
n̂ · σaux · u(1) dl.

Using the boundary velocities specified in (2.42), (2.43), we simplify (2.56) as:

(2.57)

∫
n̂ · σ(1) · uaux dl −

∫
n̂ · σaux · u(1) dl = −(F(1) ·Uaux) + (Faux ·U(1)).

From the problem setup, U(1) = 0. We extract the external non-linear force F(1) on the disk arising

due to the pressure dependent rheology of the interface. The RHS of (2.54) can be divided into

two terms:

I1 =

∫ [
σ(1) : ∇suaux

]
dS,(2.58)

I2 = −
∫ [

σaux : ∇su
(1)

]
dS.(2.59)
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Simplifying I1 using the definition of σ(1) (2.44) :

I1 =

∫ [
(−Π(1)I+ S(1) + (Π(0) + q)(S(0) +A)− qA) : ∇suaux

]
dS.

As a first approximation, restricting the imposed flow to unidirectional shear such that q(x) = 0:

I1 =

∫ [
−Π(1)∇ · uaux + S(1) : ∇uaux +Π(0)(S(0) +A) : ∇suaux

]
dS.

Simplifying I2 using σaux (2.49):

I2 =

∫ [
(−Πaux I+ Saux) :∇su

(1)
]
dS.

Using continuity equations:

Π(1)I : ∇suaux = Π(1)∇s · uaux = 0.

ΠauxI : ∇su
(1) = Πaux∇s · u(1) = 0.

Using the identity A : B = B : A = AT : BT we simplify:

S(1) :∇suaux − Saux :∇su
(1) = 0.

Then (2.54) simplifies to:

(2.60) −F(1) ·Uaux =

∫ [
(Π(0))(S(0) +A) : ∇suaux

]
dS.

The RHS of (Eq. 2.60) uses only the zeroth order (Newtonian) solution to solve a first order

(non-Newtonian) problem. This is the magic of the reciprocal theorem in analyzing weakly non-

Newtonian behaviors. We develop an analytical expression for the non-linear force by solving (Eq.

2.60) in the next section.
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2.6. Non-Linear Force

We begin with the expressions for the terms in (Eq.2.60):

Π(0)(x) = Πtr(x) + Πext(x).(2.61)

Πtr(x) =

[
4x

r2

]
·U.(2.62)

Πext(x) = −
[
2xx

r2

]
: A.(2.63)

From (Eq. 2.35 - Eq. 2.37),

S(0) = (∇su
tr +∇su

tr T ) + (∇su
ext +∇su

ext T ) = Str + Sext,(2.64)

where,

uaux = utr(x) =

[
2
(
− ln (r)I+

xx

r2

)
+

(
I

r2
− 2xx

r4

)]
·U,(2.65)

uext(x) = −
[
xxx

r4
+

1

2

(
xI

r4
− 2xxx

r6

)]
: A.(2.66)

From (Eq. 2.65) we have:

∇kuaux(i) =

[
2

r2
(xiδjk + xjδki − xkδij)−

2

r4
(xiδjk + xjδki + xkδij)

+

(
− 1

r4
+

2

r6

)
(4xixjxk)

]
U (aux j).

(2.67)

And from (Eq. 2.66) we get:

∇ku
ext

(i) =

[(
4

r6
− 6

r8

)
xixjxlxk+

(
1

r6
− 1

r4

)
(xjxlδik + xixlδjk + xixjδlk)

+
δjl
2

(
xixk
r6

− δik
r4

)]
Alj.

(2.68)

Next, we break down the terms in (Eq. 2.60) as:

(2.69) −F(1) ·Uaux =

∫ [
(Πtr +Πext)(Str + Sext +A) : ∇suaux

]
dS.
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It is convenient to convert to polar coordinates. Thus, (Eq. 2.69) becomes:

(2.70) −F(1) ·Uaux =

∫ 2π

0

∫ ∞

1

[
(Πtr +Πext)(Str + Sext +A) : ∇suaux

]
rdrdθ.

Further we note that tensors with an odd order integrate out to zero over an isotropic domain, i.e.:∫ 2π

0

∫ ∞

1
x r dr dθ =

∫ 2π

0
nidθ

∫ ∞

1
r2dr,

where ni is a unit vector given by
[
cos θ
sin θ

]
. The theta integral then gives us:

∫ 2π
0 cos θdθ∫ 2π
0 sin θdθ

 = 0 ⇒
∫ 2π

0

∫ ∞

1
x r dr dθ = 0.

The above analysis can be extended to all odd ranked tensors formed from the dyadic product of

unit vector ni. Resolving the integral into a matrix, we obtain odd powers of sin θ and cos θ in each

term, which thus integrates to zero.∫ 2π

0

∫ ∞

1
x1x2x3...x2n−1 = 0 n ∈ N

Similarly, for even ordered tensors we have:∫ 2π

0

∫ ∞

1
xx r dr dθ =

∫ 2π

0
ninjdθ

∫ ∞

1
r3dr,

where ninj are unit vectors. The theta integrals give us: ∫ 2π
0 cos2 θdθ

∫ 2π
0 sin θ cos θdθ∫ 2π

0 sin θ cos θdθ
∫ 2π
0 sin2 θdθ

 = bδij

⇒
∫ 2π

0

∫ ∞

1
xx r dr dθ = bδij

∫ ∞

1
r3dr,

where b is a constant. We can extend this analysis for higher (even) order tensors by equating the

theta integral as a linear combination of identity tensors corresponding to the indices involved. For

example, ∫ 2π

0
ninjnknldθ = C ijkl = b1δijδkl + b2δikδjl + b3δilδjk.
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Using the above analysis we simplify (Eq. 2.70) by removing terms that give an odd ordered tensor:

(2.71) −F(1) ·Uaux =

∫ [
(ΠtrSext : ∇suaux) + (ΠextStr : ∇suaux) + (ΠtrA : ∇suaux)

]
dS.

The above integral is not convergent for r → ∞ , therefore, we choose the upper limit as R ≈ ℓSD ≫

a. Now it can be solved analytically and we obtain the following expression for the non-linear force

(non-dimensional):

(2.72) F(1) = 16πξU ·A,

where ξ is:

(2.73) ξ = log

(
R

a

)
− 1

4
− 3

R2
+

11

4R4
− 1

R6

We obtain the following expression for the leading order non-linear force (dimensional):

(2.74) βF(1) = 16π log

(
R

a

)
η2s
Πc

U ·A.

The net velocity (U) of the disk to O(β) is given by:

(2.75) U = Up + v0(x) + βF(1) ·M.

Where M = Is/4πηs is the 2D mobility of the disk.

2.7. Direction and Physical Interpretation of Non-Linear Force

Figure 2.1. Direction of the non-linear force on a rigid disk when its self velocity
is greater than (left) and less than (right) the background flow on the membrane.
The effect of the non-linear force is compared to a similar phenomenon in 3D hy-
drodynamics called the Saffman lift force. it is observed that the non-linear force
acts in a direction opposite to the Saffman force.
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Given a disk translating with a horizontal velocity Us = Uex on an interface with a background

shear flow given by:

v(x) = γ̇yex,(2.76)

A = γ̇(exey + eyex),(2.77)

where A is the background rate of strain tensor and ei represents the unit vector corresponding to

a direction i. We evaluate the net velocity of the disk as:

(2.78) Up = Uex + βF(1) ·M.

In the frame of the ‘flowing’ interface, the velocity of the disk becomes:

(2.79) Urel = Uex − v(x).

Choice of a specific reference frame does not affect the physics of a system. Thus, in the moving

frame of reference, the inclusion moves with a velocity Urel and experiences a non-linear velocity

(non-dimensional) given by:

(2.80) U(1) = βFrel
(1) ·M.

This simplifies to give:

(2.81) U(1) = 4βξγ̇Urelex · (exey + eyex) = 4βξγ̇Ureley.

Therefore, the corresponding net velocity of the disk as observed from the frame of reference of the

interface is:

(2.82) Up = U relex + 4βξγ̇U reley.

We note that the disk migrates towards the centre of the channel when U rel > 0 and migrates

towards the edge of the channel when U rel < 0. This is summarized in (Fig. 2.1). A similar effect

in weakly inertial flows of spheres through a viscous fluid with a background shear is the Saffman
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lift [41]. In Comparison to the Saffman lift, it is seen that the non-linear force acts in a direction

opposite to that of the lift force.
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CHAPTER 3

Simulation Methods

In the following section, we outline the equations used to implement multi-disk simulations on a

membrane with a non-linear viscous response. We will consider N disks embedded in a membrane

with an infinite sub-phase, where each disk translates with a self velocity Us due to an external

field. This could be due to electrical, thermal or other externally applied forces. The trajectory

of a disk is primarily influenced by Brownian fluctuations and the hydrodynamic disturbance field

due to the other N − 1 disks. A surface pressure field is generated due to the translation of each

disk. This influences the viscosity of the membrane and broadcasts the non-linear force, derived

in the previous section, to other disks. The far-field pair wise hydrodynamic interaction between

disks can be approximated as the background shear flow for the non-linear force. We are interested

in verifying the collective behavior of the disks under different strengths of pressure-dependent

rheology (β) of the membrane.

(a) (b) (c)

Figure 3.1. The disturbance velocity field generated by a disk translating upwards
on an incompressible Newtonian membrane for ℓSD/a = (a) 0.1, (b) 1, (c) 10.
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3.1. Brownian Dynamics

The Brownian fluctuations of each disk is influenced by its collective hydrodynamic mobility

[88]. This is captured by the fluctuation-dissipation theorem as:

(3.1) ⟨UBr(t)⟩ = 0, ⟨UBr(t)UBr(t′)⟩ = 2kbTMδ(t− t′).

Here, UBr is a vector of size 2N that includes the two components of uBr for all N disks. The

collective mobility of the disks is included in M, which is a 2N × 2N matrix having self mobility

of the disks along its diagonal and the collective mobility due to hydrodynamic interactions on its

off-diagonal terms. The central 2 × 2 blocks along the diagonal of the collective mobility matrix

(M) are the local mobility tensor of each disk. The off-diagonal “interaction” terms only become

significant at higher concentrations.

Owing to the diluteness of our system and simplicity, we only account for the local mobilities for

each disk. This simplification decouples the fluctuation-dissipation relation of each disk from the

rest. The translational Brownian velocities then satisfy:

⟨ui
Br(t)⟩ = 0, ⟨ui

Br(t)ui
Br(t′)⟩ = 2kBTMδ(t− t′),(3.2)

where M = 1
4πη0S

I is the translational mobility of a disk. Using U∗, a/U∗ as the characteristic scales

for velocity and time, we obtain the Brownian velocity as:

(3.3) uBr
i = w

√
kBT

2πη0sU
∗a∆t̃

= w

√
τ̃

2π∆t̃
,

(3.4) τ̃ =
kBT

U∗a∆t̃
,

where τ̃ is a dimensionless temperature and w is a white noise vector containing random numbers

sampled from a normal distribution of mean 0 and variance 1.
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3.2. Hydrodynamic Interactions

We simulate the hydrodynamic interactions in our system such that they mimic the hydro-

dynamics of a free membrane (deep sub-phase) and are independent of the subphase rheology

(inter-particle distance less than the 2D crossover length). The corresponding Green’s function can

be derived using standard methods as [48,67]:

Gij(r) =
1

4η0s

{[
H0(r̃)−

H1(r̃)

r̃
− 1

2
[Y0(r̃)− Y2(r̃)] +

2

πr̃2

]
δij

−
[
H0(r̃)−

2H1(r̃)

r̃
+ Y2(r̃) +

4

πr̃2

]
xixj

r̃2

}
,

(3.5)

where Hn are Struve functions and Yn are Bessel functions of second kind. We note that in deriving

the non-linear force we used a form of Green’s function (equation (2.36)) that is derived from

equation (3.5), under the condition that the inter-particle distance is well under the momentum

crossover length, that is, r̃ ≪ ℓSD where ℓSD is the Saffman-Delbrück length. However, for modeling

hydrodynamic interactions we use this generalized form of the velocity response function. The

hydrodynamic interaction velocity on disk i due to disk j is:

(3.6) uj(xi) = Gij(|xi|) · Fj,

where xi is the position vector of the i-th disk and Fj represents the point force on disk j.

3.3. Steric Repulsion

We add a soft repulsion between disks that get close to each other. These repulsive interactions

account for the disk’s excluded volume and stabilizes the singularity solution in eq. (3.5). The

steric velocity is given by

(3.7) ui|steric = Us
e−β(r−L)

1 + e−β(r−L)
r̂ij,

where Us is the contact velocity of two disks that decays exponentially over a length scale β−1.

From figure (3.2.) we note that hydrodynamics dominates at all inter-particle distances except near

contact.

28



Figure 3.2. Steric velocity behavior with change in inter-center distance of parti-
cles. The potential is modeled such that two inclusions are not allowed to overlap.
The steric effect between two disks is negligible beyond inter-particle distance of 1
radius length

3.4. Non-Linear Force

Translation of disks alters the surface pressure distribution on the membrane. This phenomenon

changes surface viscosity of the membrane and consequently, an extra non-linear force acts on other

disks. The net hydrodynamic disturbance due to disk i acts as a background flow for disk j. The

dimensionless weakly non-linear force as developed by the reciprocal theorem approach in §2.7 is

given by:

(3.8) F(1) = β16πUs · (Str + Sext),

where Strand Sext are rate of strain tensors corresponding to utrand uext respectively. The non-

linear velocity is obtained from the inner-product of non-linear force with the dimensionless 2D

mobility of the disk, given as:

U(1) = F(1) ·M,(3.9)

M =
1

4π
Is.(3.10)
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3.5. Langevin Equations

In summary, the net velocity of a disk is due to the combined effect of its self velocity, brownian

fluctuations, hydrodynamic interactions, steric forces and the non-linear force. The corresponding

Langevin equation reads:

(3.11)
dxi

dt
= Us + uBr

i +
N∑
i ̸=j

[
uj(xi) + uij |steric + βFij

(1) ·Mi

]
.

We use (explicit) forward Euler time stepping in simulating the system. It is given by:

(3.12) x(t+dt) = xt +
dx

dt
∆t+O((∆t)2).

The global error associated with this time marching scheme for simulating n time-steps is of the

order ∆t. The choice of a small ∆t makes this magnitude of error tolerable in understanding the

approximate effect of the non-linear force on the collective behavior of the disks.

3.6. Packing Order Parameter

An attribute of the non-linear force on the collective dynamics of disks is the formation of

clusters with crystal like order. As we shall see in chapter 4, we investigate the type of packing

observed in the clusters by evaluating the n-th packing order parameter given by:

(3.13) Ψj
n =

1

nj

∑
k

einθkj .

Ψj
n measures the orientation and the packing order around the particle j, where nj is its nearest

neighbors and θkj is the angle between the line joining disks k, j and the x-axis. The average local

⟨|Ψj
n|⟩ and global |⟨Ψj

n⟩| parameters quantify the packing order, with 0 representing an unordered

aggregate and 1 represent a perfect n-th order aggregate. The local order parameter tells us

whether each particle in an aggregate forms a n-th order lattice with its nearest neighbor. The

global order parameter on the other hand, provides information on the orientation of each lattice

in the aggregate.
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CHAPTER 4

Results

In the present chapter, we discuss the results obtained from the simulation of multiple disks

translating on a membrane with a non-linear viscous response. For a given set of parameters (β, τ̃),

ten different ensembles were simulated. The simulation box was programmed to move with the self

velocity of the disks, thus capturing the multi-disk hydrodynamics without the need of periodicity.

This setup of a ”moving simulation box”, enhanced the computational efficiency of the simulations

and enabled us to explore the dynamics for a longer simulation time. For the following subsections,

we define two disks to be connected if their inter-centre distance is less than or equal to 3.5 times

the disk radius. Further, we define a disk cluster as a group of four or more connected disks.

4.1. Non-Linear Viscous Response Leads to Self Assembly of Disks

One stark difference between the Newtonian (β = 0) and the non-Newtonian (β ̸= 0) simula-

tions was that the disks self assembled to form aggregates while translating on a membrane with

surface-pressure dependent rheology. Self assembly of disks was observed for all the dimensionless

temperatures tested (τ̃ ∈ [0.0005, 0.01] ) across ten different ensembles.

(a) τ̃ = 0.01 (b) τ̃ = 0.001 (c) τ̃ = 0.0005

Figure 4.1. Crystallized disk aggregates observed in the non-Newtonian simulation
of an ensemble of disks for different dimensionless temperature τ̃ . The state shown
is at a simulation time of t̃ = 30 for β = 0.1. The aggregates display dynamic
patterns during the simulations and crystallize with a distinct packing order §4.2.
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Disk aggregates were stable and did not disintegrate for longer simulation times (as observed till

t̃ = 120). This aggregation of disks can be correlated to non-linear viscous response of the mem-

brane, as an ensemble of disks crystallizes under non-Newtonian conditions and remains staggered

under Newtonian conditions (fig 4.2).

β = 0  β = 0.1
I.C 1

I.C 3

I.C 2

Figure 4.2. Snapshots of simulation box for different ensembles with τ̃ = 0.001.
The left column shows snapshot of the initial state (t̃ = 0) of the ensemble. The
middle and right columns show snapshot of the final state (t̃ = 30) of ensembles
at β = 0 and β = 0.1 respectively. We observe crystallized aggregates in non-
Newtonian simulations (right) whereas the Newtonian case (centre) yields staggered
states. This observation strongly signifies the role of pressure dependent rheology
of membranes in crystallization of translating rigid inclusions.
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4.2. Disk crystals have hexagonal packing order

We evaluated different packing order parameters (ψn) of disk crystals using equation (3.13)

and observed a dominant hexagonal packing order across all ensembles (see fig 4.3). Other studies

[89, 90] have shown rigid inclusions rotating on a membrane to form stable hexagonal crystals.

It is also well known that similar systems with long ranged repulsive interaction form a stable

hexagonal crystal lattice (Wigner Crystal) [91]. However, the only long ranged force in our study

comes from hydrodynamic interactions. Citing the discussion in §4.1, we can then deduce that

Newtonian hydrodynamic interactions do not lead to crystallization [89]. Thus, the only other

long ranged interaction in our study i.e. the non-Newtonian hydrodynamic force, arising due to

surface-pressure dependent rheology, leads to hexagonal disk crystals. As evident from figure 4.3,

the crystals at higher temperatures (τ̃) have a lower hexagonal packing order. This is expected as

at a higher temperature, Brownian fluctuations are stronger and destabilize crystal order §4.4.

̃τ= 0.01 ̃τ= 0.005 ̃τ= 0.001 ̃τ = 0.0005
0.0

0.2

0.4

0.6

0.8

1.0

|⟨Ψ
n⟩
|

Ψ4
Ψ5
Ψ6

Figure 4.3. Comparison of different packing order in crystals formed by a partic-
ular ensemble of disks at varying temperatures (τ̃) for β = 0.1. The crystals showed
a dominant hexagonal packing order in comparison to square and pentagonal order.
Hexagonal crystallization of disks is attributed to the non-Newtonian response of
the membrane as it is not seen in the Newtonian case. Crystal order reduced at
higher temperatures due to the destabilizing effect of Brownian fluctuations.
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4.3. Crystals Attain a Stable Hexagonal Order With Time

Hexagonal order of the disk crystals plateaued with time and attained a stable magnitude (see

fig 4.4). At any temperature, as the membrane became more non-Newtonian (β ↑), the crystal

order stabilized faster. However, disks translating on membranes with very weak non-Newtonian

nature β ∈ (0, 0.01), formed stable hexagonal crystals after a significantly higher time. During

isothermal translation of rigid disks on a non-Newtonian membrane, it was seen that increasing

values of β yielded a crystals with higher hexagonal order. These observation corroborate the

claim of non-Newtonian interactions inducing the formation of hexagonal crystals, as increasing

the strength of such interactions led to an increase in the order and rate of crystallization in all

ensembles.

In extending this intuition to membrane trapped proteins, rafts and motors, we expect our rigid

disks to be in the 100nm range, and are thus sensitive to thermal forces. A rise in temperature in-

creases Brownian fluctuations and since all disks on the membrane are coupled hydro-dynamically,

the random fluctuations add to the inter-disk interactions. Due to its unpredictable nature, any

ordered crystal lattice is destabilized with an increase in thermal noise. This can be observed

in fig (4.4) as the hexagonal order of crystals show more variability irrespective of the increase in

non-Newtonian nature of the membrane (β). The magnitude of hexagonal packing order in crystals

also decreases at higher temperature.

Qualitatively, we observe that non-Newtonian response of the membrane induces hexagonal crys-

tallization of disks. This is opposed by thermal noise, which brings randomness and suppresses any

ordered state to be dominant across ensembles.
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Figure 4.4. Plots of global hexagonal packing order parameter (|⟨Ψ6⟩|) averaged across ten ensembles, against
the simulation time (t̃) for different system parameters (β, τ̃). The values of β used are 0.01 (bottom row), 0.05
(mid row) and 0.1 (top row) and the values of τ̃ are 0.0005 (right column), 0.001 (centre column) and 0.01 (left
column). It is observed that the non-Newtonian nature of the membrane induces hexagonal crystal formation
and influences the rate of crystallization. Thermal forces bring randomness to the system as Brownian kicks
get stronger, leading to a reduced and fluctuating order in the crystal lattices. Overall, the hexagonal order is
observed to plateau at a stable value that is influenced by thermal forces and the non-Newtonian nature of the
membrane.
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4.4. Influence of Rheology on Disk Crystals

Plateau value of averaged global and local hexagonal order parameters in disk crystals was

observed to vary with β. A stronger surface-pressure dependent rheology of the membrane yielded

highly ordered crystals under isothermal simulations. It is evident from figure (4.5a-b) that intro-

ducing non-Newtonian rheology (by increasing β) induced crystallization in rigid disk translating

on a membrane. High values of the local hexagonal orientation parameter suggest that each disk

formed a hexatic lattice with its nearest neighbours (figure 4.5a). Upon the formation of hexatic

lattices, the disk aggregate was observed to rotate such that the lattices had a similar orientation,

thus attaining an overall rotational order. This trend is captured in (figure 4.5b), where high

values of global order parameters are obtained. Similar results have been obtained in other stud-

ies [89,92,93] where, presence of a long ranged interaction (non-Newtonian force due to surface

pressure dependent rheology in our case) results in aggregation and the formation of crystals with

hexatic order.
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Figure 4.5. (a) Local ⟨|Ψ6|⟩ and (b) Global |⟨Ψ6⟩| hexagonal packing order pa-
rameter of disk crystals as a function of β = Π0/Πc. Each data point is averaged
across ten ensembles of twenty rigid disks translating isothermally on a membrane
for a simulation time of t̃ = 30. The shaded region represents the standard devi-
ation of the respective parameters. (a) Local order being close to 1 suggests that
each disk in the aggregate forms a hexatic lattice with its nearest neighbours. This
parameter however, does not provide details about the orientation of lattices. (b)
A high global order parameter indicates that each hexatic lattice in the disk crystal
had the same orientation. Combining the local and global parameters, it is inferred
that an increase in β leads to the formation of hexatic disk crystals with a high local
and global order.
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4.5. Thermal Forces Deter Formation of Ordered Aggregates

Rigid disks in our system are small (O(10-100 nm)) and undergo brownian motion. Thermal

fluctuations in one disk affects other disks as they interact via the fluid hydrodynamically. In gen-

eral, these random interactions increase disorder and limit the self assembly of disks into ordered

crystals. Another argument supporting this claim comes from the field of statistical mechanics

where, an increase in temperature of a system of particles, increases its number of accessible mi-

crostates. This leads to an increase in entropy and thus, reduced order in the system. From (Fig

4.6), trends consistent with our expectations are obtained where, disk lattices at higher tempera-

tures show lower hexatic order. The aggregates also experience a loss in global orientatinal order.

200 400 600 800 1000 1200
1/τ̃

0.6

0.7

0.8

0.9

Ψ 6

Figure 4.6. Effect of thermal forces on global (black) and local (red) order param-
eters in a system of 20 rigid disks translating on a membrane with β = 0.1. The error
bars are scaled to standard deviation of respective parameters across ten ensembles
for each value of τ̃ . The trend in local order parameter indicates that an increase
in temperature impedes the formation of hexatic lattices. This is accompanied by a
reduced global orientation order in the rigid disk crystal. At higher temperatures,
thermal forces introduce stronger brownian fluctuations and thus, larger deviation
in the ensemble averaged order parameter is observed.
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CHAPTER 5

Conclusions

Surfactants play a major role in day to day biological functions. For example, pulmonary sur-

factants lining the alveoli maintain a critical surface tension of 2 mN/m at the end of expiration

and prevent post-exhalation alveolar collapse [94]. Adapting our model to account for the rheo-

logical properties of alveolar lining liquid, its geometry and adsorption/desorption dynamics, we

could potentially use it in designing synthetic surfactant replacement therapies to treat respiratory

disorders in infants and adults [95]. Another interesting instance of our model’s applicability is in

the collective dynamics of trans-membrane proteins like ATP-synthase. Experimental studies have

shown lattice formation by ATP-synthases in lipid vesicles and mitochondria [96–98]. Again, ac-

counting for curvature and dimerization, our model can simulate such systems and provide insights

into the behavior of ATP-synthase under various physical conditions. The concepts underlined in

our model have been used in developing bio-interface rheological devices to study permeability of

biological lipid membranes by applying shear stress from spinning disks on the lipid membrane [99].

A system of rigid disks translating uniformly at low Reynolds number on a free-standing,

planar, non-Newtonian membrane with surface-pressure dependent viscosity, self assembles into

aggregates with hexagonal order because of non-Newtonian hydrodynamic interactions arising due

to membrane rheology. The hexatic order of aggregates increases with time and stabilized upon

the formation of a disk crystal. A higher hexatic order is obtained in disk crystals formed on

membranes whose shear viscosity (ηs) has a stronger surface-pressure dependence. The system

of disks is also observed to exhibit faster crystallization with an increase in the non-Newtonian

force (β ↑;Us ↑). Thermal forces destabilize the hexagonal order of disk aggregates as higher

thermal activity increases the Brownian fluctuations of individual disks and enables them to sample

additional microstates, thus increasing disorder.
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Further work is required to improve the depth and breadth of our simulation model to mimic

real-life scenarios efficiently. For example:

• Incorporating the velocity response function for a pinned membrane in derivation of the

non-Newtonian force would enable us to explore dynamics of systems with low to moderate

Boussinesq numbers and also help in analysing collective dynamics beyond the Saffman-

delbrück length.

• Including an isotherm to capture compression/dilation induced surfactant desorption/adsorption

would increase the applicability of our model in analysing compressible interfaces with

surface-pressure dependent viscosity.

• Simultaneous rotation and translation of a disk embedded in a non-Newtonian monolayer,

leads to a net force on the disk in a direction perpendicular to its translation [84]. Including

this effect would also add breadth to our model in analysing active viscous inclusions.

• Rigid disks are relatively straight forward to model, but membrane inclusions can have a

more complex shapes (ellipsoids) or may deform. Exploring the effect of aspect ratio and

flexibility on the collective behavior would also benefit in mimicking real life systems.

• Additional analyses on collective dynamics of disks can be performed to unravel key trends.

Investigating special cases like inclusions of disperse size translating on a monolayer, dy-

namics on an interface atop a subphase of variable depth, non-planar interfaces etc will

expand our understanding of non-Newtonian 2D hydrodynamics.

• Computational efficiency is key in simulation based studies as it dictates the size and ro-

bustness of the system being simulated. Although our code used vectorized operations

and low time complexity algorithms, larger systems with N2 time cost might be prohib-

itive. By employing GPU accelerated parallel computing, bigger systems with multiple

physics phenomena (Charged disks, Thermal gradient on membrane etc.) can be simulated

efficiently.
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[81] Vladimir M. Kaganer, Helmuth Möhwald, and Pulak Dutta. Structure and phase transitions in langmuir mono-

layers. Rev. Mod. Phys., 71:779–819, Apr 1999.

[82] Rachel E. Kurtz, Arno Lange, and Gerald G. Fuller. Interfacial rheology and structure of straight-chain and

branched fatty alcohol mixtures. Langmuir, 22(12):5321–5327, 2006.

[83] Z. A. Zell, A. Nowbahar, V. Mansard, L. G. Leal, S. S. Deshmukh, J. M. Mecca, C. J. Tucker, and T. M. Squires.

Surface shear inviscidity of soluble surfactants. Proc Natl Acad Sci U S A, 111(10):3677–3682, Mar 2014.

[84] Manikantan Harishankar and Squires Todd M. Irreversible particle motion in surfactant-laden interfaces due to

pressure-dependent surface viscosity. Proc. R. Soc. A., page 473:20170346, 2017.

[85] Harishankar Manikantan and Todd M. Squires. Pressure-dependent surface viscosity and its surprising conse-

quences in interfacial lubrication flows. Phys. Rev. Fluids, 2:023301, Feb 2017.

[86] Hassan Masoud and Howard A. Stone. The reciprocal theorem in fluid dynamics and transport phenomena.

Journal of Fluid Mechanics, 879:P1, 2019.

[87] Ramanathan Vishnampet and David Saintillan. Concentration instability of sedimenting spheres in a second-

order fluid. Physics of Fluids, page 10.1063/1.4733700, 2012.

[88] Naomi Oppenheimer and H. Diamant. Correlated diffusion of membrane proteins and their effect on membrane

viscosity. Biophysical journal, 96 8:3041–9, 2009.

[89] Naomi Oppenheimer, David B. Stein, and Michael J. Shelley. Rotating membrane inclusions crystallize through

hydrodynamic and steric interactions. Phys. Rev. Lett., 123:148101, Oct 2019.

[90] Bartosz A. Grzybowski, Howard A. Stone, and George M. Whitesides. Dynamic self-assembly of magnetized,

millimetre-sized objects rotating at a liquid–air interface. Nature, 405(6790):1033–1036, Jun 2000.

[91] E. Wigner. On the interaction of electrons in metals. Phys. Rev., 46:1002–1011, Dec 1934.

[92] Yusuke Goto and Hajime Tanaka. Purely hydrodynamic ordering of rotating disks at a finite reynolds number.

Nature Communications, 6(1), 2015.

[93] Harishankar Manikantan. Tunable collective dynamics of active inclusions in viscous membranes. Phys. Rev.

Lett., 125:268101, Dec 2020.

45



[94] SeungHye Han and Rama K. Mallampalli. The role of surfactant in lung disease and host defense against

pulmonary infections. Annals of the American Thoracic Society, 12(5):765–774, May 2015.

[95] Eline Hermans, M. Saad Bhamla, Peter Kao, Gerald G. Fuller, and Jan Vermant. Lung surfactants and different

contributions to thin film stability. Soft Matter, 11:8048–8057, 2015.

[96] Kyongmin Yeo, Enkeleida Lushi, and Petia M. Vlahovska. Collective dynamics in a binary mixture of hydrody-

namically coupled microrotors. Physical Review Letters, 114(18), 2015.

[97] Thorsten B. Blum, Alexander Hahn, Thomas Meier, Karen M. Davies, and Werner Kühlbrandt. Dimers of
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