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ABSTRACT OF THE DISSERTATION

Monte Carlo Simulations of Noise in Superconducting and Semiconducting Qubits

By

Daniel Louis Mickelsen

Doctor of Philosophy in Physics

University of California, Irvine, 2023

Professor Clare C. Yu, Chair

Superconducting quantum interference devices (SQUIDs) show great promise as quantum

bits (qubits) but continue to be hindered by flux noise. The flux noise power spectra of

SQUIDs go as 1/fα, where α is the temperature-dependent noise exponent. Experiments find

0.5 ≲ α ≲ 1. Furthermore, experiments find that the noise power spectra versus frequency

at different temperatures pivot about or cross at a common point which is different for each

SQUID. To try to better understand the results and motivated by experimental evidence that

magnetic moments on the surface of SQUIDs produce flux noise, we have carried out and

here present the results of Monte Carlo simulations of various spin systems on 2D lattices.

We find that only spin glasses produce α ∼ 1 at low temperature. We find that aliasing of

the noise power spectra at high frequencies can lead to spectral pivoting if the knee is in

proximity to a knee at a slightly lower frequency. We show that the pivot frequency depends

on how often the magnetization is recorded and the method of how lattice sites are selected

for orientation: choosing every site once or choosing sites at random. The spectral pivoting

that occurs in our simulations is due to aliasing and does not explain the spectral pivoting

of experiments.

Silicon quantum dot qubits show great promise but suffer from charge noise with a 1/fα spec-

trum, where f is frequency and α ≲ 1. It has recently been proposed that 1/fα noise spectra

x



can emerge from a few thermally activated two-level fluctuators in the presence of sub-bath

temperature fluctuations associated with a two-dimensional electron gas (2DEG) [2]. We

investigate this proposal by doing Monte Carlo simulations. In one set of simulations, we

model a two-level fluctuator as an anisotropic Heisenberg spin with a barrier to spin re-

orientations in a bath with a fluctuating temperature. In another set of simulations, the

two-level fluctuator is a single Ising spin in a bath with a fluctuating temperature. We find

that to obtain noise with a 1/fα spectrum with α ≲ 1 down to low frequencies, the duration

of temperature fluctuations must be comparable to the inverse of the lowest frequency at

which the noise is measured. This result is consistent with an analytic calculation in which

the fluctuator is a two-state system with dynamics governed by time-dependent switching

rates. In this case we find that the noise spectrum follows a Lorentzian at frequencies lower

than the inverse of the average duration of the lowest switching rate. We then estimate re-

laxation times of thermal fluctuations by considering thermal diffusion in an electron gas in

a confined geometry. We conclude that temperature fluctuations in a 2DEG sub-bath would

require an unphysically long duration to be consistent with experimental measurements of

1/f -like charge noise in quantum dots at frequencies extending well below 1 Hz.

Charge noise in quantum dots has been observed to have a 1/f spectrum. We propose a

model in which a pair of quantum dots are coupled to a 2D bath of fluctuators that have

electric dipole moments and that interact with each other, i.e., with the other fluctuators.

These interactions are primarily via the elastic strain field. We use 2D nearest-neighbor

Ising spin glass to represent these elastic interactions and to simulate the dynamics of the

bath of electric dipole fluctuators in the presence of a ground plane representing metal gates

above the oxide layer containing the fluctuators. We calculate the resulting fluctuations in

the electric potential at the two quantum dots that lie below the oxide layer. We find that

1/f electric potential noise spectra at the quantum dots and cross correlation in the noise

between the two quantum dots are in qualitative agreement with experiment.

xi



Chapter 1

Introduction and Overview

Quantum computing has become the focus of much attention due to its potential applications.

Quantum computers can be used for integer factorization for breaking RSA encryption (a

common cryptographic protocol used for secure communication between two parties) [3,

4], secure communication through quantum key distribution [3, 5], simulation of quantum

systems [4, 5], weather prediction [6], finance [7], and increasing the speed of machine learning

problems [8, 9]. Quantum computers store information differently from classical computers.

In a classical computer, the most basic unit of information is a bit which is represented as a

0 or a 1. In a quantum computer, a quantum bit (qubit) is in a linear combination of the two

quantum states |0⟩ and |1⟩ [3]. Classical computers use multiple bits to store information.

A quantum computer uses qubits that are entangled with each other [5]. The basis states

|0⟩ and |1⟩ of a quantum bit are dependent on the physical implementation of the qubit.

Superconducting qubits (SQUIDs) have been suggested as a leading candidate to be used as

physical qubits [10]. SQUIDs are superconductors that have one, two, or three Josephson

junctions. At sufficiently low temperatures, electrons in superconductors form Cooper pairs

of electrons [10, 11]. In SQUIDs, Cooper pairs tunnel between two superconductors separated
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by a weak barrier called a Josephson junction. Another phenomenon of superconductors is

that the flux through a superconducting ring is quantized. The macroscopic wavefunction is

single valued, which means that the phase of the wavefunction must be an integer multiple

of 2π. The phase is affected by an external magnetic field, so a circulating supercurrent

develops in the superconductor to satisfy the flux quantization condition [12].

Of the superconducting qubits, the main types are flux, charge, and phase. Flux qubits

are made of a superconducting loop with one or three Josephson junctions. The two basis

quantum states are the up and down magnetic flux states determined by the direction of the

circulating supercurrent [10, 13, 14]. In charge qubits, a small superconducting island holds

Cooper pairs, and the quantum states are the number of Cooper pairs n or n + 1 [10, 15].

Phase qubits are made using a single Josephson junction. An anharmonic potential barrier

is created by the Josephson junction and the tilt of the potential is caused by the current

bias. The two quantum states used are the ground state and the first excited state of a

potential well of the Josephson junction potential [10, 16].

Another good candidate for physical qubits is semiconducting quantum dots [17]. Semicon-

ducting qubits can be made using a Si/SiGe heterostructure with electrons confined within

a tiny portion of a two-dimensional electron gas (2DEG) and are manipulated using elec-

trostatic gates [18–20]. The single-electron quantum dot uses the spin states of electrons as

the two quantum states [17]. The quantum states in two-electron double dots are the singlet

and triplet electron spin states [21].

Obstacles to achieving practical quantum computers are noise [22] and decoherence [7, 19].

Superconducting qubits and semiconducting qubits are made of different materials, and are

expected have differing dominant microscopic sources of noise. Decoherence is the loss of

quantum information to the environment which poses a problem in performing calculations

with quantum computers. Although there are methods of quantum error correction that can

counteract decoherence [5, 7], it is useful to understand the causes so that decoherence can

2



be prevented.

1/f noise is characterized by noise power spectra that go as 1/fα, where f is frequency and

α is the noise exponent. For superconducting qubits, 1/f flux noise [10, 22] is a major cause

of decoherence. Flux noise is caused by fluctuating magnetic moments on superconducting

surfaces [23, 24]. The Dutta-Horn model is typically used in explaining 1/f noise. The

model assumes that independent, thermally-activated processes that produce Lorentzian

power spectra can lead to 1/f noise with a flat distribution of barrier heights. For spins,

barriers may come from interactions between spins or spin anisotropy.

Charge noise is a dominant source of noise in semiconducting qubits [2, 18, 20]. If the

quantum dots in these qubits are coupled to a bath of two-level fluctuators that have electric

dipoles, then the resulting fluctuations can produce 1/f noise. Ahn et al. [2] put forward the

idea that a small number of two-level fluctuators coupled to a quantum dot are affected by

thermal fluctuations in a small region of the thermal bath [2]. Temperature fluctuations of

the sub-bath produces the same results as having different barrier heights in the Dutta-Horn

model of noise, leading to 1/fα charge noise.

In both superconducting qubits and semiconductor quantum dot qubits, our approach to

modeling the noise sources is similar. We model these noise sources through Monte Carlo

simulations of classical spins that obey detailed balance. In this thesis, we investigate spec-

tral pivoting of the power spectra and discuss which interactions lead to noise exponents

α ∼ 1 using our Monte Carlo simulations of magnetic noise in superconducting qubits in

chapter 2. Spectral pivoting is where the noise power spectra at different temperatures

cross at a common point. This was observed in experiment by Anton et al. [1]. The flux

noise power spectra of a SQUID at 11 temperatures is shown in Fig. 1.1. Our simulations

of noise are of magnetic moments of molecular oxygen adsorbed on the Al2O3 surface of a

SQUID [25, 26]. Models with different nearest-neighbor exchange couplings and cases of spin

anisotropy are considered. Next, in chapter 3, we discuss charge noise in quantum dot qubits

3



Figure 1.1: Flux noise power versus frequency of a SQUID at 11 temperatures as measured
by Anton et al. [1].

due to temperature fluctuations [2]. We represent the single two-level fluctuator that is cou-

pled to a quantum dot as either a Heisenberg spin or an Ising spin. The spin is subjected

to temperature fluctuations, and the results are used do determine the validity of a model

of 1/f charge noise that is due to temperature fluctuations. We later discuss our model of

interacting two-level systems as a source of 1/f noise in semiconductor quantum dot qubits

in chapter 4. We simulate two-level fluctuators in a 2D lattice with each fluctuator having an

elastic and electric dipole. The dipoles interact elastically and fluctuate causing fluctuations

in the electric dipoles. The electric dipoles and their image dipoles in the metal gates of the

qubit produce a fluctuating dipole potential at the quantum dots resulting in 1/f charge

noise.

4



Chapter 2

Monte Carlo Simulations of Magnetic

Noise

2.1 Introduction

Superconducting quantum interference devices (SQUIDs) can be used as quantum bits

(qubits). While SQUIDs hold great potential for quantum computing, they suffer from

noise and decoherence. One of the main sources of decoherence is 1/f flux noise [22]. 1/f

noise is characterized by noise power spectra that go as 1/fα, where f is frequency and α

is the noise exponent. The noise exponents for SQUIDs lie in the range 0.5 ≲ α ≲ 1 for

1 K ≳ T ≳ 20 mK [1, 23, 27], where the noise exponent increases as temperature decreases.

Fluctuating magnetic moments were proposed as a source of flux noise in SQUIDs [23]. This

is consistent with experimental evidence of surface spins on normal metals [28] and super-

conductors [24]. Sendelbach et al. measured a 1/T temperature-dependent flux through

SQUIDs which is indicative of paramagnetic spins [24]. Fluctuations of these surface spins

cause flux noise because SQUIDs are highly sensitive magnetometers.
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Additional evidence for surface spins comes from density functional theory (DFT) calcula-

tions of the oxide layer on the aluminum surface of SQUIDs. Since SQUIDs are exposed to

air, it is reasonable to expect oxygen to be adsorbed on the surface below approximately

40 K. O2 is paramagnetic, and DFT calculations show that oxygen retains a magnetic mo-

ment of 1.8 µB after being adsorbed on the surface of sapphire (α-Al2O3) [25]. DFT also

finds a low barrier (∼ 10 mK) for spin reorientation so that spins rotate easily in the easy

plane that is perpendicular to the O2 molecular bond [25, 26]. In addition, these calcula-

tions indicate that the coupling between adsorbed oxygen molecules is ferromagnetic [25].

Monte Carlo simulations of ferromagnetically coupled O2 on the surface of sapphire are able

to produce 1/f noise consistent with experiment at higher temperatures [25]. Evidence of

paramagnetic oxygen spins on SQUIDs come from X-ray absorption spectroscopy (XAS) and

x-ray magnetic circular dichroism (XMCD) experiments that were carried out on thin films

of aluminum and niobium which are typical SQUID materials [26]. The experiments [26]

confirm the DFT predictions [25] that the bond axis of O2 is tilted 55◦ away from the surface

normal.

Surface treatments that remove or prevent oxygen adsorption on SQUIDs reduce flux noise

by a factor of four or five [26]. A protective coating of nonmagnetic ammonia (NH3) prevents

the adsorption of O2 since NH3 has a higher binding energy to Al2O3. Ultraviolet irradiation

of SQUIDs in an ultrahigh vacuum removes adsorbed oxygen [26]. Although flux noise is

reduced with these treatments, it is not eliminated.

There is still the question as to how surface spins produce 1/f noise. The Dutta-Horn model

of 1/f noise [29] is the most common explanation for 1/f -type noise. The model assumes that

independent, thermally-activated processes exist, where each process individually produces

a Lorentzian power spectra. A distribution of barrier heights that is slowly varying on the

order of kBT leads to 1/f noise. In the case of spins, the barriers can come from interactions

between spins or spin anisotropy. Theoretical models of interacting spins on the surface of
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SQUIDs were indeed able to produce 1/f flux noise [30–32].

While it is well established that surface spins are a source of 1/f flux noise, there are still

mysteries associated with this noise. For example, why is the noise exponent close to 1?

While Ising spin glass models yield α ≲ 1 [32], ferromagnetic spin system simulations find

α > 1 at low temperatures [25].

Another puzzle comes from experiments using Nb SQUIDs where the noise power spectra

as a function of frequency at different temperatures pivot or cross in the vicinity of a single

“pivot” frequency [1]. For SQUIDs with different geometries, the power spectra for each

device still pivoted. The pivot frequency was different for each SQUID, and there was no

clear relation between geometry and pivot frequency. Other experiments involving SQUIDs

of various materials also found spectral pivoting [27].

Several models have been proposed to explain spectral pivoting. Spin diffusion can explain

pivoting if the system is close to a phase transition where the diffusion coefficient is dependent

on temperature [33]. The result is a range of frequencies where power spectra cross as in

experiment. Monte Carlo simulations of Heisenberg spins in a cluster model can also produce

spectral pivoting [34]. This model bases the probability of spin flips on changes in free energy

instead of internal energy as in the standard Monte Carlo method. This has the effect

that lower entropy spin configurations are more favored. This model produces 1/fα power

spectra at low frequency and 1/f 2 power spectra at high frequency. The power spectra do

not intrinsically pivot. To get crossing, the 1/fα parts of the power spectra are extended via

extrapolation into the high-frequency range.

In an effort to understand spectral pivoting and what types of interactions lead to the noise

exponent α ∼ 1, we performed Monte Carlo simulations of spins on 2D lattices since both

DFT simulations [25] and experiments [26] indicate spins can produce flux noise. Since

oxygen spins have an easy-plane anisotropy perpendicular to the O2 bond [25], we test
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various interacting spin models with different anisotropies.

Although we find that spectral pivoting can occur in Monte Carlo simulations of classical

XY and Heisenberg spins, the pivoting in our simulations is an artifact of the simulations.

In plots of noise power versus frequency, a high frequency pivot occurs because the low-

frequency knees are close in frequency to the high-frequency aliasing of the power spectra,

and thus the simulations do not explain the experimentally observed pivoting.

In addition to trying to better understand spectral pivoting, we also use this work to explain

some of the challenges and pitfalls of Monte Carlo simulations and what happens when

there are deviations from the standard procedure. The chapter is structured in the following

manner. In Sec. 2.2, we describe the Hamiltonians of the spin models, how the simulations

are performed/equilibrated, and how the noise power is analyzed. In Sec. 2.3, we present our

results on noise exponents, noise amplitudes, and why pivoting occurs in our simulations.

2.2 Method

2.2.1 Spin Models

The Ising, XY, and Heisenberg Hamiltonians of the 2D spin systems are given by

HIsing = −
∑
⟨i,j⟩

Jijsi · sj (2.1)

HXY = −
∑
⟨i,j⟩

Jijsi · sj (2.2)
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HHeis. = −
∑
⟨i,j⟩

Jijsi · sj − A
∑
i

(ni · si)2, (2.3)

where si and sj are classical spins of length 1 on nearest-neighbor sites i and j, respectively.

Jij is the spin exchange coupling. A positive value for Jij indicates a ferromagnetic interac-

tion. The second term in Eq. (3.1) is a spin anisotropy term. For each site i, there is a local

anisotropy axis ni. To model the disorder of the SQUID surface, ni points in a direction

that varies randomly from site to site. The random-axis anisotropic model was proposed by

Harris to describe magnetism in an amorphous material [35].

If the anisotropy A is positive, then ni is the easy axis for spins; if the anisotropy A is

negative, then ni is normal to the easy plane for spin orientation.

Six spin model interactions were simulated: noninteracting spins (Jij = 0), ferromagnet

(Jij = 1), Poisson ferromagnet (⟨Jij⟩ = 1, σ2
Jij

= 0.2), antiferromagnet (Jij = −1), spin

glass (⟨Jij⟩ = 0, σJij = 1), and spin glass ferromagnet (⟨Jij⟩ = 0.5, σJij = 1). For the Poisson

ferromagnet, the couplings Jij are chosen in the following way [25]. First random integers Cij

are drawn from a Poisson distribution with a mean of 5. Then the couplings are given by Jij

= 0.2 Cij so that for the Poisson ferromagnet, ⟨Jij⟩ = 1 and σ2
Jij

= 0.2. The temperature for

this system is measured in units of ⟨Jij⟩. For the spin glass and spin glass ferromagnet, Jij is

chosen from a Gaussian distribution with a variance σ2
Jij

and the temperature is measured in

units of σJij . The interactions and the corresponding simulated spin models are summarized

in Table 2.1.
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Interaction Spin Models

Noninteracting
Heisenberg, A = −1

Jij = 0

Spin Glass
⟨Jij⟩ = 0, σJij = 1

Heisenberg, A = 0

Heisenberg, A = −10

XY

Ising

Antiferromagnet
Jij = −1

Heisenberg, A = 0

Heisenberg, A = −10

XY

Poisson Ferromagnet
⟨Jij⟩ = 1, σ2

Jij
= 0.2

Heisenberg, A = 0

Heisenberg, A = −10

XY

Ferromagnet
Jij = 1

Heisenberg, A = 0

Heisenberg, A = −10

XY

Spin Glass Ferromagnet
⟨Jij⟩ = 0.5, σJij = 1

Heisenberg, A = 0

Heisenberg, A = −10

XY

Table 2.1: All six types of spin exchange couplings Jij and the corresponding spins models
that were simulated.
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2.2.2 Simulation Details

We perform simulations with spins occupying every site of a 16 x 16 square lattice. The

system is initialized with randomly oriented spins. For anisotropic systems, each run has a

unique, but random, set of anisotropic axes. A spin is allowed to reorient itself according to

the Metropolis algorithm [36]. In this algorithm, a trial move consists of first choosing a spin

on the lattice at random. The initial energy of this site Ei is calculated from the local field

produced by its nearest neighbors and the local anisotropy. A new orientation of the spin is

chosen from a random distribution for the Heisenberg and XY systems. For the Heisenberg

systems, the distribution is random on the unit sphere (the distribution is uniform in ϕ and

cos θ). For XY systems, the distribution is random on the unit circle (uniform distribution

in ϕ). In the case of Ising systems, the spin is flipped. The final energy Ef of this site with

the new spin orientation is calculated. If the final energy is less than the initial energy, then

the new spin orientation is accepted. However if the final energy is greater than the initial

energy, then the flip is accepted with probability exp[−(Ef −Ei)/(kBT )]. A random number

is generated from a uniform distribution between 0 and 1; if it is less than the Boltzmann

factor, then the new orientation is accepted. This process continues for the remaining sites

within the lattice. The time it takes for one sweep through the lattice is one Monte Carlo

step (MCS).

The system is equilibrated as described in Appendix B.1.2. After equilibration, the total

magnetic moment of the lattice is recorded at every Monte Carlo step. The system is cooled

from its initial random spin configuration at T = 10 to T = 0.5.

2.2.3 Site Selection

For every sweep through the lattice of N spins, N spins are offered the chance for reorien-

tation, but only M spins are at different sites. There are two typical methods of selecting
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sites.

The “every-site method” involves giving each site in the lattice one opportunity to reorient,

i.e., M = N . This is the method used in this work. In the “random-site method,” M sites

are chosen for reorientation at random. With this method, it is possible to select several

sites more than once and some not at all.

We would expect simulations of magnetic noise to produce white noise power spectra at high

temperatures. For the “every-site method,” this is true. The power spectrum of Heisenberg

spins in the high-temperature limit using the “random-site method” goes as 1/f , and the

1/f noise power spectra is entirely due to the site selection method. For a given model,

the power spectra at different temperatures with the “random-site method” pivot at a lower

frequency compared to the “every-site method.”

2.2.4 Time Steps

One time step in a standard Monte Carlo simulation is one Monte Carlo step (MCS). To

simulate a slower recording rate, the total magnetic moment time series can be recorded

after several MCS. A comparison of recording every time step and every 10 time steps is

shown in Fig. 2.1. Although the maximum frequency of the power spectra when recording

every 10 time steps is smaller than for recording every time step, the total noise power for

both cases is equal. At a given temperature, the total noise power is equal to the variance

of the total magnetic moment time series which is dimensionless. This means that the noise

power Sx(f) has units of MCS. It is also possible to record the time series more often than

one MCS. In this case, the total magnetic moment would be recorded before all spins are

given an opportunity to reorient. The resulting noise spectra would extend to frequencies

higher than 0.5 MCS−1. Recording every 10 time steps causes the aliasing to occur at a lower

frequency, but the location of the low-frequency knee remains unchanged. The effect is that
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the pivoting frequency is decreased. Unless otherwise noted, the time steps are recorded at

1 MCS intervals.

2.2.5 Noise Power

The time series of each component of the total magnetic moment is given by ma(tj), where

a = x, y, z. The deviation from the average is δma(tj) = ma(tj) −ma(tj). The noise power

spectral density can be determined from the Fourier transform of the autocorrelation function

of the time series. The autocorrelation is given by

Ca(tk) =
1

Nτ

Nτ−1∑
j=0

δma(tj)δm
∗
a(tj − tk), (2.4)

where δm∗
a(tj− tk) is the complex conjugate of δma(tj− tk). For a discrete time series ma(tj)

of length Nτ , the discrete inverse Fourier transform is given by

δma(tj) =
1

Nτ

Nτ−1∑
k=0

m̃a(fk)e
2πifktj/Nτ , (2.5)

where m̃a(fk) is the Fourier transform of the time series. Using Eq. (3.3), the autocorrelation

function becomes

Ca(tk) =
1

N3
τ

Nτ−1∑
j=0

[(
Nτ−1∑
l=0

m̃a(fl)e
2πifltj/Nτ

)
×(

Nτ−1∑
n=0

m̃∗
a(fn)e

−2πifn(tj−tk)/Nτ

)]
. (2.6)

This can be simplified to

Ca(tk) =
1

N2
τ

Nτ−1∑
n=0

|m̃a(fn)|2e2πifntk/Nτ . (2.7)
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Figure 2.1: Noise power Sx(f) of the x-component of the total magnetic moment versus
frequency. Noise power spectra averaged over 10 segments for the 2D (a) isotropic (A = 0)
Heisenberg ferromagnet (Jij = 1) and (b) noninteracting (Jij = 0), anisotropic (A = −1)
Heisenberg models from recording the total magnetic moment at every time step and every
ten time steps at T = 1. The units of noise power are MCS, because the total noise power
is dimensionless.
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Taking the Fourier transform of Eq. (3.5) gives the periodogram estimate [37] for computing

the noise power Sa(fk) for the axes a = x, y, z:

Sa(fk) =
1

Nτ

1

N
|m̃a(fk)|2, (2.8)

where the power spectra is divided by N so that Sa(fk) is the noise power per site for spin

component a. The power spectra are normalized so that at a given temperature, the total

noise power is equal to the variance of the total magnetic moment time series divided by the

number of sites.

The Fourier transform m̃a(fk) is computed using the C subroutine library FFTW [38]. At

a given temperature, the time series δma(tj) for a given run is split into either 10 or 100

segments (blocks) of equal length. The power spectrum is found for each segment and is

averaged over these segments to give a smoother power spectrum. At each temperature, the

spectra are averaged over 200 independent runs. The power spectra used in all plots shown

in this chapter are averaged over 100 segments.

2.3 Results

2.3.1 Low-Frequency Knee

At lower frequencies of the power spectra, there are “knees” where the power spectra transi-

tion from A2/fα to white noise at low frequency as shown in Fig. 2.2. The frequency of the

knee decreases as the temperature decreases.

The low-frequency knee is due to finite size effects of the lattice [39]. The correlation length

increases as the temperature approaches the transition temperature Tc associated with the

relevant order parameter. The relaxation time increases as the correlation length increases,
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Figure 2.2: Noise power Sx(f) of the x-component of the total magnetic moment of a 2D
isotropic (A = 0) Heisenberg ferromagnet (Jij=1) versus frequency. The low-frequency knee
of the power spectrum averaged over 100 segments is shown for T = 2.
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so the system takes longer to equilibrate. In previous simulations of the ferromagnetic

Ising model and 5-state Potts model, it was found that the knee frequency is proportional

to the system’s relaxation rate τ−1 [39]. This means that as the temperature decreases and

approaches Tc, the knee frequency decreases. Since the relaxation time increases with system

size, we expect the knee frequency to decrease with system size [39]. One should look at

the noise in the relevant order parameter to see the knee frequency decrease. The order

parameters are magnetization for the ferromagnetic systems, staggered magnetization for

the antiferromagnetic systems, and the spin glass order parameter q for spin glass systems.

We investigate this below.

According to the Mermin-Wagner-Hohenberg theorem [40, 41], two-dimensional Heisenberg

spin systems should not undergo a phase transition. The order parameters of the ferromag-

net, antiferromagnet, and spin glass systems show that Heisenberg systems exhibit ordering

at a positive Tc. This discrepancy is because the Mermin-Wagner-Hohenberg theorem holds

in the thermodynamic limit, while these simulations are for finite lattices. Simulations show

that as the system size increases, the value of Tc decreases toward zero. This system size

dependence is shown in Fig. 2.3. As the system size increases, the peaks in the magnetic

susceptibility occur at lower temperatures.

2.3.2 Aliasing

At higher frequencies near 0.5 MCS−1, there is an upturn of the noise power due to aliasing

that is shown in Fig. 2.4. The aliasing is due to the periodicity of the factor e−2πift used

in the Fourier transform [37]. When calculating the discrete Fourier transform, frequency

components of the power spectra that are greater than 0.5 MCS−1 are translated into the

range 0 MCS−1 < f < 0.5 MCS−1 [37]. As we explain later in this section, under certain

conditions, this aliasing can cause spectral pivoting where the power spectra at different
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Figure 2.3: Magnetic susceptibility of the total magnetic moment per site versus temperature
for the 2D Heisenberg Ferromagnet as a function of system size.
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Figure 2.4: Noise power Sx(f) of the x-component of the total magnetic moment of a 2D
isotropic (A = 0) Heisenberg ferromagnet (Jij=1) versus frequency. Labeled regions of the
power spectrum averaged over 100 segments at T = 2.

temperatures cross within a narrow range of frequency.

2.3.3 Noise Exponents

To determine the noise amplitude (A2) and the noise exponent (α), the function A2/fα is fit

to the region of the power spectra that is linear on a log-log plot and that lies between the

low-frequency knee and high-frequency upturn due to aliasing as shown in Fig. 2.4. More
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details about this fitting process can be found in Appendix A.1. In performing fits, A2/fα

is fit to the 10-averaged power spectra, so the fits are linear on log-log plots. Each x, y, and

z component of the spin results in a power spectrum, and the amplitudes and exponents

are determined for each component. The noise amplitudes and exponents as a function of

temperature are shown in Figs. 2.5 and 2.6, respectively. In Fig. 2.6, the shaded region

indicates the experimental range of noise exponents where 0.5 ≤ α ≤ 1 and 1 ≤ T ≤ 2.

(The lower bound of T ≥ 1 is set by the energy scale of the exchange constant Jij.) From

the plot of noise exponents, we can see that the spin glass systems are the most consistent

with experiment.

2.3.4 Pivoting

If the knee and aliasing upturn are close in frequency, then the two regions around these

features overlap, and the frequency range of the power law fit is reduced. This effect is shown

in Fig. 2.7 for the isotropic Heisenberg ferromagnet at T = 10.

Another effect of the aliasing upturn being close to the knee is that the power spectra

at different temperature pivot about a common frequency as seen in Figs. 2.8 and 2.9. In

Fig. 2.8, the noise power as a function of frequency is shown for different temperatures for the

isotropic ferromagnetic, isotropic antiferromagnetic, isotropic spin glass, and noninteracting

anisotropic (A = −1) Heisenberg spin models. Since the power spectra for the antiferro-

magnetic spin system do not cross at a common frequency, they do not pivot. The power

spectra for the isotropic ferromagnetic, isotropic spin glass, and noninteracting, anisotropic

(A = −1) systems pivot at high temperature. To examine this further, in Fig. 2.9, the noise

power as a function of frequency is shown for the Heisenberg ferromagnet for 0.5 ≤ T ≤ 10.

Over this large range of temperature, the power spectra does not pivot. The inset of Fig. 2.9

shows pivoting for the high-temperature range 4 ≤ T ≤ 10. Fig. 2.10 shows the pivoting
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Figure 2.5: Noise amplitude averaged over spin components as a function of temperature for
(0.5 ≤ T ≤ 10).
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Figure 2.6: Noise exponents averaged over spin components as a function of temperature for
(0.5 ≤ T ≤ 10). The shaded region indicates the experimental range of 0.5 ≤ α ≤ 1 and
1 ≤ T ≤ 2.
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Figure 2.7: Noise power Sx(f) of the x-component of the total magnetic moment of a 2D
isotropic (A = 0) Heisenberg ferromagnet (Jij = 1) versus frequency. Black lines indicate
the frequency fit range of the noise power spectra averaged over 100 segments at T = 10 and
T = 1.
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of the power spectra for the 2D Ising spin glass for 1.7 ≤ T ≤ 2.3. The anomalous high-

temperature pivoting of power spectra for 4 ≤ T ≤ 10 is presented in Appendix A.2 for the

2D Ising spin glass.
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Spectral pivoting occurs for all systems tested except for the Heisenberg antiferromagnets

with A = 0 and A = −1 as well as the XY antiferromagnet (see Fig. 2.8). Spectral pivoting

is most evident at high temperatures well above the magnetic transition temperature Tc.

This is consistent with experiments on flux noise where there is no conclusive evidence for

a magnetic phase transition, indicating that the experimentally observed pivoting occurs at

temperatures above any magnetic phase transition.

For our simulated spin systems that exhibit pivoting, as their temperature decreases, the

spins change their orientations more slowly; the low-frequency noise power increases, and the

noise power at high frequencies decreases. Note that the total noise power i.e. the integrated

area under spectral density curve, is the same for all temperatures for the noninteracting

Heisenberg model with anisotropy A = −1 and spin glass models with Tc = 0 is zero. As

a result, increasing noise power at low frequencies means decreasing noise power at high

frequencies.

We find that that the crossing frequency of the power spectra has a weak temperature

dependence of the form fc = B ·T +f0. For noninteracting Heisenberg spins with anisotropy

A = −1, B = 0.023 and f0 = −0.16 for 0.5 ≤ T ≤ 2.5. For comparison, B = 0.11 and

f0 = −0.12 for the isotropic Heisenberg ferromagnet for 1.25 ≤ T ≤ 2.5. Spectral pivoting is

an artifact that occurs at high temperature where the knee and aliasing regions are close to

each other as seen in the inset of Fig. 2.9. At low temperatures where the knee and aliasing

are not close, we do not see pivoting which can be seen in Fig. 2.9.

By changing a few simulation parameters, the pivoting can be affected. The pivoting of

the power spectra of the Heisenberg ferromagnet when recording the magnetic moment at

every time step using the “every-site method” is shown in Fig. 2.11(a). Using the method

of randomly selecting sites for reorientation outlined in Sec. 2.2.3 results in a lower crossing

frequency by lowering the frequency where aliasing occurs as shown in Fig. 2.11(b). Record-

ing the magnetic moment time series every ten time steps as described in Sec. 2.2.4 also
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Figure 2.8: Noise power Sx(f) of the x-component of the total magnetic moment versus
frequency. Spectral pivoting of power spectra averaged over 100 segments of the 2D (a)
isotropic (A = 0) ferromagnetic (Jij = 1), (b) isotropic (A = 0) antiferromagnetic (Jij = −1),
(c) isotropic (A = 0) spin glass (⟨Jij⟩ = 0, σJij = 1), and (d) noninteracting (Jij = 0)
anisotropic (A = −1) Heisenberg models for 1 ≤ T ≤ 10.
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Figure 2.9: Noise power Sx(f) of the x-component of the total magnetic moment of a 2D
isotropic (A = 0) Heisenberg ferromagnet (Jij = 0) versus frequency. Spectral pivoting of
the power spectra averaged over 100 segments for 0.5 ≤ T ≤ 10. The inset shows the power
spectra averaged over 100 segments for 4 ≤ T ≤ 10.
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Figure 2.10: Noise power S(f) of the total magnetic moment of a 2D Ising spin glass (⟨Jij⟩ =
0, σJij = 1) versus frequency. Spectral pivoting of power spectra averaged over 100 segments
for 1.7 ≤ T ≤ 2.3.
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lowers the crossing frequency compared to recording the magnetic moment time series at

every time step as shown in Fig. 2.11(c).

2.3.5 Mean-Square Flux Noise

The mean-square flux noise is given by

⟨Φ2⟩ =
∫ f2

f1

SΦ(f)df. (2.9)

In experiments by Anton et al., the mean-square flux noise in SQUIDs was found to increase

with increasing temperature with f1 = 10−4 Hz and f2 = 109 Hz [1]. In our simulations,

the mean-square flux noise is equivalent to the total noise power with f1 = 0 MCS−1 and

f2 = 0.5 MCS−1. The total noise power is calculated for the isotropic ferromagnetic, nonin-

teracting anisotropic, and isotropic antiferromagnetic Heisenberg systems for 0.5 ≤ T ≤ 10.

The total noise power as a function of temperature is shown in Fig. 2.12. We find that the

results of Anton et al. are consistent with the results of our simulations for antiferromagnetic

interactions but not other types of interactions.

2.4 Summary

Monte Carlo simulations of various spin models with nearest-neighbor exchange were carried

out on 2D lattices to determine which interactions yield α ∼ 1 at low temperatures as

well as to find cases of spectral pivoting. We find that the spin glass systems produce

noise exponents that best match experiment [1, 23, 27]. In simulations, pivoting at high

frequencies occurs as a result of the proximity of a low frequency knee and the aliasing of the

noise power spectra. In experiments, aliasing can be avoided by using low-pass filters [12].

This work does not explain pivoting seen in experiments but it can explain the pivoting
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Figure 2.11: Noise power Sx(f) of the x-component of the total magnetic moment of a 2D
isotropic (A = 0) Heisenberg ferromagnet (Jij = 1) versus frequency. Spectral pivoting of
the x-component of the power spectra averaged over 100 segments resulting from recording
the magnetic moment time series (a) at every time step using the “every-site method,” (b)
at every time step using the “random-site method,” and (c) at every tenth time step using
the “every-site method.”
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Figure 2.12: Total noise power (
∫ 0.5 MCS−1

0 MCS−1 Sx(f)df) of the total magnetic moment versus
temperature of the 2D isotropic (A = 0) ferromagnetic (Jij = 1), noninteracting (Jij = 0)
anisotropic (A = −1), and isotropic (A = 0) antiferromagnetic (Jij = −1) Heisenberg models
for 0.5 ≤ T ≤ 10.
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we see in some simulations. We note that in our simulations pivoting is most evident at

temperatures high compared with the magnetic transition temperature. Presumably this is

consistent with experiments where there is no consistent evidence of a magnetic transition.

This work also does not explain why the mean-square flux noise increases with temperature

in the experiment by Anton et al. [1]. We find that this is characteristic of antiferromagnetic

interactions between spins, for which there is no other experimental evidence.
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Chapter 3

Effects of Temperature Fluctuations

on Charge Noise in Quantum Dot

Qubits

3.1 Introduction

Decoherence arising from charge noise presents a challenge to the use of silicon quantum

dots (QDs) as quantum bits. The charge noise spectrum in Si/SiGe quantum dots goes as

1/fα with α ≲ 1 over many decades in frequency [42, 43], where f is the frequency and α is

the noise exponent.

Charge noise in quantum dots arises due to coupling to two-level fluctuators (TLFs). Exper-

iments have shown that each quantum dot is coupled to a small number of fluctuators [2, 44].

While initial experiments indicated that the noise in neighboring quantum dots is not cor-

related [18], more direct subsequent experiments did find correlations [45]. With only a

few two-level fluctuators, a Lorentzian power spectra is expected, but instead, noise with a
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1/fα power spectrum is observed with α ≲ 1. Typically, 1/f -like noise is produced by an

ensemble of two-level fluctuators with a broad distribution of relaxation rates [29, 46].

Ahn et al. [2] have suggested that the quantum dots are coupled to a small number of

two-level fluctuators that are each in turn coupled to a microscopic subsection of the larger

thermal bath that they take to be the 2D electron gas (2DEG) in which the quantum dots are

embedded. They propose that temperature fluctuations in the sub-bath cause the noise to

have a 1/fα spectrum over several decades of frequency with α ∼ 1. They calculate the noise

power spectral density by performing a quenched average over a distribution of temperatures

and show that this average yields a 1/fα noise spectrum even for small numbers of fluctuators.

However, they did not specify the conditions under which the quenched average is justified.

(By “quenched average”, we mean an average over a distribution of temperatures where each

temperature is infinitely long lived.)

Here, we represent the fluctuator in two ways. The first way is as a single Heisenberg spin in

an anisotropic potential subjected to temperature fluctuations. The second way is as a single

Ising spin with thermally activated flips subjected to temperature fluctuations. Using Monte

Carlo simulations of this spin, we find that a 1/f magnetic noise spectrum requires very slow

temperature fluctuations, with each temperature being extremely long-lived. To confirm this

result, we perform several analytical calculations. In one calculation, the fluctuator is a two-

state system in a double well potential subject to periodic temperature oscillations; we show

that the noise spectrum is Lorentzian at frequencies lower than the oscillation frequency.

In the other calculation, the fluctuator is a two-state system that has a time dependent

switching rate. We consider the case where the switching rate is a sequence of constant,

but random, rates. Each rate has an average duration to and corresponds to a certain

temperature. Changing the rate corresponds to changing the temperatures. We find that

to must be very long in order to achieve 1/f noise at low frequencies. We use our result to

reproduce the results of Ahn et al. where to is infinite and show what happens when the
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temperature fluctuations have a finite lifetime. We then estimate the longest possible time

scale of temperature fluctuations based on thermal diffusion in the confined geometry of the

device and conclude that the temperature fluctuations in a sub-bath of the 2DEG cannot

live long enough to account for the observed 1/f noise.

3.2 Monte Carlo Simulation of a Single Heisenberg

Spin

3.2.1 Spin Model

In the model of Ahn et al. a thermally activated two-level fluctuator (TLF) [2] is coupled

to a quantum dot, with fluctuations in the TLF leading to charge noise in the quantum

dot. The thermally activated time for the fluctuator to switch is given by τ exp(U/T )

where U is barrier height and τ−1 is the attempt frequency. While a single TLF with

a characteristic temperature-dependent relaxation rate produces a Lorentzian noise power

spectrum, if the TLF is coupled to a microscopic subsection of the larger thermal bath, as

Ahn et al. propose [2], then fluctuations in the sub-bath temperature have the potential to

give rise to multiple relaxation rates associated with a single TLF resulting in a 1/f noise

power spectrum. Here, we wish to elucidate how the noise spectrum depends on the nature

of the time variation of the temperature fluctuations of the bath.

To test the model of Ahn et al., we represent the thermally activated TLF by a Heisenberg

spin with easy z-axis anisotropy. The barrier in the xy plane gives two energy minima along

the ± z-axis. This energy barrier for the spin is shown in the inset of Figure 3.1. The
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Heisenberg Hamiltonian is given by

H = −(Sz)
2 = − cos2 θ, (3.1)

where Sz is the z component of a classical spin of length 1; θ is the polar angle between the

z-axis and the spin direction.

3.2.2 Simulation Details

In our simulations with a single Heisenberg spin, we initialize the spin with a random orien-

tation at high temperature. The spin is subsequently reoriented according to the Metropolis

algorithm [36, 47]. Standard Monte Carlo dynamics at temperature Tj are used: given a

configuration, its energy Ei is calculated; a new configuration is chosen and its energy Ef

calculated; if Ef < Ei, then the new configuration is accepted, while if Ef > Ei, then the

new configuration is accepted with probability exp[−(Ef − Ei)/(kBTj)]. The energy of the

spin is independent of the azimuthal angle, so the azimuthal component is chosen at random

to be between 0 and 2π. The polar angle is restricted to change from its previous value by

at most π
10

so that the spin must go over an energy barrier to make a transition between the

two potential wells. The time it takes for one reorientation of the spin is one Monte Carlo

step (MCS).

The system is run with the average temperature T = 0.5. Temperature fluctuations are

implemented by first setting the system temperature to T1 which is chosen from a normal

distribution with average T and standard deviation 0.3T to emulate the temperature distri-

bution of Ahn et al [2]. The temperature remains at T1 for a time tfluctuation,1 which is chosen

from a flat distribution between tfluctuation,min and tfluctuation,max. Next, another temperature

T2 is chosen, and it lasts for a time tfluctuation,2. This process of choosing fluctuation tem-

peratures occurs a total of N times such that
∑j=N

j=1 tfluctuation,j = ttotal. In all simulations,
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ttotal = 107 MCS. Due to the random variation of tfluctuation, N may vary with temperature.

During this process, the magnetization is recorded. The simulations start with random spin

configurations.

3.2.3 Noise Power

The discrete time series of the magnetization is given by ma(tj), where the axes a = x, y, z.

The deviation from the average is δma(tj) = ma(tj) −ma(tj) and ttotal is the length of the

time series. The noise power spectral density can be determined from the Fourier transform

of the autocorrelation function of the time series. The autocorrelation is given by

Ca(tk) =
1

ttotal

ttotal−1∑
j=0

δm(tj)δm
∗(tj−k), (3.2)

where δm∗
a(tj−k) is the complex conjugate of δma(tj−k). δma(tj) can be expanded in a Fourier

series given by

δma(tj) =
1

ttotal

ttotal−1∑
k=0

m̃a(fk)e
2πifktj/ttotal , (3.3)

where m̃a(fk) are the Fourier coefficients of the time series. Using Eq. (3.3), the autocorre-

lation becomes

Ca(tk) =
1

t3total

ttotal−1∑
j=0

[(
ttotal−1∑

l=0

m̃a(fl)e
2πifltj/ttotal

)
×(

ttotal−1∑
n=0

m̃∗
a(fn)e

−2πifn(tj−tk)/ttotal

)]
. (3.4)

This can be simplified to

Ca(tk) =
1

t2total

ttotal−1∑
n=0

|m̃a(fn)|2e2πifntk/ttotal . (3.5)
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Taking the Fourier transform of Eq. (3.5) gives the periodogram estimate [37] for computing

the noise power Sa(fk) for the axes a = x, y, z:

Sa(fk) =
1

ttotal
|m̃a(fk)|2. (3.6)

The Fourier transform is computed using the C subroutine library FFTW [38].

3.2.4 Heisenberg Simulation Results

We performed four sets of runs with different fluctuation times: 500 MCS ≤ tfluctuation ≤

200, 000 MCS, 50 MCS ≤ tfluctuation ≤ 20, 000 MCS, tfluctuation = 100, 000 MCS, and tfluctuation =

10, 000 MCS. We record the magnetization of the Heisenberg spin as a function of time for

107 MCS. Each system is run 200 times, and the power spectra is averaged over the 200

runs. The power spectra of the four sets of runs, where the temperature fluctuates around

T = 0.5, are shown in Figure 3.1.

We compare these power spectra to the one of Ahn et al. [2]. In our simulations, there is a

low-frequency knee where the power spectra transitions from white noise at low frequency to

1/f noise at higher frequencies. The frequency of this knee is proportional to t−1
fluctuation,max,

where tfluctuation,max ranges from 10, 000 MCS to 200, 000 MCS. The result that the system

needs to have a long tfluctuation,max in order to have 1/f noise at low frequencies is supported

by our power spectra where a larger tfluctuation results in a lower frequency knee. This knee

is not present in the power spectrum of Ahn et al. who find a power spectra that goes as

1/f 0.8 at low frequency. This is because their calculation was a quenched average over an

ensemble of TLFs, each remaining at a different temperature forever.

Although the results of Heisenberg spin model indicate that the temperature fluctuations

need to be long-lived, the computation time needed to produce cleaner power spectra similar
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Figure 3.1: z component of the noise power spectrum at T = 0.5 averaged over 200 runs
for an easy z-axis Heisenberg spin with two flat distributions of tfluctuation (500 MCS ≤
tfluctuation ≤ 200, 000 MCS and 50 MCS ≤ tfluctuation ≤ 20, 000 MCS) and two fixed tfluctuation
(100, 000 MCS and 10, 000 MCS). For reference, lines of 1/f and 1/f 2 are shown. Inset: The
energy of a spin as a function of θ, the angle between the spin direction and the z-axis. For
each power spectrum, the knee where the power spectra transitions from white noise at low
frequency to 1/fα at a frequency approximately equal to the t−1

fluctuation,max for the respective
set of runs. In the intermediate region, S(f) ∼ 1/f 0.16, and in the high-frequency region,
S(f) ∼ 1/f 1.85. Thus, the intermediate region is cut off at low frequencies at a frequency
scale ∝ t−1

fluctuation,max.
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to that of Ahn et al. would be excessive. Instead, we perform Monte Carlo simulations of a

single Ising spin subjected to temperature fluctuations.

3.3 Monte Carlo Simulation of a Single Ising Spin

As another test of the model by Ahn et al., we present Monte Carlo simulations constructed

by Hervé Carruzzo. The thermally activated TLF is represented by a single Ising spin which

flips between Sz = −1 and Sz = +1 with a probability Pi = e−U/Ti where U = 1 and Ti is

the temperature during the ith time interval, and time is measured in units of τ . Since the

temperature depends on time, there is a sequence of different temperatures that are drawn

from a Gaussian distribution that is truncated to exclude negative temperatures [2]:

f(Ti, Tavg, σsb) = ξ
e−(Ti−Tavg)2/2σ2

sb√
π/2σsb

, (3.7)

where Tavg is the average sub-bath temperature, σ2
sb the variance, and ξ is a normalization

factor that accounts for the truncation of the Gaussian. This distribution is the one used by

Ahn et al. [2]. Following Ahn et al., we set Tavg = 1 and σsb = 0.3. In this case ξ ∼ 1.

The spin is reoriented according to standard Monte Carlo dynamics. A random number

between zero and 1 is generated from a uniform distribution and if it is less than or equal

to Pi, the spin flips. The duration ∆i of the ith temperature is drawn from an exponential

distribution:

Pd(∆) =
1

to
e−∆/to , (3.8)

where to is the characteristic duration of a given temperature. The length of each run is

6 × 108 time steps. Noise power spectra are calculated during the runs at 30 frequencies

evenly spaced on a logarithmic scale.
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The low frequency noise spectrum is dominated by low temperatures that are in the tail of

the distribution and are, therefore, not often sampled by random draws. Therefore, we divide

the temperature range from T = 0.03 to T = 2.0 into 300 equal increments and start one

run from each of these 300 temperatures. After the initial temperature of a run is finished,

i.e., after ∆1 steps, the subsequent temperatures in that run are chosen randomly from the

Gaussian distribution. The noise spectrum from the resulting time series is given a Gaussian

weight corresponding to the initial temperature and Eq. (3.7). This is how we average over

the 300 noise spectra. 13 sets of 300 runs were performed. The results are shown in Fig. 3.2

for to = 105, 106, 1012. All the spectra are normalized so that the total noise power is unity.

One can see that as to increases, the knee moves to lower frequencies indicating that slow,

long-lived temperature fluctuations are needed to observe 1/f noise at low frequencies.

We can compare these power spectra to the one of Ahn et al. [2]. Ahn et al. had infinitely

long-lived temperature fluctuations and so their results should be compared to our case of

to = 1012. For shorter to, one can see that there is a low-frequency knee where the power

spectra crosses over from white noise at low frequency to 1/f noise at higher frequencies.

The frequency at which this knee occurs is proportional to 1/to. Our contention that the

temperature fluctuations must be slow in order for the noise to have a 1/f spectrum at low

frequencies is supported by our power spectra, where increasing to lowers the frequency of

the knee. As was found in our simulations of Heisenberg spin in section 3.2.4, the knee in

our Ising simulations is not present in the power spectrum of Ahn et al.

41



Figure 3.2: Plot of the spectral power densities of the noise, S(ω) versus angular frequency ω
for an Ising spin in the presence of temperature fluctuations with average duration to = 105

(red), 106 (green), and 1012 (blue) (as defined in Eq. (3.8)). The noise spectra are averaged
over 13 sets of 300 runs. Each run consists of 6× 108 Monte Carlo Steps (MCS). All times
are measured in units of τ , the inverse of the fluctuator’s attempt frequency.
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3.4 Low-Frequency Noise Spectrum of a Two-State Fluc-

tuator Subjected to Temperature Oscillations

To confirm the conclusion from our simulation results that the rise in the power spectrum

cuts off at frequencies lower than those of the flucuations of the bath, we calculate the noise

spectrum of a two-state system in a double well potential subjected to periodic temperature

oscillations. Our goal is to see if the spectrum is Lorentzian at frequencies lower than the

drive frequency, which would be consistent with our assertion that 1/f noise at a given

frequency is produced by fluctuations at comparable frequencies.

We follow the calculation of [48] which we briefly review. We imagine a particle in a double

well potential with energy asymmetry ε. The particle has two position states: x+ = 1 and

x− = −1. The corresponding probability of being in the +1 (or −1) state is n+ (or n−),

and the transition rate out of that state is W+(t) (or W−(t)) where in our case, the time

dependence arises because of temperature oscillations with period Ts = 2π/ωs. (We assume

that the relaxation time associated with equilibrating within one well is much shorter than

the period Ts of driving.) We assume that the transition rates are periodic with period Ts.

The probability that the system in state in state x± makes a transition to x∓ in a time

interval dt is W±(t)dt. Thus, the rate equation for the population n+(t) is

dn+(t)

dt
= W−(t)n−(t)−W+(t)n+(t)

= W−(t)−W (t)n+(t), (3.9)

where we used n+(t) + n−(t) = 1 and W (t) ≡ W+(t) +W−(t). It is straightforward to solve

this first order differential equation using an integrating factor [48, 49]. The power spectrum

S(ω) is the Fourier transform of the correlation function C(τ) = ⟨x(t)x(t+ τ)⟩, where ⟨. . . ⟩
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denotes a time average. McNamara and Wiesenfeld [49] showed that this can be written as

C(τ) = ⟨n+(t+ τ |+, t)n+(t)− n+(t+ τ |−, t)n−(t)−

n−(t+ τ |+, t)n+(t) + n−(t+ τ |−, t)n−(t)⟩,
(3.10)

where n+(t2|±, t) is the probability that the system is in the x = 1 state at time t2 given

that it was in state x = ±1 at time t, and

n+(t) = lim
(t−t0)→∞

n+(t|x0, t0). (3.11)

To understand the terms in Eq. (3.10), consider, for example, n+(t+τ |−, t)n−(t); it represents

the case that at time t the particle is at x = −1, and at time t+ τ it is at x = +1.

Löfstedt and Coppersmith [48] showed that the temporal correlation function could be writ-

ten as a sum of a signal term CS(τ) and a noise term CN(τ), i.e., C(τ) = CS(τ) + CN(τ).

CS(τ) is periodic, CN(τ + Ts) = CN(τ) and is given by

CS(τ) = ⟨[1− 2n+(t+ τ)] [1− 2n+(t)]⟩. (3.12)

By defining

δn+(t+ τ |x0, t) = n+(t+ τ |x0, t)− n+(t+ τ), (3.13)

one can write the noise term as

CN(τ) = 2⟨[δn+ (t+ τ |+, t) + δn+ (t+ τ |−, t)]n+(t)− δn+ (t+ τ |−, t)⟩. (3.14)
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It is shown in [48] that

CN(τ) =
4

Ts

e−⟨W ⟩τ
∫ Ts

0

h(t, t+ τ)n+(t) (1− n+(t)) dt

= e−⟨W ⟩τχN(τ), (3.15)

where ⟨W ⟩ is the time average of the sum of the rates,

⟨W ⟩ = 1

Ts

∫ Ts

0

(W+(t) +W−(t)) dt, (3.16)

and h(t1, t2) is given by

h(t1, t2) = exp

[
−
∫ t2

t1

(W (t′)− ⟨W ⟩) dt′
]
. (3.17)

Note that χN(τ) in Eq. (3.15) is periodic, i.e., χN(τ) = χN(τ + Ts).

By Fourier transforming CN(τ) in Eq. (3.15), we can obtain the noise spectrum of a two

state fluctuator subjected to periodic temperature oscillations T (t) = T0+δT cos(ωst) where

δT is the temperature fluctuation amplitude and we set the mean temperature T0 = 1. Just

as for our Heisenberg spin (see inset of Fig. 1), we assume that the double well potential

is symmetric, i.e., the asymmetry ε = 0. As a result, the occupation probabilities will

be n+(t) = n−(t) = 0.5. In addition, the transition rates are activated: transition rates

W+(t) = W−(t) = W±(t) = ωoe
−U/T (t), where we set the barrier energy U = 1 and the

attempt frequency ωo = 1.

The form of the transition rates require a nonperturbative numerical calculation. We begin

by expanding the rates in a Fourier series:

W±(t) = ωs (W±,0 +W±,1 cos(ωst) +W±,2 cos(2ωst) + . . . ) , (3.18)
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n = 0 n = 1 n = 2 n = 3
W±,n 4.38 1.36 -0.100 0.00443
An 0 1.48 -1.21 0.386
Bn 15.2 -18.8 5.29 -0.779

Table 3.1: Fourier coefficients for the activated transition rates W±(t) and the periodic factor
χN(τ) of the noise correlation function CN(τ) up to third order.

where the Fourier coefficients are

W±,0 =
ωs

2π

∫ 2π/ωs

0

W±(t)dt

W±,n =
ωs

π

∫ 2π/ωs

0

W±(t) cos(nωst)dt. (3.19)

We determine W±,n numerically using Mathematica for n = 0, 1, 2, 3 using δT = 0.3 and

ωs = 0.082085 as in [48]. The results are shown in Table 3.1.

Substituting the Fourier series in Eq. (3.18) into Eq. (3.16) yields ⟨W ⟩ = 2ωsW±,0. To

evaluate h(t1, t2), we plug this result for ⟨W ⟩ as well as Eq. (3.18) into Eq. (3.17) and

evaluate the integrals to obtain:

h(t1, t2) = exp [−2 (W±,1 (sin(ωst2)− sin(ωst1))+

W±,2/2 · (sin(2ωst2)− sin(2ωst1)) + . . . )] .

(3.20)

We can use this result to evaluate the periodic function χN(τ) in the noise correlation function

CN(τ):

χN(τ) =
4

Ts

∫ Ts

0

(1− n+(t))n+(t)h(t, t+ τ)dt. (3.21)

We evaluate χN(τ) numerically from τ = 0 to τ = Ts in steps of ∆τ = Ts/200. Since χN(τ)
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is periodic with frequency ωs, we can fit the numerical solution to a Fourier series:

χN(τ) =
N∑

n=1

An sin(nωst) +
N∑

n=0

Bn cos(nωst), (3.22)

where we set N = 3. The values of the Fourier coefficients are given in Table 3.1.

We want to compare the magnitudes of the Fourier coefficients of the higher harmonics to

that of the fundamental frequency to determine whether the noise power approximates that

of a Lorentzian. To facilitate this, we fit χN(τ) to a complex Fourier series:

χN(τ) =
∞∑

n=−∞

χ̃N(n)e
inωsτ , (3.23)

where the Fourier coefficients χ̃N(0) = B0, χ̃N(n) = (1/2) (Bn − iAn) for n ≥ 1, and χ̃N(n) =

(1/2) (Bn + iAn) for n ≤ 1. The magnitudes of the Fourier coefficients are given by |χ̃N(n)| =

(1/2)
√

A2
n +B2

n for n ≥ 1. If the magnitudes of the first few Fourier coefficients are small

compared to |χ̃N(0)|, then we expect the noise power to be approximately a Lorentzian.

This appears to be the case: |χ̃N(1)/χ̃N(0)| = 0.62 and |χ̃N(2)/χ̃N(0)| = 0.18.

We can explicitly calculate the noise power spectrum by substituting the analytic form of

χN(τ) in Eq. (3.22) into our expression for CN(τ) in Eq. (3.15) and taking the Fourier

transform. The result is shown in Fig. 3.3. Since SN(ω) = SN(−ω), we plot the one-sided

power spectral density for ω > 0 by replacing SN(ω) with 2SN(ω). The Lorentzian noise

power resulting from keeping only the B0 term is shown for comparison and we see that this

Lorentzian is very close to the noise power obtained from keeping terms up to A3 and B3.

At high frequencies, both power spectra go as 1/ω2. Thus, we see once again that the noise

spectrum is Lorentzian at frequencies lower than the lowest fluctuation frequency.

We perform another analytic calculation but instead of periodic temperature oscillations, we

use a sequence of random fluctuation rates.
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Figure 3.3: Noise power as a function of frequency for a two-level fluctuator with the pa-
rameters U = 1, ϵ = 0, T0 = 1, and δT = 0.3.
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3.5 Sequence of Random Fluctuation Rates

To confirm our finding that a fluctuating temperature results in a 1/f -like noise spectrum

only when the time scale of the thermal fluctuations are longer than the inverse of the lowest

frequency at which 1/f noise is observed, we did an analytic calculation where we consider

a two state fluctuator with a time-dependent transition rate γ′(t) between two degenerate

minima at x = 0 and x = 1. The correlation function Ψ(t) = ⟨x(0)x(t)⟩ (where the angular

brackets denote an average over realizations selected from the specified distribution) is just

half of p1(t), the probability of the system being in state 1 at time t, given that it was in

state 1 at t = 0. (The factor of 1/2 is the probability that the system is in state 1 at t = 0.)

The equation governing the evolution of p1(t) is:

dp1(t)

dt
= −γ′(t)p1(t) + γ′(t)p0(t) = γ′(t)(1− 2p1(t)), (3.24)

where p0(t) = 1 − p1(t) is the probability that the system is in state 0 at time t and the

initial condition is p1(0) = 1. The solution of this equation is:

p1(t) =
1

2
(1 + e−2

∫ t
0 γ′(t1)dt1). (3.25)

Since γ′(t) > 0, in the limit t → ∞, the probability goes to 1/2 as it should in equilibrium.

In the following, we rescale γ′ such that γ(t) = 2γ′. Since we are interested in fluctuations

about the mean, we define the autocorrelation function accordingly:

Ψ(t) = ⟨(x(0)− ⟨x⟩)(x(t)− ⟨x⟩)⟩

= ⟨x(0)x(t)⟩ − 1/4

=
1

4
e−

∫ t
0 γ(t1)dt1 , (3.26)
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where we used ⟨x⟩ = 1/2.

The Fourier Transform of the correlation function, p1(t)/2 is given by

Ψ(ω) =
1

2

∫ ∞

0

e−
∫ t
o γ(t′)dt′ cos(ωt)dt, (3.27)

where we have used the symmetry Ψ(t) = Ψ(−t). We can replace γ(t) by a discrete sequence

of constant rates such that the nth transition rate γn occurs during the time interval ∆n =

tn+1 − tn. Writing tn =
∑n

i=1 ∆i, the integral Eq. (3.27) is broken into these time intervals:

Ψ(ω) =
1

2

∫ ∞

0

e−
∫ t
o γ(t′)dt′ cos(ωt)dt

=
1

2

(∫ t1

0

e−γ1t cos(ωt)dt+

∫ t2

t1

e−γ1∆1−γ2(t−t1) cos(ωt)dt+ . . .

+

∫ tk+1

tk

e−(
∑k

i=1 γi∆i)−γk+1(t−tk) cos(ωt)dt+ . . .

)
=

1

2

∞∑
k=0

e−(
∑k

i=1 γi∆i)

∫ tk+1

tk

e−γk+1(t−tk) cos(ωt)dt

=
1

2

∞∑
k=0

e−(
∑k

i=1 γi∆i)

∫ ∆k+1

0

e−γk+1t cos(ωt+ ω
k∑

i=1

∆i)dt.

(3.28)

This can be further simplified by expressing the cosine in terms of exponentials:

Ψ(ω) = Re

{
∞∑
k=0

e−(
∑k

i=1(γi−iω)∆i)

∫ ∆k+1

0

e−(γk+1−iω)tdt

}
. (3.29)

The time integral can then be performed:

Ψ(ω) =
1

2
Re

{
∞∑
k=0

e−(
∑k

i=1(γi−iω)∆i)
1− e−(γk+1−iω)∆k+1

γk+1 − iω

}
. (3.30)

This expression for the frequency dependence of the noise must then be averaged over all pos-

sible realizations of ∆i and γi which we assume to be independent, i.e., P (∆1 . . .∆nγ1 . . . γn) =

Pd(∆1) · . . . · Pd(∆n)Pg(γ1) · . . . · Pg(γn) where Pd(∆i) and Pg(γi) are the respective distri-
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butions of individual ∆i and γi. We model Pd(∆i) as the arrival time in a queue, i.e. an

exponential distribution:

Pd(∆) =
1

to
e−∆/to , (3.31)

where to is the mean duration of a given value of the relaxation rate, i.e., it is the mean time

between changes in the relaxation rate. With this distribution, the average over the ∆i’s in

Eq. (3.30) can be done. The average over the distribution of γi is left as a formal average

⟨..⟩γ for now. We can rewrite Ψ(ω) in Eq. (3.29) as

Ψ(ω) =
1

2
Re

{
∞∑
k=0

µk
0(ω)µ1(ω)

}
, (3.32)

where µo is independent of i since Pd is the same for all i as can be seen in the following

expression:

µo(ω) =

〈
1

to

∫ ∞

0

e−(γi−iω)∆i−∆i/tod∆i

〉
γ

=

〈
1

1 + γto − iωto

〉
γ

. (3.33)

Note also that |µ0(ω)| < 1. The average in µ1(ω) is given by:

µ1(ω) =

〈
1

γk+1 − iω

(
1− 1

to

∫ ∞

0

e−(γk+1−iω)∆k+1−∆k+1/tod∆k+1

)〉
γ

=

〈
1

γ − iω

(
1− 1

1 + γto − iωto

)〉
γ

=

〈
to

1 + γto − iωto

〉
γ

= toµ0(ω)

(3.34)
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which is independent of k. The geometric sum can now be carried out:

Ψ(ω) =
to
2
Re

{
∞∑
k=0

µk
0(ω)µ0(ω)

}

=
to
2
Re

{
µ0(ω)

1− µo(ω)

}
=

to
2
· µ

′
0(ω)− (µ

′
0(ω))

2 − (µ
′′
0(ω))

2

1− 2µ
′
0(ω) + (µ

′
0(ω))

2 + (µ
′′
0(ω))

2
,

(3.35)

where we have used the definition µi(ω) = µ
′
i(ω)+ iµ

′′
i (ω). Explicit formulas for µ0 from Eq.

(3.33) for a discrete distribution of relaxation rates specified by m values γ1 . . . γm, equally

weighted for simplicity, are:

µ
′

0(ω) =
1

m

∑
l

1 + γlto
(1 + γlto)2 + (ωto)2

(3.36)

and

µ
′′

0(ω) = ωto
1

m

∑
l

1

(1 + γlto)2 + (ωto)2
, (3.37)

where the sum over l runs from 1 to m. Eq. (3.35) together with Eqs. (3.36) and (3.37) is the

main result of this section. It is a bit difficult to see the overall behavior in this expression

since it depends on the values chosen for the γl in the formulas for the averages entering the

power spectra. However, the limit to → ∞ is easy to obtain and gives

Ψ(ω) =
1

2m

∑
l

γl
ω2 + γ2

l

(3.38)

which is the quenched limit. With appropriate values for γl, this easily produces a 1/ω noise

spectrum spanning decades in frequency.

More insight requires the specification of values for γl. Choosing γl to be γl = 2l where

l = −10,−9, . . . , 7, 8, gives a fairly good approximation to a 1/ω noise power spectrum over
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several decades in frequency when averaging over the Lorentzian noise spectra for each γl;

this is the quenched limit. Fig. 3.4 shows the resulting spectra for a large to = 104 (black

line) which is indistinguishable from the quenched average and can be seen to follow a 1/ω

power law (red line). At a much shorter switching time of to = 20 (blue line), the power

spectra turns flat at low frequencies sooner, when going from high to low frequencies, than

in the quenched limit. One can see a short range of frequencies where the power spectra

goes roughly as 1/ω before going over to 1/ω2 when ω exceeds the largest rate.

A continuous distribution for γ can also be considered. For instance, p1(γ) = λ−1/γ with

λ = ln(γmax/γmin) and γmin < γ < γmax will give a 1/ω spectrum in the quenched limit.

Using this distribution instead of the sums in Eqs. (3.36) and (3.37) yields:

µ
′

0(ω) = D(ω)− ωtoE(ω)

µ
′′

0 = ωtoD(ω) + E(ω) (3.39)

with

D(ω) =
2λ−B(ω)

2λC(ω)

E(ω) =
A(ω)

2λC(ω)
(3.40)

A(ω) = 2

(
arctan

(
γminto + 1

ωto

)
− arctan

(
γmaxto + 1

ωto

))
(3.41)
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B(ω) = ln

(
ω2t2o + γ2

maxt
2
o + 2γmaxto + 1

ω2t2o + γ2
mint

2
o + 2γminto + 1

)
(3.42)

and

C(ω) = ω2t2o + 1. (3.43)

A plot of the power spectra is shown in Fig. 3.5 for γmin = 10−6 and γmax = 106. The black

curve corresponds to a mean time of to = 108 between rate changes. At frequencies below

the lowest rate in the system, 10−6, the noise becomes flat. At frequencies higher than the

largest rate, the response goes over to 1/ω2. The magenta curve shows the effect of a faster

mean switching time of 1000, flattening at frequencies below ω · 1000 ∼ 1, instead of at the

slowest rate of 10−6. At the still lower mean switching time of 1, shown by the blue curve,

the crossover occurs at higher frequencies, again dictated by ωto ∼ 1.

The overall behavior of the system is best seen with the limit γmaxto ≫ 1 and γmint0 ≪ 1. This

eliminates the 1/ω2 behavior at high frequencies as well as the low frequency flattening of

the noise. In that limit, A(ω) reduces to −2 arctan(toω). B(ω) has a logarithmic dependence

on ω and is small so it can be neglected entirely. This removes minor details of the frequency

dependence of the noise. The expression for the power spectra is then greatly simplified:

Ψ(ω) ∼ 1

2

to arctan(ωto)/λ

ωto − arctan(ωto)/λ
∼ arctan(ωto)

2λω
. (3.44)

Now in the limit ωto ≫ 1, Ψ(ω) → π/(4λω). In this regime, the power spectra goes as 1/ω.

In the limit ωto ≪ 1, the noise becomes independent of frequency, i.e., Ψ(ω) → to/(2λ).

The crossover between these two behaviors occurs around ωto ∼ 1 as expected. Ψ(ω), as

approximated by Eq. (3.44), is shown in Fig. 3.6 for a few values of to.
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Thus we see that in order to observe 1/f noise in a given frequency range, the average

duration to of a fluctuation rate must exceed the inverse frequency of the lower limit of that

range.

As a point of reference, we can put the rates used by Ahn et al. [2] into our formulation Eq.

(3.35). Ahn et al. assumed thermally activated rates:

γ =
1

τ
e
− E

kbTsb (3.45)

with a sub-bath temperature distribution Tsb given by a Gaussian that was truncated to

remove negative temperatures:

f(Tsb, Tavg, σsb) = ξ
e−(Tsb−Tavg)2/2σ2

sb

√
2πσsb

, (3.46)

where Tavg is the average sub-bath temperature, σ2
sb the variance, and ξ is a normalization

factor that accounts for the truncation of the Gaussian. With the parameters used in this

section, ξ ∼ 1. Here we adopt Ahn’s notation (except that we use Tavg rather than T ). Eq.

(3) of Ahn et al. [2], written in terms of rates, is

S(ω)

∆2τ
=

∫ ∞

0

f(Tsb, Tavg, σsb)
2γ̃

ω2τ 2 + γ̃2
dTsb, (3.47)

where γ̃ = exp(−E/kbTsb). ∆ is the total variance of the signal produced by the switching

events. Since our fluctuator jumps between x = 0 and x = 1, ∆2 = 1/4. Note that ∆ is not

the time interval that the system is at a given temperature; this use of ∆ differs from that

used earlier. Our Eq. (3.47) differs from Ahn’s Eq. (3) by a factor of 2 which is likely due

to Ahn’s folding of the power spectra, i.e., Ahn assumes that the frequency is positive and

includes the negative frequencies by multiplying the power spectrum by 2. We can explicitly
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include these quantities in Eq. (3.47):

S(ω)

∆2τ
=

∫ ∞

0

ξ
e−(Tsb/Tavg−1)2/2(σsb/Tavg)2√

π/2σsb

· 2e
− E

kbTavg

Tavg
Tsb

ω2τ 2 + (e
− E

kbTavg

Tavg
Tsb )2

dTsb. (3.48)

A change of integration variable from Tsb to y = Tsb/Tavg gives:

S(ω)

∆2τ
= 4

∫ ∞

0

f(y, 1, σ̃sb)
2e−a/y

ω2τ 2 + (e−a/y)
2dy, (3.49)

where σ̃sb = σsb/Tavg and a ≡ E/kbTavg. This expression from Ahn et al. [2] differs from our

definition of the noise used in Eq. (3.35) by a factor 2 due to a difference in normalization

factors between Ahn et al. and us. Ahn et al. assumed that each temperature lasts for an

infinite amount of time, i.e., to = ∞. We can generalize Eq. (3.49) to include a finite duration

for temperature fluctuations by using Eq. (3.35) which includes the factor ∆2 = 1/4:

S(ω)

∆2τ
= 2to ·

µ
′
0(ω)− (µ

′
0(ω))

2 − (µ
′′
0(ω))

2

1− 2µ
′
0(ω) + (µ

′
0(ω))

2 + (µ
′′
0(ω))

2
(3.50)

with:

µ
′

0(ω) =

∫ ∞

0

f(y, 1, σ̃sb)
1 + toe

−a/y

(1 + toe−a/y)2 + (ωto)2
dy (3.51)

µ
′′

0(ω) = ωto

∫ ∞

0

f(y, 1, σ̃sb)
1

(1 + toe−a/y)2 + (ωto)2
dy (3.52)

with to and 1/ω measured in units of τ . Using the above equations with the values of Ahn

et al., namely, a = E/kbTavg = 1 and σ̃sb = 0.3, the effect of finite temperature fluctuations

lifetimes is shown in Fig. 3.7. The noise for to = 1012 is indistinguishable from the quenched

limit to → ∞ shown in Fig. 1 of Ahn et al. [2] in the frequency range displayed. We see

that shorter average durations of the temperature cause the curves to flatten off at higher
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frequencies where ωto ∼ 1. This reiterates our finding that low frequency 1/f noise requires

very slow fluctuations. In the next section, we make estimates to see if this is physically

reasonable in a 2DEG where Ahn et al. [2] assumed there would be temperature fluctuations

in a sub-bath.

3.6 Estimate of Thermal Relaxation Time Due to Dif-

fusion

Experimentally measured charge noise exhibits 1/f behavior down to 1 Hz and even lower

frequencies [18], implying that if thermal fluctuations play an important role, the relaxation

time of these thermal fluctuations must be significantly longer than the relaxation time of

the fluctuators coupled to the quantum dots, i.e., the thermal fluctuations must last at least

a few seconds or longer. To see whether this is reasonable, we can estimate the duration

of temperature fluctuations in the 2DEG. Temperature fluctuations in a sub-bath imply

spatial inhomogeneities in the temperature of 2DEG. Thermal diffusion would smooth out

these inhomogeneities. Long-lived fluctuations are difficult to achieve in typical electronic

systems without some kind of activated behavior. An exception exists when a quantity

satisfies a conservation law. Then long relaxation times can exist for large scale fluctuations.

This possibility was investigated by Voss and Clark [50] for energy fluctuations (equivalently

temperature fluctuations via ∆E = Cv∆T where Cv is the heat capacity in metal films).

Since the slowest relaxation occurs for the largest spatial fluctuations, the dimensions of

the system introduce key frequencies in the problem: fi = D/(πl2i ) where D is the thermal

diffusion constant and li, with i = x, y, z, are the dimensions of the system. There are no

fluctuations that will last longer than 1/fi and therefore all that is needed is to evaluate fi for

the largest dimension which is about 1 µm for the 2DEG in the work of Connors et al. [18].

(In [50], the dimensions of the conductor were quite large, of the order of millimeters, and
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together with a diffusion constant equal to D ∼ 2 · 10−5 m2/s, produced minimal frequencies

of the order of 1 Hz or less.) To estimate the lowest frequency in the present system, the

diffusion constant D must be evaluated at low temperatures for the 2DEG. In what follows,

the diffusion constant is expressed in terms of quantities measured in the Si/SiGe 2DEG of

ref. [18].

In a diffusive regime (which is assumed to be the case here), the diffusion constant D is

related to the thermal conductivity κ via

D =
κ

C
, (3.53)

where κ is the thermal conductivity in W/K (in two dimensions) and C is the specific heat

in J/(K ·m2). For the 2DEG, the specific heat is given by [2]

C =
πmk2

bT

3ℏ2
, (3.54)

where the carrier’s mass is m = 0.19me and me is the mass of the electron.

The thermal conductivity is rarely available experimentally. Using the Wiedemann–Franz

law, it is possible to relate the thermal conductivity to the electric conductivity σ:

κ

σT
=

π2

3

(
kb
e

)2

, (3.55)

where e is the electric charge. The final piece is to compute the electrical conductivity which

is given by

σ = e · n · µ, (3.56)

where n is the carrier number density and µ is the carrier mobility which is usually available.
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Combining Eqs. (3.53), (3.54), (3.55), and (3.56) gives the diffusion constant in terms of

measured quantities:

D =
πnµℏ2

em
. (3.57)

Using the values n = 2.2 · 1015 1/m2 and µ = 16 m2/(Volt s) reported in ref. [51], Eq. (3.57)

gives D = 1.4 · 10−2 m2/s. Using this value for D, we estimate the lowest frequency in the

problem to be

fmin =
D

πl2
=

1.4 · 10−2

π(10−6)2
Hz = 4.5 GHz. (3.58)

It is therefore highly unlikely that a 2DEG bath can satisfy the assumption underlying the

calculation of Ahn et al. [2].

We can obtain a slightly different estimate in a different 2DEG (AlN/GaN) system where

the Wiedemann-Franz law was verified [52]. This paper measured the specific heat as well

as thermal and electrical conductivity of the 2DEG. The thermal conductivity has the form

κ = 90T/275 W/(K m) (where T is temperature) while the specific heat is C = 0.05T in

J/(kg K). (Note that the units are appropriate for 3D quantities; the paper [52] measured the

thickness of the electron gas for the conversion.) The diffusion constant is then D = κ/ρC

where ρ is the density of the material (GaN) and is equal to 6150 kg/m3. The temperature

dependences cancel out and the diffusion constant is found to be approximately 10−3 m2/s.

This value is slightly smaller than what has been estimated for the Si/SiGe case but does

not change the conclusion.

Finally, the diffusion constants obtained above are significantly larger than those used by

Voss and Clarke in the context of metal thin films (D ∼ 2 · 10−5 m2/s). However, even with

such a diffusion constant, the conclusion remains unchanged (the lowest frequency drops to

6 MHz).
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3.7 Conclusions

We have considered a quantum dot whose charge noise is determined by a fluctuator coupled

to a thermal bath with a fluctuating temperature. To determine the noise spectrum of this

two-level fluctuator, we have performed Monte Carlo simulations of an anisotropic Heisen-

berg spin and an Ising spin in a fluctuating temperature bath. We have also used analytic

calculations of a two-state fluctuator with periodic temperature oscillations and calculations

of a two-state fluctuator with random switching rates. We find that a 1/f noise spectrum

at a given frequency f0 requires that the frequencies of the thermal fluctuations must be

comparable to f0. However, our estimate of the lowest temperature fluctuation frequency is

a few GHz in a 2DEG which is inconsistent with 1/f noise observed at frequencies below

1 Hz. In short, to obtain 1/f noise that extends over several decades in frequency from

a model based on temperature fluctuations requires fluctuations with an unphysically long

duration.
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Figure 3.4: Comparison of noise spectra on the time scale on which the transition rates vary,
obtained using the analytic theory. The plot shows the noise power vs. angular frequency
on a log-log plot with a rate change on average every to = 20 (blue solid line) and every
to = 104 (black solid line). Straight dashed lines are guides to the eye. The red dashed line
corresponds to 1/ω and the cyan dashed line corresponds to 1/ω2. The discrete distribution
of γ is discussed in the text. The 1/f -like behavior of the spectrum is cut off at frequencies
below 1/t0.
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Figure 3.5: Noise power spectra vs. angular frequency on a log-log plot for a continuous dis-
tribution of rates with a rate change on average every to = 108 (black), to = 1000 (magenta),
and to = 1 (blue) respectively. γmin is 10−6 and γmax is 106. Straight dashed lines are guides
to the eye. The red dashed line goes as 1/ω and the cyan dashed line goes as 1/ω2. The
spectrum is 1/f -like at intermediate frequencies when the characteristic time t0 describing
the rate variations is long, so that max[γmin, 1/t0] ≪ ω ≪ γmax.
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Figure 3.6: Approximate noise spectra for a continuous distribution of rates, obtained from
Eq. (3.44). The quenched limit (to → ∞) is shown in black, the magenta line corresponds
to a rate change on average every to = 1000, and the blue line corresponds to to = 1.
λ = log(γmax/γmin) = log(1012). The straight red dashed line is proportional to 1/ω.

63



Figure 3.7: Noise power spectra vs. ωτ on a log-log plot for three different average switching
times: to = 1012 (blue), to = 106 (red), and to = 105 (green). These plots show the effect of
finite temperature fluctuations lifetimes on the noise spectra of Ahn et al..
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Chapter 4

Interacting Two-Level Systems as a

Source of 1/f Noise in Silicon

Quantum Dot Qubits

4.1 Introduction

Electron spins in Si/SiGe quantum dots (QDs) show promise as quantum bits, but are

plagued by charge noise that goes as 1/fα over more than thirteen decades in frequency [42],

where f is the frequency and α is the noise exponent. 1/f noise is typically attributed to a

bath of two-level fluctuators with a broad distribution of switching rates. If each fluctuator is

associated with a double well potential, then thermal activation over a uniform distribution

of barrier heights produces 1/f noise [29, 46]. With such a bath of two level systems (TLS),

one would expect the charge noise to increase linearly with increasing temperature [44].

However, the measured temperature dependence increasingly deviates from linearity with

increasing thickness of the gate oxide layer [18, 53] and, in another study, was found to be
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quadratic [54].

The small size of the quantum dot and the lack of temperature dependence between 0.45 K

and 1.2 K in the decoherence time T ∗
2 [44] have led some to argue that each quantum dot is

only coupled to a few fluctuators [2, 55]. This view was supported by the lack of correlation

in the charge noise of neighboring quantum dots [18, 53], though more direct, subsequent

measurements find that there are correlations between the charge noise in quantum dots

that are about 100 nm apart [45]. With only a few two-level fluctuators, a Lorentzian power

spectra is expected instead of the observed 1/f noise.

It has been suggested that a few two-level fluctuators can produce 1/f noise if they are

coupled to a microscopic subsection of the larger thermal bath. Temperature fluctuations

in the subsection of the 2D electron gas (2DEG) cause 1/f noise over several decades of

frequency, but this model requires that the temperature fluctuations be extremely slow, i.e.,

the sub-bath would need to remain at a single temperature for unphysically long periods of

time [2].

Here, we propose that the charge noise arises from a bath of TLS with fluctuating electric

dipole moments that reside outside the 2DEG, e.g., in the oxide layer [56]. These TLS interact

with one another via elastic and electric dipole moments, though the elastic interactions

dominate. (Elastic dipole-dipole inteactions are about an order of magnitude larger than

electric dipole-dipole interactions [57].) The TLS energy level splittings change with time

due to interactions with their fluctuating TLS neighbors. This bath of fluctuating electric

dipole moments, together with their image charges in the ground plane lying below the

metal gates, produces 1/f noise in the electric potential seen by the quantum dots (QDs)

consistent with the observed 1/f charge noise [42]. We find that the noise on the quantum

dots is mildly correlated in agreement with experiment [45].

In the next section we describe our model of two quantum dots in a quantum well located
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below an oxide layer containing a 2D bath of TLS that have both elastic and electric dipole

moments. A Monte Carlo simulation of a 2D nearest-neighbor Ising spin glass is used to

represent the TLS interacting via the elastic strain field. When an Ising spin flips, this rep-

resents a flip of the elastic dipole moment and the associated electric dipole moment follows

along by also flipping. The metallic gates that cover the surface of the device are treated as

a ground plane with image charges corresponding to the images of the TLS electric dipole

moments. The fluctuating dipole moments and their images produce a fluctuating electric

potential at the quantum dots that results in 1/f charge noise. We go on to calculate the

correlations in the noise at the two quantum dots. These results are presented in section 4.3.

4.2 Model

In this section, we describe our model that reflects the experimental setup of a pair of

quantum dots that are about 100 nm apart in a quantum well coupled to a bath of TLS

with both elastic and electric dipole moments residing in the oxide layer about 30 nm above

the quantum well. A set of metal gates lies on top of the oxide layer and are represented by

a metal ground plane. The TLS electric dipole moments have image charges in the ground

plane; both the electric dipole moments and the image charges contribute to the fluctuating

electric potential at the quantum dots.

Two-level systems have long been used to describe the thermal and acoustic properties of

amorphous materials at low temperatures [58, 59]. The standard TLS model postulates

the existence of independent entities that tunnel between the two minima of a double well

potential with a flat distribution of tunnel barrier heights and energy asymmetries [60, 61].

Using a right-well left-well basis, the Hamiltonian representing a given TLS is

HTLS =
1

2
(∆σz +∆oσx) , (4.1)

67



where σx and σz are Pauli matrices, ∆ is the TLS asymmetry energy, i.e., the energy difference

between the right and left wells, and ∆o is the tunneling matrix element. The values of these

parameters are assumed to vary from TLS to TLS according to the probability distribution:

P (∆,∆o) =
P

∆o

(4.2)

with 0 < ∆ < ∆max and ∆o,min < ∆o < ∆o,max. P is the constant density of states of

tunneling entities. The energy eigenvalues of a given TLS are

±1

2
E = ±1

2

√
∆2 +∆2

o. (4.3)

Thus the energy splitting between the two levels is E.

TLS interact with electric and elastic fields. The Hamiltonian describing the interactions of

a TLS with these fields is given by

Hint = p⃗ · E⃗σz + γϵσz, (4.4)

where p⃗ is the electric dipole moment of the TLS, E⃗ is the electric field, and γ is the coupling

of the TLS to the elastic strain field ϵ.

Experimental and theoretical work indicate that TLS interact with each other via the elastic

strain field [62–64]. If the TLS have electric dipole moments, then they can also interact

via electric fields. However, for reasonable values of the electric dipole moments, the electric

dipole-dipole interaction is about an order of magnitude smaller than the elastic dipole-dipole

interactions [57]. For example, for (KBr)1−x(KCN)x, the elastic coupling between two CN−

ions is approximately 8× 103 K Å3 compared to p2 ∼ 7× 102 K Å3, where the CN− dipole

moment is p ∼ 0.3 D [57]. (By coupling, we are referring to the prefactor for the 1/r3 dipole
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term in the Hamiltonian.)

By integrating out the strain field, one can write the interacting Hamiltonian as [65, 66]:

H =
1

2

∑
i ̸=j

σz
iΛijσ

z
j . (4.5)

Here Λij is given (in simplified form) by:

Λij =

(
γ2

ρv2

)
sisj
r3ij

, (4.6)

where ρ is the density of the material, v is the speed of sound, rij is the distance between

TLS i and j, and si = ±1 is a spin representation of the orientation of the elastic dipoles

(see [65] for the full expressions). We can rewrite the Hamiltonian in terms of local fields

produced by the neighboring TLS:

H =
∑
i

hiσ
z
i , (4.7)

where

hi =
∑
j ̸=i

Λijs
z
j . (4.8)

Fluctuations in the neighboring TLS, i.e., flips in sj, produce fluctuations the local field and

hence in the energy splitting of the ith TLS. This leads to relaxation times that vary in time

since the TLS relaxation rate is given by [58, 59]:

τ−1 =
γ2

ρ

[
3

v5

]
E3

2πℏ4

[
∆o

E

]2
coth

(
βE

2

)
, (4.9)

where β = 1/kBT is the inverse temperature. As a result, there will be a broad distribution

of relaxation times that can produce 1/f noise.
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However, it is the electric dipole moments, not the elastic dipole moments, that couple to

quantum dots and give rise to charge noise. We assume that when a TLS tunnels from one

well to the other, both its elastic and electric dipole moments flip. This results in fluctuations

in the elecric potential V (t) seen by the QDs. Since there is a metal ground plane, both the

electric dipole moments p⃗ and their image charges will contribute to V (t) which is given by

Vζ(t) =
2∑

η=1

N∑
i=1

p⃗η,i(t) · R̂η,i,ζ

R2
η,i,ζ

, (4.10)

where ζ = 1, 2 denotes the QD, the sum over i corresponds to summing over TLS (denoted

by η = 1) and their images (denoted by η = 2). Rη,i,ζ is the distance between the electric

dipole and the ζth quantum dot and R̂η,i,ζ is a unit vector that points from the dipole to

the ζth quantum dot.

We represent the TLS electric dipoles by a 2D square lattice of dipoles that are randomly

oriented. We set the magnitudes of each dipole moment to unity. The mirror images of these

electric dipoles in the ground plane form a second 2D square lattice. The dynamics of the

TLS is governed by their elastic interactions which we model very simply with a 2D nearest

neighbor Ising spin glass on a square lattice. Each Ising spin represents a TLS elastic dipole.

When the Ising spin (elastic dipole) flips, its corresponding electric dipole moment, as well

as its image electric dipole moment, flips 180o. In some sense the Ising spin is an avatar or

proxy for the electric dipole moment. Flips of electric dipoles and their images will change

the electric potential Vi(t) seen by the ith quantum dot and given by Eq. (4.10). The time

series of Vi(t) is Fourier transformed to produce the charge noise power spectrum.

For the purposes of our simulation, it does not matter whether the transitions between the

two states of a TLS occur via tunneling or thermal activation because we assume there is

no coherence between successive transitions. Thus we represent a TLS elastic dipole by an

Ising spin. Since TLS occur at random locations, their interactions are random. So we will
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use a nearest-neighbor Ising spin glass to model the interacting TLS bath.

4.2.1 Simulation Details

We performed Monte Carlo simulations of a 2D Ising spin glass on a square 16 × 16 lattice

with periodic boundary conditions. Each Ising spin corresponds to a TLS with an elastic

dipole moment. The Hamiltonian is given by

H = −
∑
⟨i,j⟩

JijSiSj, (4.11)

where Si and Sj are Ising spins with values ±1 on nearest neighbor sites i and j, respectively.

Jij is the nearest neighbor coupling. It represents the elastic coupling between TLS. We use

a spin glass distribution of couplings chosen from a normal distribution centered at Jij = 0

with a variance σ2
Jij

= 1. A positive value for Jij indicates a ferromagnetic interaction.

We can rewrite the Hamiltonian in terms of local fields hi:

H = −1

2

∑
i

hiSi, (4.12)

where the local field of Si is produced by the neighboring spins:

hi =
∑
j

JijSj. (4.13)

The Ising spins are initialized at infinite temperature with randomly oriented spins. A spin

is allowed to reorient itself according to the Metropolis algorithm [36]. In this algorithm, a

trial move consists of first choosing a spin on the lattice at random. For a given temperature

T , the initial energy Ei of this site is calculated using Eq. (4.13) from the local field produced

by its nearest neighbors. The orientation of the spin is reversed in a trial move, and the final
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energy Ef of this site with the new spin orientation is calculated. If the final energy is less

than the initial energy, then the spin flip is accepted. However, if the final energy is greater

than the initial energy, then the Boltzmann factor exp[−(Ef − Ei)/(kBT )] is calculated.

If a random number generated from a uniform distribution between 0 and 1 is less than

this Boltzmann factor, then the new orientation is accepted. This process continues for

the remaining sites within the lattice until all the spins in the lattice have been given an

opportunity to flip. The time it takes for one sweep through the lattice is one Monte Carlo

step (MCS).

The Ising spin glass is cooled from its initial infinite temperature spin configuration at T = 10

to T = 0.6. At each temperature, after an initial equilibration time of 105 MCS, we check to

see if the system is equilibrated using the method of Bhatt and Young [67]. Details of the

equilibration are given in Appendix B.1.

Each TLS has an electric dipole moment. These electric dipoles are initialized with random

orientations. Since the electric dipole-dipole interaction is an order of magnitude smaller

than the elastic dipole-dipole interaction, it is the elastic interactions between TLS that

governs their dynamics. We represent these dynamics by the Ising spin glass described

above. Thus, each electric dipole has a corresponding Ising spin. If the Ising spin flips, then

the corresponding electric dipole and its image dipole flip 180o. We consider two cases of

electric dipole orientations. In both cases, the magnitude of the dipole moment is unity. In

the first case, the dipoles are randomly oriented with random x, y, and z components. To

better understand the contribution of each component, we also consider a second case where

the dipole all lie parallel to one another along the x, y, or z axis, though they are randomly

oriented in the positive or negative direction.

Let us take a moment to describe the device geometry that we have in mind. TLS that have

both an electric and an elastic dipole moment are located on every site of a 16 × 16 square

lattice. We envision these TLS to reside in the oxide layer of a Si/Si-Ge heterostructure with
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a quantum well. Since TLS are typically about 10 nm apart, we take the lattice spacing to

be 10 nm; this sets the length scale. A second 16 × 16 square lattice is located half a lattice

spacing above the first lattice and is populated by the image dipoles that result from the

ground plane formed by metal gates. We consider two QDs about 100 nm apart located in a

quantum well about 30-50 nm below the oxide layer. So in our simulation two QDs plane are

separated by 10 lattice spacings in a plane located 3 lattice spacings below the first electric

dipole lattice. This is illustrated in Figure 4.1.

4.2.2 Noise Power, Exponents, and Correlation Functions

The fluctuating electric dipole moments produce a time dependent electric potential Vi(t) at

the ith QD given by Eq. (4.10). After equilibration of the Ising spin glass, the potential is

recorded at every Monte Carlo step, resulting in a time series that can be Fourier transformed

to obtain the charge noise power spectrum. The deviation from the average is δVi(t) =

Vi(t)−Vi(t). The noise power spectral density can be determined from the Fourier transform

of the autocorrelation function Ci(τ) =
∫∞
−∞ δVi(t)δVi(t + τ)dt. For a time series of length

ttotal: S(f) =
1

ttotal

∫∞
−∞ Ci(τ)e

−2πifτdτ . A useful method for computing the power spectrum

is the periodogram estimate [37]:

Si(f) =
1

ttotal
|δVi(f)|2, (4.14)

where ttotal is the length of the potential time series, and δV (f) is the Fourier transform of

the electric potential time series. The Fourier transform is computed using the C subroutine

library FFTW [38]. At a given temperature, the time series Vi(t) is split into ten segments

of equal length. The power spectrum is found for each segment and is averaged over these
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Figure 4.1: 16 x 16 lattice with an electric dipole occupying every site. The circled 1 and 2
represent quantum dots that are three lattice spacings beneath the main lattice.
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segments to give a smoother power spectrum. The power spectrum is normalized so that

Pi,total =
2

ttotal

fmax∑
f=0

Si(f) = σ2
Vi
, (4.15)

where Ptotal is the total noise power and σ2
Vi

is the variance in the elecctric potential of

the ith QD. To determine the noise exponent α, the function A2/fα is fit to power spectra

(averaged over 10 segments) in the vicinity of a fixed frequency because experiments typically

determine noise exponents at 1 Hz.

To calculate the correlation between the fluctuating dipole potentials V1(t) and V2(t), we use

the Pearson correlation coefficient that is given by:

ρV1(t),V2(t) =
⟨δV1(t)δV2(t)⟩t
σV1(t)σV2(t)

, (4.16)

where δV1(t) and δV2(t) are the fluctuations in the potentials about their average. σV1(t) and

σV2(t) are the standard deviations of the potentials. To calculate the correlations, the time

series V1(t) and V2(t) are divided into ten blocks of equal size. The correlation is calculated

for each of the ten blocks using Eq. (4.16), and the standard deviation is calculated from

the ten correlations. The correlations and standard deviations are then averaged over 200

independent runs.

We also calculate the noise correlation between the two QDs as a function of frequency as

was done in [45]. We use:

ρV1(t),V2(t)(f) =
⟨δṼ1(f)δṼ

∗
2 (f)⟩blocks,runs√

⟨SV1(f)⟩blocks,runs⟨SV2(f)⟩blocks,runs
, (4.17)

where δṼ1(f) and δṼ2(f) are the Fourier transforms of the fluctuations in the potentials

about their average. SV1(f) and SV2(f) are the noise power of the dipole potentials at

quantum dots 1 and 2. To calculate the numerator of Eq. (4.17), the time series V1(t) and
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Figure 4.2: Plots of the electric dipole potential noise power at QD 1 vs. frequency for
1.5 ≤ T ≤ 3 averaged over 200 runs. The noise is produced by fluctuating electric dipoles
with random orientations.

V2(t) are divided into 100 blocks of equal size. For each block, the Fourier transforms of the

fluctuations are calculated. The product δṼ1(f)δṼ
∗
2 (f) is averaged over the 100 blocks and

200 runs to give ⟨δṼ1(f)δṼ
∗
2 (f)⟩blocks,runs. To calculate the denominator of Eq. (4.17), the

power spectra S1(f) and S2(f) are calculated for each block. Then S1(f) and S2(f) are each

averaged over the 100 blocks and 200 runs to give ⟨SV1(f)⟩blocks,runs and ⟨SV2(f)⟩blocks,runs.

The denominator of the correlation is then calculated and used in Eq. (4.17). Since the

frequency-dependent correlation function in Eq. (4.17) is a complex number, we plot its

magnitude and phase as a function of frequency.
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4.3 Results

Figure 4.2 shows the noise power at QD 1 at various temperatures for randomly oriented

dipoles averaged over 200 runs. To determine the amplitude A2(T ) and the noise exponent

α(T ), the function A2(T )/fα(T ) is fit to the region of the power spectra that is linear on a

log-log plot. The noise exponent α(T ) as a function of temperature is shown in Fig. 4.3.

Experimentally, the noise exponents within one standard deviation of the mean at 1 Hz

ranged from about 0.6 to 1.25 [18, 53, 68]. In our simulations the noise exponents increase

from zero at high temperatures to approximately 1.15 at low temperatures which is roughly

consistent with experiment.

The noise amplitude A2(T ) shown in the inset of Fig. 4.3 goes as T 2.4. For an ensemble

of fluctuators with thermally activated switching rates and a flat distribution of activation

energies, one would expect the noise amplitude to increase linearly with temperature [44].

However, as we mentioned in the introduction, experiments find the temperature dependence

of the noise at 1 Hz increasingly deviates from linearity with increasing thickness of the gate

oxide layer [18, 53] and, in another study, was found to be quadratic [54]. So our simulation

results are qualitatively consistent with experiment but the reason why is not clear. Ising

spins do not have activation barriers per se; they simply flip based on the energy difference

between the initial and final states.

If one considers the contributions of the different components of the dipoles to the charge

noise, one realizes that the z-component dominates because the z-component of the image

dipole in the ground plane (that lies perpendicular to the z-axis) points in the same direction

as the z-component of the original dipole. However, the x and y components of the image

dipole point in the opposite direction of the x and y components, respectively, of the original

dipole. To confirm this, we have performed simulations for dipoles that lie along either the

x, y, or z axis (see Appendix B.2 for details of the simulations). The results are shown in

77



Figure 4.3: Plot of the temperature dependence of the exponent, α(T ), of the electric po-
tential noise power spectra at QD 1 resulting from fluctuating electric dipoles with random
orientations for 0.6 ≤ T ≤ 3. Inset: Log-log plot of the temperature dependence of the
electric potential noise power amplitude, A2(T ), at QD 1 resulting from fluctuating electric
dipoles with random orientations for 0.6 ≤ T ≤ 3.
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Figures B.4 and B.5. One can see that the noise produced by the dipoles along the z-axis

is about two orders of magnitude larger than that associated with dipoles along the x or y

axes. Comparing the plots in Fig. B.4 with the corresponding plots (Figs. 4.2, 4.3, and

4.6) for randomly oriented dipoles, we see the marked similarity between the results for the

dipoles along the z-axis and the randomly oriented dipoles. However, the noise power and

noise amplitudes resulting from electric dipoles aligned along the z-axis are three times larger

than that of the randomly oriented dipoles because the z-axis dipoles have unit length, while

the z components of the randomly-oriented dipoles have a typical length of 1/
√
3.

Using Eq. (4.16), we calculated the correlation in the noise between QD 1 and QD 2 as

shown in Fig. 4.6. We can see from Fig. 4.6 that there is some correlation between QDs 1

and 2 which is consistent with experiment. As we mentioned earlier, recent measurements

find that there are correlations in the charge noise between quantum dots that are about

100 nm apart [45].

To better understand the correlations in the noise at the two QDs, we used Eq. (4.17)

to calculate the frequency dependence of the magnitude and phase produced by randomly

oriented fluctuating electric dipoles as well as dipoles aligned along various axes (see Figure

4.7). Fig. 4.7(a) shows that there is some correlation in the noise between the two dots as

we saw in the Pearson correlation. These correlations are due largely to the geometry of the

location of the dipoles with respect to the QDs. There is no noticeable frequency dependence

in either the magnitude or the phase of the correlations because unlike the experimental case

[45], our QDs have no dynamics.

The magnitude of the noise correlation is larger for the x-axis and z-axis dipoles compared

to the y-axis dipoles, and comparable to that for randomly oriented dipoles (see Figs. B.4(f)

and 4.7(a)). Even though the numerator of Eq. (4.17) is about two orders of magnitude

larger for dipoles aligned along the z-axis compared to those aligned along the x-axis, the

normalization by the noise amplitude in the denominator makes the noise correlation of the
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Figure 4.4: Log-log plots of the electric potential noise power versus frequency at QD 1 for
fluctuating dipoles that lie along the (a) x-axis, (b) y-axis, and (c) z-axis. All plots are the
result of averaging over 200 runs.
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Figure 4.5: (a) Log-log plot of temperature dependence of the noise amplitude, A2(T ),
obtained from fits to the noise power. (b) Plot of the temperature dependence of the noise
exponent, α(T ), obtained from fits to the noise power. (c) Plots of noise correlation between
QDs 1 and 2 vs. temperature calculated using Eq. (4.16). Plots (a)-(c) show results for
dipoles lying along the x, y, and z axes. All plots are the result of averaging over 200 runs.
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Figure 4.6: Plot of electric potential noise correlations between QDs 1 and 2 vs. temperature
for 0.8 ≤ T ≤ 3 resulting from fluctuating electric dipoles with random orientations.
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Figure 4.7: Plots of the (a) magnitude and (b) phase of electric potential noise correlations
between QDs 1 and 2 as a function of frequency for fluctuating electric dipoles with fixed (x,
y, and z) and random orientations at T = 1. Plots are the result of averaging over 200 runs.
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x and z axis dipoles comparable. The sizeable contribution of the x-axis dipoles, especially

those located at or near the same y-coordinate as the QDs, is due to the large value of

(p⃗η,i(t) · R̂η), the numerator of Eq. (4.10), coupled with the small value of the denominator

R2
η,i. (p⃗η,i(t) · R̂η) is large because p⃗η,i(t) is collinear with R̂η. On the other hand, the y-axis

dipoles have small values of (p⃗η,i(t)·R̂η) when the y-coordinate of their location is comparable

to that of the QDs because the y-axis dipole is almost perpendicular to the unit vector R̂η

pointing from the dipole to the QD. Again z-axis dipoles give large contributions because

their image charges lie in the same direction as the z-axis dipoles themselves.

Figure 4.7(b) shows that the correlations produced by the x-axis dipoles are 180◦ out of

phase. This is due to the fact that since the QDs lie along the x-axis, flips in the x-axis

dipoles located between the QDs will have the opposite effect on each dot due to the factor

(p⃗η,i(t) · R̂η) in the numerator of Eq. (4.10).

4.4 Summary

We propose a model in which the 1/f charge noise in quantum dots is due to a bath of

electric dipole fluctuators that interact with each other primarily via the elastic strain field.

We use a 2D nearest-neighbor Ising spin glass to represent these elastic interactions and to

simulate the dynamics the bath of electric dipole fluctuators in the presence of a ground

plane representing metal gates above the oxide layer containing the fluctuators. We find 1/f

noise spectra with a temperature dependent amplitude that are in qualitative agreement with

experiment. Likewise, the noise correlations between quantum dots are also in qualitative

agreement with experiment.
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Appendix A

Monte Carlo Simulations of Magnetic

Noise

A.1 Fitting

The process for fitting A2/fα to the noise power spectra to determine the noise exponent

starts with dividing the noise power spectra into frequency segments as shown in Fig. A.1(a).

The segments from fi to fi+1 range from i = 1 to i = Nsegments − 1. The segments follow the

condition fi+1/fi = 100.1. The function A2/fα is fit to each segment starting at the lowest

frequency segment.

The relative change in the noise exponent between the current segment and the previous

one is calculated. An example of the relative change is shown in Fig. A.1(b). If the relative

change is less than 1% and the noise exponent is greater than 0.2, then the frequency range

of the segment is noted. The lower and upper limits of the new frequency fit range are found

by combining all of these segments. In the figure, this is shown by two vertical dotted lines.

A fit is performed in this region.
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Figure A.1: Fitting method using the power spectrum averaged over 100 segments of the
isotropic (A = 0) Heisenberg ferromagnet (Jij=1) at T = 0.9. (a) Segmented power spectra:
noise power Sx(f) of the x-component of the total magnetic moment versus frequency. (b)
Relative change in exponent versus frequency for the segmented power spectra. (c) Percent
error between the power spectra fit and data versus frequency. (d) Noise power Sx(f) of the
x-component of the total magnetic moment versus frequency. The data segment used for
fitting is shown in black.
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The percent error of the fit is the percent difference between A2/fα evaluated at a particular f

and the noise power at f from the data. The percent error is evaluated for all frequency data

points within the fitted frequency range and is shown in Fig. A.1(c). A new frequency range

is defined by the maximum and minimum frequencies corresponding to percent differences

of less than 0.03% as shown by vertical dotted lines.

This frequency range is shortened by increasing the lower limit by 30% and decreasing the

upper limit by 20%. By reducing the frequency range, the fit region will not be within the

knee and aliasing regions. These percentages that were found by trial and error work well for

all models presented. The final fit of A2/fα is performed within this new frequency range.

The power spectra and final fit region of the power spectra are shown in Fig. A.1(d).

A.2 High-Temperature Pivot of the Ising Spin Glass

As seen in Figs. 2.8 and 2.9 in Sec. 2.3.4, the noise power spectra tend to pivot at high

temperature. The noise power as a function of frequency at high temperature for the 2D

Ising spin glass is shown in Fig. A.2. Although the power spectra pivots, the noise exponent

is negative. This is because Ising spin flips are always 180◦ rotations. At high temperature,

Ising spins have a high probability of flipping at every time step which increases the noise

at f = 0.5 MCS−1. In the infinite-temperature limit, the power spectrum would be a delta

function peaked at f = 0.5 MCS−1.

A.3 Crossing Condition

The experimental results of Anton et al. indicate that at high temperatures, the temperature

dependence of the noise amplitude can be described by A2(T ) = A2
0T

γ and the noise exponent
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Figure A.2: Noise power S(f) of the total magnetic moment of a 2D Ising spin glass (⟨Jij⟩ =
0, σJij = 1) versus frequency. Spectral pivoting of power spectra averaged over 100 segments
for 4 ≤ T ≤ 10.
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can be described by α(T ) = α0 ln(T ) + α1 [1]. Monte Carlo simulations also find that these

relations hold at high temperature. In addition, in both theory and experiment, the crossing

frequency fc as a function of temperature does not change significantly. This can be expressed

as

dS(f, T )

dT

∣∣∣∣
f=fc

= 0. (A.1)

Using S(f, T ) = A2(T )/fα(T ), we can relate the noise amplitudes to noise exponents:

dS(f, T )

dT

∣∣∣∣
f=fc

=
d

dT

(
A2(T )

fα(T )

) ∣∣∣∣
f=fc

=

(
A2(T )

d

dT

1

fα(T )
+

1

fα(T )

d

dT
A2(T )

) ∣∣∣∣
f=fc

=

(
A2(T )

(
− ln(f)

fα(T )

dα(T )

dT

)
+

A2
0

fα(T )
T γ−1γ

) ∣∣∣∣
f=fc

= −S(fc) ln(fc)
α0

T
+

S(fc)

T
γ

= 0.

(A.2)

This gives the crossing condition

γ = α0 ln(fc). (A.3)
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Appendix B

Interacting Two-Level Systems as a

Source of 1/f Noise in Silicon

Quantum Dot Qubits

B.1 Equilibration

B.1.1 Equilibration and Recording Times

The Ising spin glass systems are equilibrated for 105 MCS at T = 10. As the system is cooled,

the equilibration and recording times are increased if the system is not in equilibrium. These

times as a function of temperature are shown in Table B.1.
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Temperature Equilibration and Recording Times (MCS)

1 ≤ T ≤ 10 105

0.8 ≤ T ≤ 0.95 3× 105

T = 0.75 106

0.65 ≤ T ≤ 0.7 3× 106

T = 0.6 107

Table B.1: Equilibration and recording times for the 2D (16 × 16) Ising spin glass with
random electric dipole orientations for 0.6 ≤ T ≤ 10.

B.1.2 Spin Glass Susceptibility

The test for equilibration follows Bhatt and Young’s procedure for the equilibration of Ising

spin glasses [67]. Two independent replicas of each system with the same exchange couplings

are created and run in parallel. The initial spin configurations for the two replicas are

different and random. For the set of spins {si} with N lattice sites, the spin autocorrelation

function for the replica n, after an equilibration time t0, is

Q(n)(t) =
1

N

N∑
i=1

s
(n)
i (t0) · s(n)i (t0 + t), (B.1)

where the summation is over all lattice sites. The spin glass susceptibility for replica n

is calculated as the second moment of this overlap and then averaged over 200 different

realizations of bonds and anisotropy axes. This disorder average is denoted by [. . .]av:

χ
(n)
SG(t) =

1

N

( N∑
i=1

s
(n)
i (t0) · s(n)i (t0 + t)

)2


av

. (B.2)

The equilibration time t0 is chosen from the sequence 1, 3, 10, 30, 100, 300, . . . , etc. The idea

is to compare s
(n)
i (t0) to s

(n)
i (t0+t) as t → ∞ to see whether s

(n)
i (t0+t) has lost its “memory”

of s
(n)
i (t0). In practice, the comparison is done as t → 2t0. The spin glass susceptibility in
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Eq. (B.2) is averaged over a length of time t0:

χ
(n)
SG =

1

Nt0

2t0−1∑
t=t0

(
N∑
i=1

s
(n)
i (t0) · s(n)i (t0 + t)

)2


av

. (B.3)

The summation over t starts at t0 so that the distribution of Qn(t) is Gaussian. The correla-

tion of the spins at shorter times makes the distribution deviate from a Gaussian. For small

values of t0 and when the system is at low temperatures, there are few spin fluctuations, so

Q(n)(t) ∼ 1 and χ
(n)
SG(t) ∼ N . This is in agreement with simulations.

We can also calculate χ
(n)
SG in the high-temperature limit. We start with two Ising spins s1

and s2 that represent s
(n)
i (t0) and s

(n)
i (t0 + t), respectively, in Eq. (B.3). The average square

of the dot product is calculated as

⟨(s1 · s2)2⟩Ising = ⟨(±s1s2)
2⟩

= ⟨s21s22⟩

= 1.

(B.4)

Combining Eq. (B.4) with Eq. (B.3), for high temperatures, we get χ
(n)
SG = 1 which is seen

in simulations. We then define the average of the two single replica susceptibilities

χSG =
1

2

(
χ
(1)
SG + χ

(2)
SG

)
(B.5)

as the two times spin glass susceptibility.

The spin glass susceptibility may also be calculated from the spin overlap of the two different

replicas. The mutual overlap between the spins s
(1)
i and s

(2)
i of the two replicas is

Q(t) =
1

N

N∑
i=1

s
(1)
i (t0 + t) · s(2)i (t0 + t). (B.6)
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The spin glass susceptibility is calculated from the spin overlap:

χSG =
1

Nt0

2t0−1∑
t=t0

(
N∑
i=1

s
(1)
i (t0 + t) · s(2)i (t0 + t)

)2


av

. (B.7)

For all temperatures, as the equilibration time is approached, the spin glass susceptibilities

converge; the two times susceptibility χSG (Eq. (B.5)) approaches the true susceptibility from

above and the replica susceptibility χSG (Eq. (B.7)) from below. This is shown in Fig. B.1

for the Ising spin glass at T = 2.

After sufficiently long equilibration times, χSG and χSG agree. We define the system to be

equilibrated if

∆χSG =
|χSG − χSG|
1

2
(χSG + χSG)

(B.8)

is less than 5% for three consecutive times in the t0 sequence; then we declare it equilibrated

at the fourth time. For example, if the last three equilibration times are t1 = 3 × 103,

t2 = 104, t3 = 3× 104, then the equilibration time t4 = 105. At each temperature, the initial

equilibration time is 105 MCS, and it is increased if the system is not equilibrated.

B.1.3 Specific Heat and Susceptibility

As a check of this equilibration method, we calculate the block-averaged specific heat and

magnetic susceptibility in a similar method to Yu and Carruzzo [69]. We use the form of

specific heat

CV =
1

kBT 2

(
⟨E2⟩ − ⟨E⟩2

)
=

N2
sites

kBT 2

(
⟨e2⟩ − ⟨e⟩2

)
,

(B.9)
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Figure B.1: Two times and replica susceptibility for the 2D (16×16) Ising spin glass for T = 2
averaged over 200 runs. For sufficiently long equilibration times, the two susceptibilities
agree, and the system is in equilibrium.
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where kB = 1, T is temperature, E is the total energy of the lattice, Nsites is the total number

of sites, and e is the total energy of the lattice divided by the number of sites. In a similar

form, we have the magnetic susceptibility

χ =
1

kBT

(
⟨M2⟩ − ⟨M⟩2

)
=

N2
sites

kBT

(
⟨m2⟩ − ⟨m⟩2

)
,

(B.10)

where kB = 1, T is temperature, M is the total magnetization of the lattice, Nsites is the

total number of sites, and m is the total magnetization of the lattice divided by the number

of sites.

To calculate the block-averaged specific heat, the energy time series of the system is divided

into equally-sized blocks. The specific heat is calculated for each block using Eq. (B.9), and

then the blocks are averaged together. For larger block sizes, the specific heat increases and

eventually levels off. The block-averaged specific heat is shown in Fig. B.2. The temperature

is in units of the standard deviation of the exchange couplings. In our simulations of the

Ising spin glass, σJ = 1.

To calculate the block-averaged magnetic susceptibility, we follow a similar procedure, but

we use Eq. (B.10) with the magnetization time series. The block-averaged magnetic suscep-

tibility is shown in Fig. B.3.

We can see qualitatively that the results of Figs. B.2 and B.3 are consistent with the spin

glass equilibration results of Fig. B.1. They indicate that the system is in equilibrium after

≈ 103 MCS.
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Figure B.2: Block-averaged specific heat versus energy time series block length for the 2D
(16×16) Ising spin glass at T = 2 averaged over 200 runs. For longer time series, the specific
heat approaches a constant value.
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Figure B.3: Block-averaged magnetic susceptibility versus magnetization time series block
length for the 2D (16×16) Ising spin glass at T = 2 averaged over 200 runs. For longer time
series, the magnetic susceptibility approaches a constant value.
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B.2 Dipoles aligned along the x, y, or z axes

We perform another 200-run set of Monte Carlo simulations of 2D (16× 16) Ising spins. In

this case, the electric dipoles lie along the x, y, or z axis. The equilibration times are shown

in Table B.2.

Temperature Equilibration and Recording Times (MCS)

1.05 ≤ T ≤ 10 105

0.85 ≤ T ≤ 1 3× 105

0.7 ≤ T ≤ 0.8 106

0.6 ≤ T ≤ 0.65 107

Table B.2: Equilibration and recording times for the 2D (16 × 16) Ising spin glass with
dipoles that lie along the x, y, or z axis for 0.6 ≤ T ≤ 10.

The noise power as a function of frequency are shown in Fig. B.4 for electric dipoles aligned

along the (a) x-axis, (b) y-axis, and (c) z-axis.

A2(T )/fα(T ) is fit to the region of the power spectra that is linear on a log-log plot. The noise

amplitudes (A2(T )) and exponents (α(T )) are shown in Fig. B.5 (a) and (b), respectively.

The dipole correlations are calculated for each axis using Eq. (4.16), and they are shown in

Fig. B.5 (c).

The frequency-dependent correlation and phase for the fixed-axis dipoles are calculated using

Eq. (4.17). The correlation and phase are shown in Fig. 4.7. For y-axis dipoles, the factor

p⃗η,i(t) · R̂η from Eq. (4.10) is small for fluctuators close to the line connecting the two

quantum dots. p⃗η,i(t) · R̂η = 0 for y-axis dipoles along this line. From this, we would expect

the correlation strength to be smallest for y-axis dipoles, and this is seen in Fig. 4.7(a). As

seen in Fig. 4.7(b), the dipole potentials at quantum dots 1 and 2 for x-axis dipoles are π

radians out of phase. Since the quantum dots lie along the x-axis, any fluctuations in x-axis

dipoles between the quantum dots will have the opposite effect on each dot.

The image dipoles are aligned for the component along the z-axis and antialigned for the
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Figure B.4: 200-run average of the noise power versus frequency for the subcases of dipoles
that lie along the (a) x-axis, (b) y-axis, and (c) z-axis.
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Figure B.5: The (a) noise amplitudes (A2(T )) and (b) noise exponents (α(T )) are calculated
from fits to the noise power. (c) Dipole correlations for the x-axis, y-axis, and z-axis dipoles.
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components along the x and y axes, so we expect the dipole potential calculated from the z-

axis component to be the most significant. For the electric dipoles with random orientations,

the results should be similar to the case of dipoles aligned along the z-axis. This is certainly

true for the dipole correlations and the noise exponents. However, the noise power and noise

amplitudes resulting from electric dipoles aligned along the z-axis are three times larger.

This is expected, since the z-axis dipoles have unit length, but the z components of the

randomly-oriented dipoles have a typical length of 1/
√
3. This corresponds to a factor of

1/
√
3
2
= 1/3 that reduces the noise amplitude.
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