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A B S T R A C T

The 160Gd(p,n)160Tb excitation function was measured between 4–18 MeV using stacked-target activation at
Lawrence Berkeley National Laboratory’s 88-Inch Cyclotron. Nine copper and eight titanium foils served as
proton fluence monitor foils, using the natCu(p,x)65Zn, natTi(p,x)48V, and natTi(p,x)46Sc monitor standards,
respectively. Variance minimization using an MCNP v.6.2 model reduced the systematic uncertainties in proton
energy and fluence. A priori predictions of the 160Gd(p,n) reaction using ALICE, CoH, EMPIRE, and TALYS, as
well as the TENDL database, are compared to the experimentally measured values.
. Introduction

Nuclear data are fundamental for radiation transport, and incorrect
r poorly-characterized nuclear data can drastically affect the results
btained. This is the case for charged-particle reactions where evalua-
ions and experimental data are limited and/or not well-characterized,
hereby limiting their usefulness as an input into radiation transport
imulations. For nuclear forensics, which examines nuclear and non-
uclear materials using analytical techniques to identify their origin
n the context of nuclear security and proliferation, simulations often
epresent a necessary method to determine isotopic inventories. How-
ver, since modeling of charged-particle excitation functions often lack
ven modest (within 20%) predictive capabilities (Voyles et al., 2018,
019), the absence of measured cross section data can greatly impact
he simulated production rates and result in non-realistic distribution of
ission and activation products in post-detonation debris (Anon, 2010,
015; Joint Nuclear Forensics Working Group of the American Physical
ociety and the American Association for the Advancement of Science,
013).

More specifically for post-detonation nuclear forensics, the ratio of
61Tb: 160Tb allows for background correction of 161Tb, an important
ission product for fission split determination (Nethaway, 1985). As
uch, 160Tb is routinely included in surrogate debris samples utilized

∗ Corresponding author.

in exercising post-detonation laboratory analysis capabilities. Improve-
ments in the 160Gd(p, n) 160Tb excitation function provides the nec-
essary nuclear data for optimizing the production of post-detonation
surrogate debris samples.

Currently, only two experimental measurements of 160Gd(p, n)
160Tb have been performed to date. Vermeulen et al. (2012) took data
in the 13–65 MeV energy range using a stacked foil technique and com-
pared a series of natGd(p, x) reaction cross sections to existing nuclear
models. Birattari et al. (1973) performed measurements ranging from
4–50 MeV, with the purpose of comparing 160Gd(p, x) reactions to those
predicted by a nuclear model in development. Vermeulen and Birattari
have two and seven experimental data points, respectively, that overlap
with the energy range in this work. These measurements differ from
each other and the TENDL-2019 evaluation by tens of percent up to a
∼80% at higher energies, as shown in Fig. 1 (Vermeulen et al., 2012;
Birattari et al., 1973; Koning et al., 2019).

Using methods similar to those established by Graves, Voyles, and
Morrell, this measured the 160Gd(p, n) 160Tb excitation function uti-
lizing a stacked-target activation technique and natural gadolinium
foils (Voyles et al., 2018; Graves et al., 2016; Morrell et al., 2020).
Iterative simulations of proton transport are used to reduce systematic
uncertainties in key quantities such as proton energy and fluence. The
measurements made over the 4–18 MeV energy range are then com-
pared to previous measurements and available nuclear data evaluations
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Fig. 1. Comparison of existing experimental data to TENDL-2019 (Vermeulen et al.,
2012; Birattari et al., 1973).

and a priori predictions using ALICE, CoH, EMPIRE, and TALYS (Blann
and Bisplinghoff, 1982; Kawano et al., 2010; Herman et al., 2007;
Koning and Rochman, 2012).

2. Materials and irradiation overview

2.1. Facility overview

The proton irradiation took place at Lawrence Berkeley National
Laboratory’s 88-Inch Cyclotron (Covo et al., 2018). The 88-Inch Cy-
clotron is a variable-beam, variable-energy K=140 isochronous cy-
clotron. It has a maximum proton energy of 60 MeV and a maximum
proton beam current of ∼20 μA. The beam can be extracted for use in
experiments in seven separate ‘‘caves’’, which are shown in Fig. 2. Cave
02 was utilized for this experiment.

2.2. Stacked-target design

A target stack was designed to measure the 160Gd(p, n) 160Tb
reaction cross section in fifteen separate natural abundance gadolin-
ium foils (Voyles et al., 2018; Graves et al., 2016; Morrell et al.,
2020). The stacked-target design maximized the number of proton
fluence monitors (copper and titanium) while maintaining approxi-
mately even energy spacing for the gadolinium measurements across
the 4–18 MeV energy range. An MCNP v6.2 (Anon., 2017) model was
developed of the stacked target using runs of 10 million protons to
model charged-particle energy loss throughout each layer of the foil
stack.

The 18.0 MeV proton beam was modeled as a mono-directional
beam along the 𝑥-axis, centered in the y–z plane for the foil stack. The
beam was modeled with a Gaussian energy spread of 2% (Voyles et al.,
2019; Morrell et al., 2020). Each foil in the stacked target was modeled
using the measured geometry of each foil (length width, thickness,
and density) in the MCNP input deck. The dimension and propagated
measurement uncertainties for each foil used in the final stack are
shown in Table 1. The areal densities used were calculated from the
measured mass and foil areal dimensions. The MCNP models used the
default ENDF/B-VII.1 libraries for reaction data (Anon., 2017), with the
exception of the natGd(p, x) and the natTi(p, x) reactions, which used
the evaluations from TENDL-2019’s as the ENDF/B-VII.1 ace files were
not available (Koning et al., 2019).

Fig. 3 illustrates each of the materials used and their location in the
foil stack. The iron foil used at the beginning of the stack was placed on
a sheet of self-developing GafChromic film to provide a radiograph of
the beam spread to confirm after irradiation. This radiograph showed
2

Table 1
Measured foil specifications for each foil in the stacked-target. The foils are listed in
order of interaction with the incident beam.

Foil Thickness (μm) Areal density (mg/cm2)

Fe 29.0 ± 0.5 19.80 ± 0.09
Cu-01 26.9 ± 0.1 22.29 ± 0.11
Gd-01 11.8 ± 0.2 8.53 ± 0.05
Ti-01 26.2 ± 0.3 11.29 ± 0.06
Cu-02 26.7 ± 0.1 22.24 ± 0.11
Gd-02 9.0 ± 0.1 6.50 ± 0.04
Ti-02 26.7 ± 0.3 11.04 ± 0.06
Cu-03 26.9 ± 0.1 22.21 ± 0.11
Gd-03 11.5 ± 0.1 8.06 ± 0.05
Ti-03 26.4 ± 0.5 11.11 ± 0.06
Gd-04 9.0 ± 0.3 6.40 ± 0.04
Cu-04 26.6 ± 0.1 22.10 ± 0.11
Gd-05 12.7 ± 0.2 9.07 ± 0.05
Ti-04 26.1 ± 0.1 11.04 ± 0.06
Gd-06 12.4 ± 0.2 8.51 ± 0.05
Cu-05 10.6 ± 0.2 8.68 ± 0.05
Gd-07 13.0 ± 0.2 9.31 ± 0.05
Ti-05 25.8 ± 0.4 11.16 ± 0.06
Gd-08 12.7 ± 0.3 9.46 ± 0.05
Cu-06 9.9 ± 0.4 8.38 ± 0.05
Gd-09 11.0 ± 0.2 8.42 ± 0.05
Ti-06 22.6 ± 0.1 11.08 ± 0.06
Gd-10 12.5 ± 0.2 9.23 ± 0.05
Cu-07 9.7 ± 0.1 8.38 ± 0.05
Gd-11 11.6 ± 0.2 8.60 ± 0.05
Ti-07 22.6 ± 0.1 10.99 ± 0.06
Gd-12 11.5 ± 0.1 8.82 ± 0.05
Cu-08 10.1 ± 0.2 8.53 ± 0.05
Gd-13 9.5 ± 0.4 7.02 ± 0.04
Ti-08 25.6 ± 0.2 10.95 ± 0.05
Gd-14 8.8 ± 0.2 6.59 ± 0.04
Cu-09 10.6 ± 0.2 8.77 ± 0.05
Gd-15 10.2 ± 0.3 7.51 ± 0.05
SS 129.6 ± 0.3 104.1 ± 7.3

that the beam was centered and collimated within the first copper foil,
Cu-01. The stainless steel foil at the end of the stack functioned as a
beam stop and a radiograph taken using it confirmed that the beam
remained collimated throughout the stack.

The experimental apparatus, including the sample holder, a tita-
nium monitor foil, a Kapton-encapsulated gadolinium foil, and the
stacked-target assembly, are shown in Fig. 4. The 3M® 5413-Series Kap-
ton polyimide film tape was applied to both sides of each gadolinium
foil — each piece of tape consists of 43.2 μm of a silicone adhesive
(nominal 4.79 mg/cm2) on 25.4 μm of a polyimide backing (nominal
3.61 mg/cm2). A small gap between each foil, roughly 1

16 of an inch,
existed due to the thickness of the sample holders, seen in Fig. 4(a).
This was neglected in the modeling as the stacked-target assembly is
under a 5 × 10−6 torr vacuum.

2.3. Measurement of induced activities

A multi-nuclide source containing 241Am, 88Y, 109Cd, 57Co, 123mTe,
51Cr, 113Sn, 85Sr, 137Cs, and 60Co was used to calibrate an Ortec
GEM-F8250P4 (S/N: 51-TP42244 A) High-Purity Germanium (HPGE)
detector with a 13-bit digitizer used for the measurement of the in-
duced activities in each foil in this work. The initial counting began
approximately 16 days after the end of beam. The efficiency at each of
the gamma energies from the multi-nuclide calibration source was fit
using an HPGe efficiency function given by:

𝜖 = 𝐴 ln(𝐸𝛾 ) + 𝐵
ln(𝐸𝛾 )
𝐸𝛾

+ 𝐶
ln(𝐸𝛾 )2

𝐸𝛾
+𝐷

ln(𝐸𝛾 )4

𝐸𝛾
+ 𝐸

ln(𝐸𝛾 )5

𝐸𝛾
, (1)

where 𝐴,𝐵, 𝐶,𝐷, and 𝐸 are fit parameters and 𝐸𝛾 is the gamma decay
energy (Kis et al., 1998). An example energy calibration for the 10 cm
counting position is shown in Fig. 5.
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Fig. 2. Schematic of LBNL’s 88-Inch Cyclotron displaying each of the beam lines and experimental caves. This experiment was conducted in Cave 02, highlighted in the
schematic (Covo et al., 2018).
Fig. 3. Schematic of the stacked target implemented in this work for the order shown in Table 1. All Gd foils were encapsulated in Kapton tape, which is not shown in the
schematic.
While Eq. (1) is useful for determining the mean efficiency at a
given gamma-ray energy, it does not directly provide any uncertainty
quantification. The covariance matrix determined from the curve fit
of Eq. (1) using the measured multi-nuclide source activity data was
sampled using a multivariate sampling function to generate 10,000
samples of the fit parameters consistent with the covariance in Eq. (1)
fit parameters. Gaussian fits were performed for the energy-dependent
efficiency probability distributions allowing the extraction of 𝜎 to quan-
tify the uncertainty at a given gamma-ray decay energy. The relevant
efficiencies and corresponding uncertainties are shown in Table 2.

Using the efficiency from Eq. (1), the end of beam (EOB) activity
can be calculated as:

𝐴0 =
𝐶 𝜆

(1 − 𝑒−𝜆𝑡𝑐 )𝑒−𝜆𝑡𝑗 𝜖 𝑓𝑡 𝐼𝛾
, (2)

where 𝐶 is the number of counts in a given peak, 𝜆 is the decay constant
of the product [s−1], 𝑡𝑗 is the amount of time between the end of
irradiation and the beginning of a spectrum acquisition [s], 𝑡𝑐 is the
amount of counting time [s], 𝜖 is the detector efficiency at the energy
corresponding to 𝐶 from Table 2, 𝑓𝑡 is the fraction of live time, and 𝐼𝛾
is the intensity of the gamma decay being measured. Self attenuation
was less than 0.1% for all lines measured and was neglected. PeakEasy
4.98.1 was used to determine the counts in each peak from the HPGe
gamma spectra (Rooney and Felsher, 2018). The decay constant 𝜆 and
branching ratios 𝐼𝛾 are obtained from Wu (2000), Burrows (2006),
Brown and Tuli (2010) and Reich (2005). For reaction channels with
multiple gamma-decay lines, as shown in Table 2, final activities were
determined from a correlated uncertainty-weighted mean of the activ-
ity from each prominent gamma-decay line (Kauermann and Carroll,
2001).

Due to the thin, ∼10–25 μm foils used, the recoiling nucleus can
escape and deposit into the next foil. This was seen in the data, pri-
marily with recoils from the titanium and 10 μm copper foils (i.e. thin
and ‘‘low’’ Z resulting in longer recoil ranges). No gadolinium recoils
were observed in other foils, primarily due to the Kapton encasing.
The induced activity for primary gamma-ray decays observed in the
3

immediately subsequent foil was added to the activity observed in the
preceding foil to determine the total induced activity. For example, re-
coils from Cu-05, a 10 μm foil, were observed in Gd-07, the subsequent
foil in the foil stack as shown on Table 1. This effect was relatively
minor resulting in ∼1% increase in induced activity for each foil in
which this was observed.

The uncertainty in 𝐴0 is given as:

𝛿𝐴0 = 𝐴0

√

( 𝛿𝜖
𝜖
)2 + ( 𝛿𝜆

𝜆
)2 + ( 𝛿𝐶

𝐶
)2 + (

𝛿𝐼𝛾
𝐼𝛾

)2 + (𝑡𝑗𝛥𝜆)2 + (𝑡𝑐𝛥𝜆)2. (3)

The uncertainty in the fraction of live time is neglected as insignificant.
The uncertainty in the efficiency 𝛿𝜖 is given in Table 2. The uncertainty
in counts 𝛿𝐶 was determined from the uncertainty in the PeakEasy fit-
ting (Rooney and Felsher, 2018). The decay constant uncertainty 𝛿𝜆 and
branching ratio uncertainty 𝛿𝐼𝛾 are obtained from Wu (2000), Burrows
(2006), Brown and Tuli (2010) and Reich (2005). The uncertainty in
the time between the end of irradiation and the beginning of counting
𝛿𝑡𝑗 is known to the second for the end of irradiation and beginning of
counting. The uncertainty in the counting time 𝛿𝑡𝑗 is 0.5 s.

2.4. Proton beam energy

To determine the assigned proton energy for the cross-section mea-
surements, the proton energy distribution was tallied in the MCNP
model for each of the Gd foils. Results from this tally are shown
in Fig. 6. While the distributions approximately follow a Gaussian
distribution, there is a low-energy tail resulting in a slight shift of the
mean. This tail is highlighted against a Gaussian fit for the Gd-10 proton
energy distribution in Fig. 7.

Therefore, the mean energy is reported as a flux-weighted average
⟨𝐸⟩:

⟨𝐸⟩ =
∫ 𝐸 𝑑𝜙

𝑑𝐸 𝑑𝐸

∫ 𝑑𝜙
𝑑𝐸 𝑑𝐸

, (4)

where 𝐸 represents the energy for each proton and 𝑑𝜙
𝑑𝐸 is the differential

proton flux obtained from MCNP modeling of proton transport for a
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Fig. 4. Schematic of the Lucite sample mount (a) and photos of the mounting strategy for gadolinium (b), titanium and copper monitor foils (c), and the stacked-target assembly
(d). The proton beam enters at the window in the bottom of the stacked-target assembly in (d).
Table 2
Relevant gamma-ray decay energies, their intensities and half-lives, and the calibrated efficiencies and relative uncertainty
determined using multivariate sampling of Eq. (1) covariance matrix.

Rx Gamma-ray 𝐼𝛾 𝑡1∕2 Efficiency Rel. efficiency
product energy (keV) (%) uncertainty (%)
46Sc (Wu, 2000) 889.277 99.9840% 10 83.79 d 4 0.001911 0.67

1120.545 99.9870% 10 0.001611 0.70
48V (Burrows, 2006) 983.525 99.98% 4 15.9735 d 25 0.001771 0.69

1312.106 98.2% 3 0.001411 0.86
65Zn (Brown and Tuli, 2010) 1115.539 50.004% 10 243.93 d 9 0.001602 0.71
160Tb (Reich, 2005) 298.5783 26.1% 6 72.3 d 2 0.010492 0.87

879.378 30.1% 6 0.004892 0.67
966.166 25.1% 5 0.004542 0.69
1177.954 14.9% 3 0.003902 0.71
4
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Fig. 5. Example efficiency calibration for the HPGe at the 10 cm counting position,
obtained from the multi-nuclide source. Error bars not depicted are smaller than the
marker.

Fig. 6. MCNP-modeled proton energy distributions in each Gd foil.

Fig. 7. Proton energy distribution determined from the MCNP model for Gd-10
compared to a Gaussian fit of the data. While the means are similar, there is a
shift in the means towards lower energy due to the low-energy tailing seen in the
MCNP-modeled proton energy distribution that is not captured in the Gaussian fit.

specific foil (Voyles et al., 2018). Fig. 7 shows the difference between
the MCNP-modeled energy distribution and the Gaussian fit for foil Gd-
10. The Gaussian fit predicts a mean energy of 9.89 MeV, while the
flux-weighted average, used in this work to assign the mean proton
energy for each cross section, predicts a mean of 9.87 MeV. The
standard deviation determined from the Gaussian fit of each Gd foil
5

Fig. 8. Monitor foil predicted current as a function of beam energy before variance
minimization.

was assigned as the uncertainty in energy space (Voyles et al., 2018,
2019; Graves et al., 2016; Morrell et al., 2020).

2.5. Proton beam fluence

Interlaced throughout the foil stack are several titanium and copper
foils, which act both as beam degraders and monitor foils used to
determine the proton beam current (Graves et al., 2016). For this work,
the natTi(p, x) 48V, natTi(p, x) 46Sc, and natCu(p, x) 65Zn reactions
were used. All are well studied and commonly used in stacked foil
experiments (Voyles et al., 2018, 2019; Graves et al., 2016; Morrell
et al., 2020; Hermanne et al., 2018). The shorter-lived isotopes of each
monitor foil were not used due to the delay between irradiation and
counting. Consequently, the short-time variations in the beam intensity
can be neglected due to the product half-lives being much longer than
the time period over which these variations occur. This simplifies the
analysis, and only the total proton beam fluence was quantified.

Using these monitor foil reactions, proton beam fluence, in units of
nanoampere hours (nAh), can be determined by the relation:

𝐼𝛥𝑡 =
𝐴0𝛥𝑡

𝜌𝛥𝑟(1 − 𝑒−𝜆𝛥𝑡) ∫ 𝜎(𝐸) 𝑑𝜙𝑑𝐸 𝑑𝐸
, (5)

where 𝐴0 is the experimentally-measured EOB activity of the monitor
foils [Bq] from Eq. (2), 𝛥𝑡 is the irradiation time [s], 𝜌𝛥𝑟 is the areal
number density of the monitor foil [ #

𝑐𝑚2 ], 𝜆 is the decay constant in
[s−1] of the monitor foil reaction product (Wu, 2000; Burrows, 2006;
Brown and Tuli, 2010), 𝜎(𝐸) is the IAEA recommended cross section
[cm2] at energy 𝐸 (Hermanne et al., 2018), and 𝑑𝜙

𝑑𝐸 is the differential
proton fluence determined using MCNP and illustrated in Fig. 7 (Voyles
et al., 2018). The resulting proton fluences for the monitor reaction data
are shown in Fig. 8.

As can be seen, this data is scattered and not physically realistic,
as the apparent proton current increases towards the rear of the stack
(i.e. at low beam energies). This is primarily due to the systematic
uncertainty in three quantities that were not measured directly, result-
ing in an inaccurate evaluation of ∫ 𝜎(𝐸) 𝑑𝜙𝑑𝐸 𝑑𝐸 in Eq. (5): the incident
beam energy, proton stopping power, and Kapton foil areal density.

2.6. Variance minimization

The MCNP model was used to vary the Kapton density and the
initial beam energy using MCNP’s pStudy (Brown et al., 2004). Beam
energy was varied between 17.8–18.2 MeV (±1.1% of the nominal
18.0 MeV) based upon variances seen in past experiments at LBNL’s
88-Inch cyclotron (Voyles et al., 2019; Morrell et al., 2020). The areal
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Fig. 9. Results from variance minimization as a function of average proton energy in
Gd-15. Each curve represents a variation of the Kapton areal density for a given incident
beam energy. The minimum standard deviation of the monitor data was an incident
beam energy of 18.05 MeV and a Kapton areal density that was 96% of nominal. This
resulted in a flux-weighted average energy of 5.3 MeV in Gd-15, compared to 4.8 MeV
using the nominal Kapton areal density and beam energy of 18.0 MeV.

density of the Kapton tape (including adhesive) were varied between
0.95–1.05% of the nominal manufacture stated values.

The energy and density parameters most consistent with the mea-
sured monitor foil data were determined by minimizing the standard
deviation of the predicted monitor reaction currents and the experi-
mentally measured currents. Fig. 9 shows the results of this variance
minimization for foil Gd-15, with the optimum incident energy being
18.05 MeV and optimum Kapton density being 96% of the nominal den-
sity. These are consistent with previous results that have shown a small
reduction from the nominal Kapton density and up to a couple hundred
keV variance in nominal beam energy for the 88-Inch Cyclotron (Voyles
et al., 2018, 2019; Morrell et al., 2020).

Fig. 10 shows the results of the variance minimization on the current
measured by the monitor reactions throughout the foil stack. After
variance minimization, there is an overall reduction in the current
variance throughout the stack, as seen when comparing Fig. 10 with
Fig. 8. Additionally, while Fig. 8 showed an increase in current towards
the rear of the stack, Fig. 10 shows a monotonic decrease in current as
expected.

The proton current at each gadolinium foil location was determined
using a correlated uncertainty-weighted mean of the monitor foil cur-
rents surrounding each gadolinium foil, termed a compartment for
brevity, throughout the target stack (Kauermann and Carroll, 2001).
The correlated uncertainty-weighted mean was calculated as:

⟨𝐼⟩ =

∑

𝑖,𝑗 𝐼𝑗
(

𝐕−1
𝑖𝑗

)

∑

𝑖,𝑗

(

𝐕−1
𝑖𝑗

) . (6)

Accordingly, the propagated uncertainty was according to:

𝛿𝐼 =
√

√

√

√

1
∑

𝑖,𝑗

(

𝐕−1
𝑖𝑗

) , (7)

where the each element 𝑖𝑗 of the covariance matrix is defined as

𝐕𝑖𝑗 =
𝛽
∑ 𝑑𝐼

𝑑𝛽𝑖
𝜎𝛽𝑖𝛴𝛽𝑖𝑗 𝜎𝛽𝑗

𝑑𝐼
𝑑𝛽𝑗

, (8)

where 𝑖 and 𝑗 = 1,… , 𝑛, 𝑛 is the number of monitor reactions in a
given compartment, and 𝛽 ∈ [𝐴0, 𝜌𝛥𝑟, 𝜆, 𝛥𝑡, ∫ 𝜎(𝐸) 𝑑𝜙𝑑𝐸 𝑑𝐸]. 𝛴𝛽𝑖𝑗 is the
correlation matrix for each 𝛽. 𝐴 is assumed to be 30% correlated for
6

0

Fig. 10. Final mean proton fluences throughout the target stack, based on the variance-
minimized observed fluence from the natCu(p, x) 65Zn, natTi(p, x) 46Sc, and natTi(p, x)
48V monitor reactions. MCNP6 uncertainties, not shown, were ≪ 0.1% at all points. The
fluence drops by approximately 2.8% from the incident fluence of 641.4 ± 15 nAh.

all reactions, 𝜌𝛥𝑟 is assumed to be 100% correlated for reactions from
the same monitor foil, 𝜆 is assumed to be uncorrelated, 𝛥𝑡 is assumed to
be 100% correlated, and ∫ 𝜎(𝐸) 𝑑𝜙𝑑𝐸 𝑑𝐸 is assumed to be 30% correlated
for reactions from the same monitor foil. A linear fit was performed
to the covariance-weighted compartment fluence, and the results are
shown in Fig. 10. This resulted in a 641.4 ± 15.0 nAh incident fluence
on the front compartment.

The data in Fig. 10 show a 2.8% drop in fluence from the Gd-01
to Gd-15. This decreasing fluence is accounted for in the measured
cross-section values at each position in the foil stack, and would be
erroneously neglected had an external current monitor been used to
measure beam current. Fig. 10 also shows the MCNP-modeled results
in comparison with the experimental results. MCNP predicts a 1%
reduction in fluence throughout the stack, less than the measured 2.8%,
providing additional evidence for the need of improvements in MCNP’s
proton transport models.

The drop in observed fluence throughout the stacked-target is due
to a combination of nuclear reactions and angular scattering. The
observed radiograph using the stainless steel foil at the end of the
target stack indicated that angular scattering contributed a very minor
amount, if any, to the overall fluence loss. However, for the MCNP
model, the nuclear reaction data is generally incomplete, hence the
reason for this research. This results in the use of model physics and
TENDL for reaction rates and charged-particle transport in key isotopes,
which has been shown to under-predict reaction rates in previous
work (Hall et al., 2020). Therefore, it is not surprising that the MCNP
model would under-predict the fluence drop throughout the stack,
hence why it is not used for determining the fluence in this work.

2.7. Calculation of cross sections

The cross section can be calculated from the EOB activity, Eq. (2),
as

𝜎 =
𝐴0

𝐼 𝜌𝛥𝑟𝑁𝑎
𝐴𝑊 (1 − 𝑒−𝜆𝑡𝑖 )𝑓𝑖𝑠𝑜

, (9)

where 𝐴0 is the EOB activity [Bq], 𝐼 is the beam current in units of
protons
sec , 𝜌𝛥𝑟 is the areal density [g/cm2], 𝑁𝑎 is Avogadro’s Number, 𝐴𝑊

is atomic weight, 𝑡𝑖 is the irradiation time [s], and 𝑓𝑖𝑠𝑜 is the percent
of a given isotope that occurs naturally. 𝐼 was determined using the
methods outlined in Sections 2.5 and 2.6; 𝜌𝛥𝑟 for each foil is shown in
Table 1. The uncertainty in the cross-section measurement is given as:

𝛿𝜎 =

√

(
𝛿𝐴0 )2 + (

𝛿𝜌𝛥𝑟
)2 + (𝑡𝑖𝛥𝜆)2 + ( 𝛿𝐼 )2. (10)
𝐴0 𝜌𝛥𝑟 𝐼
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Table 3
Measured cross sections of the 160Gd(p, n) 160Tb reaction.

Foil Energy (MeV) Cross section (mb)

Gd-01 17.07 ± 0.28 33.1 ± 1.0
Gd-02 16.11 ± 0.30 33.4 ± 1.0
Gd-03 15.06 ± 0.32 37.4 ± 1.1
Gd-04 14.44 ± 0.34 36.6 ± 1.2
Gd-05 13.55 ± 0.36 41.2 ± 1.2
Gd-06 12.84 ± 0.37 44.4 ± 1.3
Gd-07 12.18 ± 0.40 48.9 ± 1.4
Gd-08 11.41 ± 0.42 56.7 ± 1.8
Gd-09 10.72 ± 0.44 67.5 ± 2.0
Gd-10 9.87 ± 0.47 82.7 ± 2.4
Gd-11 9.10 ± 0.50 95.7 ± 2.8
Gd-12 8.15 ± 0.55 104.8 ± 3.0
Gd-13 7.26 ± 0.60 81.8 ± 2.8
Gd-14 6.16 ± 0.68 32.1 ± 1.0
Gd-15 5.01 ± 0.78 9.8 ± 0.3

Uncertainty in 𝑁𝑎, 𝐴𝑊 , and 𝑓𝑖𝑠𝑜 were neglected as insignificant. The
uncertainty in 𝜌𝛥𝑟 is determined from the propagation of uncertainty in
the mass, length, and width measurements of each foil, and is shown in
Table 1. Uncertainty in irradiation time 𝛿𝑡𝑖 is known to the second. The
uncertainty in 𝜆 was taken from Reich (2005). The uncertainty in beam
current 𝛿𝐼 is calculated from Eq. (7) for each gadolinium compartment,
shown in Fig. 10. Finally, the uncertainty in 𝐴0 was determined using
Eq. (3).

3. Results

The experimental cross sections measured in this work are shown
in Table 3. The energy uncertainty represents a one-sigma uncer-
tainty from a Gaussian fit of the proton distribution in each foil ob-
tained from the MCNP simulations after the variance minimization. The
cross-section uncertainty is a one-sigma uncertainty resulting from the
systematic and statistical error propagation in Eq. (10).

The measured cross sections are plotted in Fig. 11 in comparison
with TENDL-2019 (Koning et al., 2019), Vermeulen (Vermeulen et al.,
2012), and Birattari (Birattari et al., 1973). The threshold behavior
below ∼7 MeV closely follows the magnitude and shape measured by
Birattari; TENDL evaluation appears to be half of the experimentally
measured values in this region. The results from this work also indicate
a larger and broader peak in the excitation function, in disagreement
with TENDL predictions and the limited data from Birattari. At higher
energies, above ∼13 MeV, TENDL evaluations more closely match
with the results of this work including similar features in increased
cross section and more gradual drop which is absent in the Birattari
measurements.

While the excitation function measured in this work is generally
higher than the previous measurements by Birattari and Vermeulen,
there are a couple of reasons for this potential disagreement. First,
Birattari used a current integrator instead of monitor foils and did not
account for the current drop across the aluminum degrader required
to reach energies below 18 MeV at the Milan AVF cyclotron (Birattari
et al., 1973). Second, an increase in the excitation function is expected
based on the change in 160Tb 879 keV branching ratio used in Birattari’s
work from 32.1% in 1973 to 30.1% in 2020 (Birattari et al., 1973;
Reich, 2005).

Several nuclear data models’ predicted excitation functions were
compared to the results from this experiment. The default optical
models and E1 gamma strength function models for each code are
presented in Table 4 (Capote et al., 2009). EMPIRE, CoH, and TALYS (as
well as the TALYS-generated TENDL database) are all widely-used re-
action modeling codes based upon Hauser–Feshbach theory, while AL-
ICE uses Weisskopf–Ewing calculations instead. Pre-equilibrium mod-
eling in EMPIRE and ALICE relies upon a Hybrid Monte-Carlo Simula-
tion model, whereas TALYS and ALICE use a two-component exciton
pre-equilibrium model.
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Fig. 11. 160Gd(p, n) cross sections obtained from this work compared to TENDL-
2019 (Koning et al., 2019), previous experimental data from Birattari and Ver-
meulen (Vermeulen et al., 2012; Birattari et al., 1973), and modeled results using
ALICE, CoH, Empire 3.2.3, and TALYS (Blann and Bisplinghoff, 1982; Kawano et al.,
2010; Herman et al., 2007; Koning and Rochman, 2012).

Fig. 11 shows a comparison between each of the data models,
the previous experimental points, and the data from this experiment.
In general, using default parameters, all models fail to consistently
(within 20%) reproduce the experimental data, including both the
results presented in this work, as well as prior measurements. For the
present case, modeling is restricted to a single target isotope without
any competing channels leading to the same residual product, both
of which avoid additional complexity in such ‘‘cumulative’’ reaction
modeling of multiple separate channels leading to 160Tb. While low-
energy (p, n) modeling presents a relatively easy challenge, the static
deformation of the 160Gd(p, n) target adds an additional complexity,
necessitating the use of coupled-channel calculations for this multiple-
exciton process, to extend the optical models used for spherical nuclei.
Even in this context, all models exhibit very poor predictive power.

Of the models, TALYS/TENDL both do the best job of reproducing
the compound peak observed near 8 MeV in the experimental data, but
underestimate the magnitude of this peak, for both the present data, as
well as that of Birattari. ALICE and EMPIRE do a better job with the
magnitude of the compound peak, though their prediction of the peak
at higher energies when compared to the experimental data suggests a
suppression of the incoming particle channel, leading to an enhanced
effective energetic threshold. CoH fails to reproduce both the location
and magnitude of the compound peak, clearly performing the worst of
these models presented here.

Moving to higher energies, it is apparent that ALICE does an ex-
cellent job of reproducing both the shape and magnitude of the pre-
equilibrium tail for the data presented in this work, and EMPIRE does
the same for the Birattari data. Despite the small number of data
points in this energy region, the Vermeulen data appears to suggest
a tail shape with a transition between those of ALICE and EMPIRE.
The tail shape for TALYS/TENDL surprisingly predicts the growth of
a secondary peak near 18 MeV, a feature not observed in any of the
experimental data, suggesting that these models underestimate other
channels in this energy region. As with the compound peak, CoH fails
to reproduce both the shape and magnitude of the pre-equilibrium,
suggesting that it overpredicts the feeding of other channels in this
energy region.

Based on this comparison, it is difficult to declare any of these
models as clearly superior in terms of predictive power. However, as
has been seen in recent work (Voyles et al., 2018, 2019; Fox et al.,
2020), the default predictive power of these codes, even for strongly-
fed channels, often holds only locally and does not extend to adjacent
channels. This problem exhibits a complex residual topology for any
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Table 4
Default settings for the reaction codes.

Code version Proton/Neutron optical model Alpha Optical Model E1 𝛾SF model Level density model

EMPIRE-3.2.3 (Herman et al.,
2007)

Koning–Delaroche (Koning and
Delaroche, 2003)

Avrigeanu (2009) (Avrigeanu et al.,
2009)

Modified Lorentzian (Belgya
et al., 2006)

Empire (Herman et al., 2007,
2013)

TALYS-1.9 (Koning and
Rochman, 2012)

Koning–Delaroche Specific folded potential (Koning and
Rochman, 2012)

Brink-Axel Lorentzian (Koning
and Rochman, 2012)

Gilbert & Cameron (Gilbert
and Cameron, 1965)

CoH-3.5.3 (Kawano, 2003;
Kawano et al., 2010)

Koning–Delaroche Avrigeanu (1994) (Avrigeanu et al.,
1994)

Generalized
Lorentzian (Kawano, 2003;
Kawano et al., 2010)

Gilbert & Cameron

ALICE-2017 (Blann, 1996) Nadasen (Nadasen et al., 1981) Parabolic
Diffuse-Well (Darrah Thomas, 1959)

Berman–Fultz
Lorentzian (Berman and Fultz,
1975)

KRK (Kataria et al., 1978)
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global optimization, as these channels are both highly correlated and
constrained, leading to high sensitivity in seeking a global minimum in
parameter space. As this is not a trivial process, this provides further
evidence that further channel observations (including all dominant
channels), are needed to improve the default predictive power for
reaction modeling of rare-earth nuclei in these models.

4. Conclusion

This work reports the 160Gd(p, n) 160Tb excitation function between
–18 MeV obtained using stacked-target activation at Lawrence Berke-
ey National Laboratory’s 88-Inch Cyclotron. In post-detonation nuclear
orensics, the ratio of 161Tb: 160Tb allows for background correction of
61Tb, an important fission product for fission split determination. The
ross sections results reported in this work represent improvements in
umber, precision, and uncertainty quantification over previous exper-
mental measurements thereby enabling optimizing of the production
f post-detonation surrogate debris samples and improved analysis of
etonation debris for nuclear forensics and attribution.
A priori predictions of the 160Gd(p, n) reaction using default pa-

ameters for ALICE, CoH, EMPIRE, and TALYS, as well as the TENDL
atabase, are compared to the experimentally measured values. In
ll cases, the four codes had difficulty reproducing the magnitude
nd shape of the excitation function reported across the energy range
onsidered in this work. For the compound peak observed near 8 MeV,
LICE and EMPIRE do a reasonable job with the magnitude of the com-
ound peak, but both appear to suggest a suppression of the incoming
article channel, resulting in a shift of the peak and a higher effective
nergetic threshold. At higher energies (> 10 MeV), ALICE does an
xcellent job of reproducing both the shape and magnitude of the pre-
quilibrium tail. This highlights the issue that, even for strongly-fed
hannels, the default predictive power of these codes, is often localized
nd not generalizable for rare-earth nuclei.

This work focused on presenting the 160Gd(p, n) reaction important
or post-detonation forensics, but additional data was obtained for
𝑎𝑡Gd(p, x) channels in this energy range. Future work will interpret and
resent the results from all (p, x) reaction channels measured. Several
f these channels have limited to no measured data available, thereby
roviding data to further constrain nuclear data evaluations and codes
n this energy range for rare-earth nuclei.
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