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ABSTRACT OF THE DISSERTATION

Design and Implementation of mm-Wave Wireless Transceiver System

By

Hang Zhao

Doctor of Philosophy in Electrical Engineering

University of California, Irvine, 2022

Professor Michael Green, Chair

Deploying large arrays of antennas for wireless communications, an idea referred to as mas-

sive MIMO, is seen as a critical technology for achieving the huge gains in spectral efficiency

(SE) needed to meet the ever-increasing demand for wireless services. The main challenges

of this technique are its high cost (in terms of both power consumption and hardware com-

plexity) and achieving good performance of the transceiver elements, especially at mmWave

frequencies.

In order to reduce the cost of the mmWave receiver, a 28-GHz one-bit receiver element

deploying wireless LO distribution is studied and fabricated using the TowerSemi 0.18um

BiCMOS process. Unlike conventional MIMO structures, in this work both the RF and

the broadcast single-ended local oscillator (LO) signal are received through the RF input

port and directly converted to an IF signal by using a simple low-power square-law detector.

Moreover, since the composite LO and RF signals share the same amplifying chain, additional

LO buffers are not needed. The analysis of the noise performance and challenges for designing

the receiver element are also presented.

For the second work, a four-channel mmWave MIMO transceiver array, which operates at

28GHz for the 5G New Radio (n257). Each channel includes a transmitter (Tx) a receiver

(Rx), and a LO phase shifter that combines the passive and active phase-shifting techniques.

xi



To achieve a flatter and wider bandwidth for both Rx and Tx, a novel passive matching

network, based on a transformer, is analyzed and implemented on chip. The chip was

fabricated in TowerSemi 0.18um BiCMOS process.

The transimpedance amplifier (TIA) is another critical block following the frequency con-

verter, which can be the bottleneck of the system’s linearity. With the increasing of com-

munication data rates, the TIA is required to obtain a wider bandwidth with good linearity.

As a result, it is important to model the high-frequency nonlinear behavior of the TIA. In

the third work, the filtering behaviors of various nonlinear sources are analyzed. Based on

this analysis, new frequency behavior models of both single-stage and open-loop two-stage

amplifiers have been found. Finally, by applying feedback theory together with those mod-

els to a closed-loop two-stage TIA, high-frequency behavior of odd-order nonlinearities are

accurately modeled.
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Chapter 1

Introduction

1.1 5G Communication via mm-Wave Frequency

The ever-increasing demand for high-speed communications drives the wireless communi-

cation technology that has evolves from the first generation to the recent fifth generation

(5G). Compared with the 4G/LTE benchmarks, the 5G communication standard targets

data rates up to 20Gbps, with latency as low as 1ms, and with over one million simulta-

neous connections per square kilometer according to the International Telecommunications

Union Radio communications (ITU-R) [1]. Confronted with these challenges, the currently

used wireless bands are not enough, even when higher-order modulation schemes are used.

In order to achieve the desired high performance, the best solution is to move the carrier

up to a higher frequency, into the millimeter-wave(mmWave) frequency band as shown in

Fig. 1.1, which shows the communication bands that have already been proposed for mobile

use. These defined bands, also known as FR2 (radio frequency 2), refer to an operating

frequency range from 24.25GHz to 52.6GHz. In this way, wider unoccupied frequency bands

can be utilized to satisfy the demands for future wireless communication.
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Figure 1.1: MIMO receiver array deploying direct detection [1]
.

The mmWave frequencies used for the cellular communication are partitioned into two sep-

arate bands: low-band (24−30GHz) and high-band (35−49GHz). The bands contains an

aggregate bandwidth of more than 20GHz, which is much more than the sum of the previous

generations of communication band. In this way, higher data rates can be achieved.

In addition to unlocking a rich frequency band, an added benefit of using mmWave for

communication is the reduction of the size of the passive components used both on- and off-

chip. Unlike a digital IC, whose size is highly dependant on the scaling of the active devices,

the size of an RFIC depends primarily on the operating frequency of the circuits because

the passive on-chip devices, such as spiral inductors or transmission lines, use the majority

of the area. Thus when designing circuits at mmWave frequencies, all the passives will scale

down accordingly, thereby reducing the size of the front-end circuitry. Similarly, the size of

each off-chip antenna can also be reduced, allowing a multiple antenna system to occupy an

area similar to that of a single antenna operating at low frequency, thus making multi-input

multi-output (MIMO) feasible. In reality, the MIMO technique becomes a desirable choice

for mmWave front-end transceiver design since it enables increases in both the output power

(defined as array gain) and the spectrum efficiency. With a higher data rate and the smaller

antenna size, many more Internet of things (IoT) devices can be connected to the internet.

Moreover, some high-data rate applications such as 8K TV, VR/AR and edge computing

will work more smoothly.

2



1.2 Challenges of Communication via mm-Wave Fre-

quency

Though utilizing the mm-Wave frequency bands provides a number of benefits, such as

higher data rate, lower latency and smaller passive size, designing the transceiver chips and

systems operating at mmWave frequencies poses a number of challenges at both the system

and device levels. First, channel loss, which refers to the loss of the transmitting signal

through a simple light-of-sight link, will increase due to the increased frequency. Ideally, the

power received at the antenna depends on both the antenna area and the distance between

the source and the antenna, which is described in the Friis transmission equation:

Pr =
PtGrGtλ

2

(4πR)2
(1.1)

where Pr and Pt are the transmitted and received power respectively; Gr and Gt are the

antenna gain at Rx and Tx sides, respectively; λ is the wavelength; and R is the communi-

cation distance. This equation shows that with higher frequency (shorter wavelength), the

channel loss will be higher. However, in the next chapter it will be shown that by using the

MIMO technique, the channel loss can be compensated and even improved by using multiple

antennas on both the Tx and Rx sides.

Another challenge is the penetration loss, which is the power loss that results when the

signal propagate through certain types of material. Recent research and experiments [3–5]

have shown that the penetration loss increases at higher frequencies compared, especially

for certain building materials. Moreover, [6] also shows that different weather conditions,

particularly rain, will increase the loss of the signal at high frequencies.

The third challenge pertains to having multiple antennas implemented on either the Tx or Rx

side for compensating the loss. In a conventional architecture, where RF front-end circuitry

3



is placed behind each of those antennas, the whole system will consume very high power,

proportional to the antenna array size. In order to reduce this excessive power dissipation, the

MIMO system can be implemented using shared IF/Baseband processing; however, sharing

the RF front-end, especially the low-noise amplifier (LNA) and the power amplifier (PA),

can be difficult. For example, in order to share the PA/LNA, a power splitter/combiner

must be implemented in front of those two blocks, which will introduce substantial loss at

mmWave frequencies. For the LNA, this loss will increase the noise figure (NF), which is

a critical parameters for the LNA performance, and an excessive NF increase will result

in a significant reduction of the communication distance, thereby dramatically increasing

the number of base stations required to cover a certain area. On the other hand, the PA

is the most power hungry block in the RF front-end, and even a 10% efficiency reduction

can substantially increase the power consumption for the entire receiver chain. The passives

added after the PA output will dramatically reduce the power delivered to the output of the

antenna, and also reduce the efficiency. As a result, the best way to implement a MIMO

system is to equip each antenna with its own RF front-end, which includes at minimum

a PA, LNA, and an RF switch. This thesis provides a detailed comparison of the power

consumption and the beamforming flexibility for different MIMO structures.

The fourth challenge is the device performance degradation at high frequency. Typically

the device gain will drop with the increase of the frequency. In order to maintain the

desired gain, higher bias currents and more stages would be required, which will introduce

higher NF. In addition, carefully modeling and simulating both active and passive devices is

critical at mmWave frequencies, in order to minimize the unwanted parasitics. Moreover, the

layout of the critical high-frequency and high-power circuits will also influence the circuits

performance.

In this thesis, some possible ways to improve the performance of the critical circuits blocks

and to reduce the cost and the complexity of the antenna system are provided.
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1.3 Organization of This Thesis

This thesis is organized as follows. Chapter 2 analyzes and compares the modulation schemes

and the MIMO architectures, and then presents a receiver element that deploys the LO

wireless distribution with the direct detection. Chapter 3 describes techniques for design-

ing the MIMO TRx front-end, the phase shifter, and the matching network at mm-Wave,

and presents a novel design of a TRx system. Chapter 4 focuses on the baseband amplifier

design, which is also critical due to the increased communication bandwidth. Finally, a com-

plete analysis of a transimpedance amplifier (TIA) nonlinearity’s high-frequency behavior is

presented in Chapter 5, which helps to understand the dominant limitations of the TIA’s

linearity throughout the desired bandwidth.
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Chapter 2

A 28-GHz MIMO Receiver Element

2.1 Introduction

Deploying large arrays of antennas for wireless communications, an idea referred to as massive

MIMO [7], is a critical technology for achieving the high spectral efficiency needed to meet

the ever-increasing demand for wireless services. This technology enables the deployment of

higher (e.g., millimeter wave) frequencies, since shorter wavelengths mean a large array can

be compact in size, and the large array gain can compensate for the increased propagation

losses [8]. On the other hand, direct implementation of massive MIMO can be very costly in

terms of both hardware complexity and power consumption due to the fact that each array

element will require a power-consuming RF front-end, high-quality phase shifting blocks,

and the distribution of a coherent LO to hundreds of those elements. Confronted with those

challenges, new techniques and hardware implementations are needed that reduce the size,

cost and power consumption of the MIMO transceiver element. In this chapter, a receiver

element that deploys wireless LO distribution and coarse quantization is presented, and it is

shown how those approaches simplify the receiver system while greatly reducing the power
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consumption.

The chapter organized as follows: Section 2.2 introduces methods to reduce the cost and

complexity of the massive MIMO system by deploying wireless LO distribution, and analyzes

the benefits of having a large-sized array while using lower-order modulation. Section 2.3

introduces the receiver element’s system topology and analyses the influence of noise and

other nonidealities on the performance. Section 2.4 describes the details of the receiver

circuit design. Sections 2.5 gives the measurement results.

2.1.1 Review of Architectures of MIMO System

The channel loss is a critical issue when designing a communication physical layer at mm-

Wave frequencies. As discussed in Chapter 1, the light-of-sight loss is in proportional to the

square of the operating frequency. To compensate this loss, more antennas are needed so that

the antenna gain in (1.1) can be increased. The benefit of designing high-frequency antennas

is the size of each individual antenna can be small, so within the same area more antennas

can be implemented. As an approximation, we assume that the number of antennas N

within a certain area is inversely proportional to the square of wavelength. When multiple

antennas are placed closely to each other and sending (or receiving) the same modulated

data with different phase shifts, the transmitted signals will interact with each other either

constructively or destructively. As shown in Fig. 2.1 [2], d is the distance between any

two adjacent antennas, and k = 2π/λ is the propagation constant. If the spacing between

antennas is uniform, then the phase shift between two adjacent antennas will be constant,

and there will be one phase angle θ where the amplifier outputs will be constructive; for all

other directions, those outputs will be partially or fully destructive. This phenomenon causes

the transmitted (or received) signal of the phase array to become strong at one direction,

which forms a ”beam.” However, in the other directions, the signal will partially cancel with
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Figure 2.1: Phase array for beamforming [2].

each other, and becomes the ”sidelobe.”

From this analysis it can be seen that the power will be strengthened due to the use of

multiple antennas, whose number is proportional to the total antenna area and inversely

proportional to the square of the wavelength. Here we define the antenna gain as:

Gant =
4πA

λ2
(2.1)

where A is the antenna gain defined in (2.1) is the same as the Gr or Gt defined in (1.1).

Thus when an antenna array is implemented, the channel loss can not only be compensated

but there are also additional power gain benefits as the operating frequency is increased.

However, this is at the cost of implementing transceiver elements after each added antenna,

which will increase the power consumption of the phase array system.

Fig. 2.2 shows four typical ways to implement a MIMO array system. For simplicity, the

mixers and other RF blocks are not shown. The digital beamformer has the advantage of
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providing full beamforming flexibility without requiring any high-performance analog phase

shifters or sidelobe cancellers, which usually consume considerable power and can be complex

to design. Thus the digital approach can achieve higher dynamic range with better linearity

[9]. As alternatives to the digital beamformer architecture, the other three architectures

save power by sharing at least one AD/DA converter. Among those architectures, the hy-

brid beamformer is commonly used [10, 11] due to its good RF front-end performance, and

certain degrees of beamforming flexibility. To make use of the benefits of the digital beam-

former architecture while avoiding implementing power-consuming high-resolution AD/DA

converters, one possible way is to instead implement low-resolution converters, even down to

one bit per in-phase and quadrature component. Although high-order modulation schemes

exist, the lower power consumption for each individual channel enables a larger array of

antennas with a fixed power budget. In this way a higher overall spectral efficiency can be

achieved as discussed in [12]. In addition to increasing the overall spectral efficiency, the use

of low-order modulation also allows for better tolerance of higher amplitude/phase noise and

less stringent linearity requirements.

The main focus of this chapter is to implement a receiver element used in a digital beamformer

that includes a one-bit ADC that supports low-order modulation (such as QPSK), while

sharing the RF and LO amplifying chain to further reduce the power consumption required

for each receiver element.

2.1.2 Review of Circuits Design Considerations at mm-Wave fre-

quency

For designing circuits at mmWave frequencies, there are additional design considerations,

not required at lower frequencies, to ensure good agreement between the measurement and

the simulation results. First of all, more passives will require EM simulation instead of the
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Figure 2.2: Types of MIMO beamforming sytem.

usual RC parasitic extraction. The reason is that when the layout dimension is larger than

λ/10, the passives can no longer be treated as lumped elements. For example, the λ of a

30GHz sine wave in free space is 10mm, but on the silicon (with a normal dielectric constant

of 11.9) is 2.9mm. In practice, EM simulation is required for any circuitry dimension higher

than 30µm, in order to have sufficient simulation accuracy. Passives with large dimensions,

such as long traces for connecting the blocks, must be modeled as transmission lines (Tline)

with appropriate termination on both sides for good matching. This also addresses the

importance of T-line design at the mmWave frequencies.

The conventional methods of designing microstrip lines and coupler waveguides (CPW) are

shown in Fig. 2.3 [13]. With the grounded lines placed on either side of the signal trace,
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Figure 2.3: Different types of the transmission line[2]: (a)microstrip line, (b)CPW line.

the majority of the field lines will not penetrate the high-loss substrate, thereby reducing

the loss. The lower loss CPW is widely accepted when designing Tlines at high-frequencies.

To further minimize the loss of the Tline, [14] presents a good comparison of designing

with different Tline dimensions, and with different substrate and ground shielding options

to optimize the performance. The slow-wave CPW Tline [15] is also used to reduce the total

length of the Tline in order to reduce the area cost of implementing long Tlines. In addition,

by using the advanced fabrication technologies, for example the silicon-on-isolator (SOI), the

high-resistivity substrate can reduce the induced current introduced by the passives so as to

lower the loss.

In additional to the passive design considerations, the power and ground distribution is an-

other important consideration at mm-Wave frequency. Even a short narrow trace (L = 50µm,

W = 10µm) will introduce tens of pH inductance to the circuitry. Though the IR drop in-

fluence of this trace can be ignored, the introduced inductance is directly added to the

amplifier’s load or source terminal which can shift operating frequency down. For example,

an LNA design usually requires inductive degeneration at the source of the common-source

amplifier. This inductor’s value is typically small for mmWave design, and an additional in-

ductance introduced by a poorly designed ground distribution trace can dramatically reduce

the matching performance. One simple way to reduce this effect is to place the ground pad

as close as possible to the circuitry, and use as many ground bumps as possible in parallel
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to reduce the inductance.

The design of active devices at mmWave frequencies also requires some considerations in

order to unlock the full capability of the device. To compare the performance of different

active device, there are two main parameter: transition frequency fT and maximum oscil-

lation frequency fmax. With small transistor gate lengths, the fringing capacitors and the

terminal resistance will have significant influence on the fT and fmax [16]. As a result, in

order to optimize those two parameters, very careful attention needs to be paid at to the

device layout so as to achieve the best performance of those two parameters.

2.2 Methods of Lowering the Complexity and Cost of

Massive MIMO System

2.2.1 Use of Wireless Synchronization for Massive MIMO

For transceivers employing large arrays, the generation and distribution of the LO can be

very challenging. As shown in Fig. 2.4(a), in order to uniformly distribute the LO through

a wireline from its source at the center of the MIMO array to the array of beamformer

chips, the signal will not only travel through a long on-board trace, but will also need to be

split multiple times. At millimeter-wave frequencies, significant losses will be introduced by

the long traces and the points where the power must be split, which will require the use of

multiple buffers to compensate for those losses. As a result, additional power is required for

implementing those buffers, and the complexity of the board design will increase as well. In

addition, the large LO distribution tree structure is susceptible to interference from other

traces, which can potentially add noise to the LO signal.

A different approach, which can potentially solve the issue mentioned above, is to wirelessly
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broadcast the LO signal. As illustrated in Fig. 2.4(b), the basic idea of wireless LO distribu-

tion is to deploy a “dummy” radiating antenna placed a short distance (several wavelengths)

away from the intended receiving antenna array to be radiated, and thus wirelessly broadcast

a low-power carrier signal for LO distribution. Practical designs for wireless LO distribution

and clock distribution have been proposed in, for example, [17, 18]. The advantage of wireless

LO distribution is that the LO power attenuation follows the inverse square law of free space

propagation with respect to the array dimension, which is less severe at mmWave frequen-

cies than the attenuation of on-board traces. Another benefit of wireless LO distribution is

reduced complexity of the board design.

A receiver system based on wireless LO distribution can be implemented in two possible

ways. When the LO frequency is selected to be relatively far from the RF band, an additional

antenna must be used to receive the LO as illustrated in Fig. 2.5(a), as well as a separate

amplifier chain for the LO, which consumes additional power for each transceiver element.

A different approach, illustrated in Fig. 2.5(b), entails selecting the LO frequency to be very

close to the edge of the RF band. In this case each antenna receives the composite of the

LO and RF, requiring only a single amplifier chain. As a result, the system will achieve a

better power efficiency. The primary challenge for this topology is to separate the RF from

the LO. Thus a special mixer topology is required to down-convert this mixed signal to IF.

A single-gate mixer as reported in [19, 20] is a good choice to achieve this downconversion.

For the receiver system presented in this paper, the Fig. 2.5(b) topology is used with the

single-gate mixer, which will be discussed in detail in Section 2.3.

2.2.2 Use of Low-order Modulation for Massive MIMO

Typically higher-order modulation such as m-QAM is used in communication systems to

increase the spectral efficiency (SE). To enable such high-order modulation, each symbol is
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(a) (b)

Figure 2.4: Example of on-board implementation of the MIMO system with: (a) wired and
(b) wireless LO distribution.

(a) (b)

Figure 2.5: Two different Rx systems that deploy the wireless synchronization with (a)
separate RF and LO antenna and (b) shared RF and LO antenna.

quantized into many levels (more than 2) in order to contain more information. While this

is advantageous for the SE, it will lead to many potential challenges compared with using

lower-order modulation.

Firstly, the smallest symbols’ amplitude will decrease as the order of the modulation is

increased. In addition, the distance between the adjacent symbols will also decrease accord-
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ingly, leading to the increase of the minimum SNR requirements which will also increase the

minimum detectable signal (MDS) of the system. As a result, in order to ensure that the

received smallest symbols’ power is above the increased MDS, a higher output power from

the TX side is required to avoid reduce the communication distance, resulting in a larger

array size and higher power consumption for boosting up the array gain. Moreover, the

phase noise requirements for both the TX and RX will also increase with the modulation’s

order, making the synthesizer design more challenging. The second challenge with high-order

modulation is the more stringent linearity requirement. With the decreased symbol distance,

the system is more susceptible to certain types of distortion that can result in perturbing

the symbol to another region, leading to a wrong decision. As a result, more power backoff

will be required, which reduces the output power and the efficiency of the power-hungry PA.

The third challenge is that the power consumption of the higher-order modulation system

will be higher. This is due not only to the higher required noise and linearity, but also to the

higher-resolution ADC/DACs are needed together with a more complex baseband processing

unit to modulate and demodulate the symbols. Moreover, the design complexity and the

power consumption will grow rapidly with the data converter’s resolution and speed.

2.3 Technical Approach

2.3.1 Direct Detection Receiver - Theory and System

As mentioned in the previous section, with the LO frequency selected near the RF band, a

single RF amplifier chain can be used to amplify both the RF and LO signals. A MIMO

receiver based on this idea is illustrated in Fig. 2.6, where the envelope of the composite

LO and RF signal at node a contains the desired IF signal; this envelope can be extracted

by a simple square-law detector. To illustrate this process, the demodulation of a BPSK-
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Figure 2.6: MIMO receiver array deploying direct detection.

modulated signal is first considered. The input signal at node a (ignoring the channel losses)

can be expressed as:

VA = VRF (t) · cos (ωCRt) + VLO · cos (ωLOt) (2.2)

where VRF and VLO are the amplitudes of the baseband and the received LO, respectively;

ωCR and ωLO are the carrier and LO frequencies, respectively. The first term in (2.2) repre-

sents the modulated RF signal.

This composite RF and LO signal is amplified and then fed to a square-law detector, such

as a diode [19] or a single-gate mixer [20], along with proper filtering, from which the IF

can be fully recovered. While the benefit of sharing the LO and RF chain can help improve

the power efficiency, the composite signal is only available as a single-ended signal, and thus

some unwanted components will appear at the mixer output that can’t be canceled due to

its single-ended topology as shown in Fig. 2.7(a). This phenomenon is analyzed as follows.

The square-law detector’s conversion gain Aconv, defined as the amplitude ratio between the

output IF signal and the input RF band signal, is proportional to the input LO’s amplitude,
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(a) (b)

Figure 2.7: The envelopes of added LO and RF with different power levels: (a) when
PLO/PRF = −10 dB, glitches appear at the phase reversing region; (b) when PLO/PRF = 10
dB, the glitches are largely reduced and can be ignored.

and its implementation with the detailed expression will be discussed in a later section. Here

it is expressed in (2.3) with a coefficient α having units of V −1:

Aconv = αVLO (2.3)

After the composite input signal (2.2) is fed to this detector, the detected output voltage

with high-frequency components filtered is given by:

Vout =
α

2

{
VRF

2(t) + VLO
2 + 2VLOVRF (t) cos [(ωCR − ωLO)t]

}
(2.4)

For an ideal unshaped BPSK baseband signal with instantaneous phase changes, its baseband

and RF amplitudes are constant. Thus the first two terms in (2.4) introduce only a dc term

to Vout, which can be easily filtered out. However, in the more realistic case where the phase

inversion is not instantaneous during each transition, the value of VRF
2(t) will momentarily

decrease toward zero and then return back, resulting in a glitch in the recovered IF signal

as shown in Fig 2.7(a). When the LO is at least 10 dB higher than the RF, the glitches’

influence on the IF becomes small enough to be ignored, as illustrated in Fig. 2.7(b). In

order to achieve this condition, either the LO power should be boosted or the RF power

reduced. In this work, a low-Q notch filter is used to reduce the RF power, which will be
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Figure 2.8: Simplified noise figure analysis model for the system.

discussed in the next section.

Conventional quadrature demodulation systems require a quadrature sampling clock for sep-

arating the I/Q signals, which will require circuits for single-ended to quadrature conversion,

I/Q calibration and two identical ADCs. To further reduce the analog system’s complex-

ity, digital quadrature demodulation [21] could be applied in the proposed receiver system,

where the recovered IF signal is applied directly to one ADC with four sampling points per

unit interval. In this way, both the I and Q components would be digitized and could be

separated within the DSP block. Though an additional sampling clock needs to be provided

off-chip, converting this clock signal to quadrature is not needed, at the cost of having a

higher sampling rate.

2.3.2 Noise and Linearity Analysis

As mentioned in the previous section, when the LO frequency is selected within the com-

munication band, for some applications there may be strict regulatory restrictions on its

radiated power. In such a case the weak LO power can be amplified by the following shared

LNA and VGA, which can help to provide enough conversion gain at the mixer. However,
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Figure 2.9: Simplified Rx noise figure with sweeping the input LO power.

due to the fact that the received LO signal has finite SNR, the noise influence of the LO

signal must also be analyzed. This can be done using the simplified noise model shown in

Fig. 2.8. The system is comprised of an amplifier with voltage gain A, and a mixer whose

conversion gain is given by αVLO, defined in (2.3). To simplify the noise analysis, single-

tone RF and LO signals with amplitudes of VLO,in and VRF,in, respectively, are applied to

the system. It is assumed that these input signals are accompanied by white noise whose

mean-square value is given by v2S. In addition, we assume the input-referred noise v2n,amp of

the amplifier is white over the amplifier’s bandwidth, and the mixer’s noise is ignored for

simplicity. Thus the overall noise at the input of the amplifier can be expressed as:

v2n,in = v2S + v2n,amp (2.5)
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According to (2.4), the amplitude VIF of the desired tone and the noise vn,IF at the output

of the mixer can be expressed as:

VIF = αA2VLO,inVRF,in (2.6)

v2n,IF = α2A2(A2V 2
LO,inv

2
n,in + A2V 2

RF,inv
2
n,in) (2.7)

The SNR at the output of the mixer, and the noise figure of this simplified system can be

expressed as:

SNRmix,out =
V 2
IF

v2n,IF
=

V 2
LO,inV

2
RF,in

V 2
LO,inv

2
n,in + V 2

RF,inv
2
n,in

(2.8)

NF =
SNRRF

SNRmix,out

=
V 2
RF,in

v2S
· SNRmix,out =

[
1 +

V 2
RF,in

V 2
LO,in

]
·

[
1 +

v2n,amp

v2S

]
(2.9)

This expression in (2.9) gives the noise figure of the additive mixing system. Both noise

sources will influence the overall noise figure of this kind of system. Notice that the term

in the second parentheses corresponds to the noise figure normally seen in conventional RF

systems. The overall noise figure of the additive mixing system will be larger than that of

a conventional RF system, particularly when the input LO amplitude is less than or equal

to that of RF. With a larger LO amplitude, the NF will be closer to that of a conventional

receiver system. To demonstrate this conclusion, the simulated NF for a range of LO and

RF amplitudes is shown in Fig. 2.9. These results show that when the LO input power

decreases below that of the RF, the NF increases substantially. In addition, when the LO

and RF power are equal, the NF is approximately 3dB higher than the minimum NF value,

consistent with (2.9). At higher LO input power, the NF is increasing with the LO power

due to the gain distortion caused by the presence of a strong LO tone. Compared with the

conventional mixer such as the passive switch-based or Gilbert cell active mixer, the square-

law based mixer will suffer more from the LO’s amplitude noise. For this receiver, -40dBm

input LO power is used in order to reduce the NF for a wide range of input RF power, while
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avoiding introduction of a strong tone that could desensitize the receiver gain.

Figure 2.10: Receiver-chain architecture.

2.4 Circuit Design

The block diagram of one receiver chain is shown in Fig. 2.10. In order to suppress the

glitches and increase the RF input power range, the LNA is implemented with a set of

switched third-order notch filters, shown in Fig. 2.11. When the switches are open, the

notch filter together with the LNA can provide up to 10 dB gain suppression at the RF

center frequency while maintaining a gain variation of less than 2 dB over the RF band.

The passive notch filter can provide a low impedance at unwanted frequencies, corresponding

to the RF band, while maintaining a high impedance at the LO frequency. As discussed in

[22] the inductor and capacitor values can be determined by the following equations:

fRF−center =
1

2π
√

L1 · (C1 + C2)
(2.10)

fLO =
1

2π
√
L1 · C1

(2.11)

The gain difference between the unwanted and desired bands is limited by both the Q of

inductor L1 and the frequency difference between these two bands. To further increase the
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Figure 2.11: Three-stage LNA with switchable notch filters. When the switches is open, two
notch filters can provide up to 10dB gain difference between the LO and RF band.

gain difference, two identical filters are used at both the second and third stages of the LNA.

The first stage of the LNA does not include the notch filter in order to obtain good input

matching. The LNA’s simulated gain and S11 over frequency are shown in Fig. 2.12. For

Figure 2.12: LNA S11 and S21 for both switch states. When the switches are open, the
notch filter suppresses the gain at RF band (27GHz) for around 8dB compared with the LO
(29GHz).

the case where the input LO power is already higher than that of the RF, the use of a

notch filter is not necessary. In this case the switches can be closed to connect capacitor C3,

together with the finite on-resistance of the switch, in parallel with C1. The larger effective

capacitance will shift the notch to a much lower frequency with lower Q. As a result, the

frequency response within the RF band becomes similar to that of a normal multi-stage
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LNA.

Figure 2.13: single-gate mixer with notch filter.

2.4.1 Square-Law Detector and the Other Blocks

Following the LNA is a square-law detector that is implemented using a common-emitter

amplifier as shown in Fig. 2.13. The collector current of the amplifier, which is an exponential

function of Vmix,in, can be represented by the following Taylor series:

IC ≈ ICQ

[
1 +

Vmix,in

VT

+
1

2

(
Vmix,in

VT

)2

+ ...

]
(2.12)

where ICQ and VT are the quiescent collector current and the thermal voltage, respectively.

The frequency components of third and higher-order harmonics will be filtered out by the

mixer’s capacitive load together with the following IF bandpass filter, and the fundamental

frequency is filtered out by the 28-GHz notch filter at the load. After the filtering provided

by the IF bandpass filter shown in Fig. 2.13, the second harmonic in (2.12) provides the

amplified IF signal. Using (2.3) and (2.4), the conversion gain and the α defined in previous
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section are expressed as:

Aconv =
VIF

VRF,in

= ICQRL
VLO

2VT
2 (2.13)

α =
Aconv

VLO

=
ICQRL

2VT
2 (2.14)

The ICQ can be reduced to achieve a given conversion gain if the provided LO power is

increased. The signal feed-through noise can be largely filtered by the IF-bandpass filter

shown in Fig. 2.10. The recovered single-ended IF is then converted to differential and fed

to the VGA, which provides additional gain for the IF signal. The power consumption of

each receiver chain is further reduced by using a simple one-bit ADC, which is sufficient for

QPSK modulation. The one-bit ADC is implemented on-chip as a comparator.

2.5 Measurement Results

A 2-by-2 four-channel receiver chip has been fabricated using the TowerSemi 0.18 µm BiC-

MOS process that includes npn BJTs with fT = 240 GHz. Each channel is implemented with

an LNA, a mixer, a VGA, and an ADC. The four channels are identical and the measurement

results are from channel1 with the other channels verified to have similar performance. The

measurement setup is shown in Fig. 2.14. The modulated IF signal (centered at 1 GHz) is

generated by the Keysight M8190A waveform generator, which is mixed with a 28-GHz LO

using an up-conversion mixer, moving the center frequency to 27 GHz. A power combiner

is used to to provide the composite RF + LO signal, which is then fed to the DUT. At

the output side, the differential IF band output is connected to the Keysight MXR604A

real-time oscilloscope to measure the IF band signal’s EVM.

The constellations resulting from different modulations are shown in Fig. 2.15. The results
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Figure 2.14: Test bench for the receiver IC.

verify that the chip is capable of supporting low-order modulation such as QPSK and 16-

QAM. When the modulation order is higher than 16-QAM, the large amplitude variation of

the symbols will cause severe signal interference due to the single-gate mixer, and the output

signal doesn’t exhibit a clear constellation diagram. The transmitted waveforms use both

shaped (root-raised cosine with the roll-off factor set to 0.35) and unshaped modulation,

both of which can achieve relatively high symbol rates with EVM < −14 dB. The results

also show that with the increase of the data bandwidth the EVM is degraded due to the

limited in-band gain flatness, as well as the single-gate mixer’s limitations. The results show

that the receiver can support unshaped and shaped QPSK with data rates up to 1GS/s

and 800MS/s, respectively. In addition to the low-level modulation test, the system can

support both unshaped and shaped 16-QAM with a data rate up to 800MS/s and 200MS/s,

respectively. Fig. 2.16(a) shows the simulated NF performance vs. RF input power when the

LO power is -40dBm. In addition, it shows when the notch is turned on, the NF drops due to

the decrease of the LNA gain. However, with the decreased gain when notch is activated, the

NF curve starts rising at a higher RF input power (around 8 dB higher). As a result, within

a certain input power range (-43 to -36 dBm), the output SNR can be higher if the notch
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Figure 2.15: Recovered IF signal’s constellation with different data rates and modulation
schemes.
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(a) (b)

Figure 2.16: (a) Simulated NF with input RF power sweeping from -60dBm to -35dBm, with
the LO power -40dBm; (b) measured EVM of QPSK with symbol rate of 100MS/s, with
sweeping the input RF power from -60 to -35dBm, and LO power -40dBm.

filter is activated. The measured EVM performance of a QPSK modulation with 100MS/s in

Fig. 2.16(b) shows that when the RF input power is larger than -40 dBm, the output EVM

value quickly degrades due to both the degraded NF and the glitch issue discussed in the

previous sections. In addition, turning the notch on shifts the EVM curve to the right by

1.5dBm for Pin ≥ −40dBm, which provides an additional method for increasing the dynamic

range while the input RF power is relatively large. However, the EVM is degraded for lower

values of Pin when using this method, due to the increased NF.

Figure 2.17: Measured receiver gain vs. input RF power with received -40dBm LO power.
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Figure 2.18: Power breakdown of MIMO receiver element.

Figure 2.19: Die photo of four receiver elements.

The RX channel’s measured gain as a function of the input RF power is shown in Fig. 2.17,

with the 1-dB compression point corresponding to Pin = −38.7 dBm. The power con-

sumption required to achieve the 33.8 dB gain is 35 mW, including the on-chip one-bit

ADC. Fig. 2.18 shows the power breakdown of the Rx channel. The die photo is shown in
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Table 2.1: PERFORMANCE COMPARISON WITH OTHER 28-GHz RECEIVERS

Comparison Table This work [23] [24] [25]

Process 0.18 SiGe 0.18 SiGe 65nm 28nm

Freq. (GHz) 28 28 28 28

NF (dB) 4.8 4.6 4.1 4.4

Symbol Rate, Max (GS/s) 1 1.5 2.5 0.4

Data Rate, Max (Gb/s) 3.2 6 15 2.4

Supply Voltage (V) 1.6/1.8 1.2/2.2 - 1/1.8

RX Power/ch. (mW) 35* 130 148 42

Chip Area/ch. (mm2) 0.94** 2.92 3 1.16

*Includes the on-chip ADC. **Receiver only.

Fig. 2.19. A table comparing this work with other MIMO transceivers operating at a similar

frequency band is shown in Table 2.1. This system achieves a very low power consumption

compared with the other works benefiting from the deployment of the direct detection.
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Chapter 3

A 28GHz 2-by-2 MIMO Transceiver

Deploying Transformer Gain

Equalization Techniques for 5G New

Radio

3.1 Introduction

Fifth-generation (5G) mobile networks target a higher data-rate with lower latency to meet

the ever-increasing demand for the wireless services. This target can be achieved by unlock-

ing a wider communication bandwidth at mmWave frequencies with higher-order modulation

schemes such as n-QAM. The 5G New Radio (NR) band n257 provides a 3-GHz bandwidth

centered at 28GHz, which is much wider than the current commercial communication band.

However, a higher carrier frequency leads to increased loss through the same communication

distance, and higher-order modulation increases the required link’s SNR. Facing those chal-

30



lenges, MIMO becomes a promising technique [7] since the loss can be compensated by the

array gain. Moreover, a large antenna array is capable of serving multiple users simultane-

ously so as to achieve a higher spectral efficiency (SE). The main challenges for designing a

MIMO system for the n257 band are realizing a flat gain with minimum in-band variation

over the wide RF bandwidth, and the design of a high-performance phase shifter to intro-

duce less influence to the RF signal with fine phase shifting resolution. This work presents

a 28GHz 2-by-2 MIMO transceiver for the n257 band. The novel methods of transformer-

based matching networks are studied and implemented to provide wider and flatter gain

over the required frequency band, and a phase shifter based on using a combination of active

and passive phase-shifting methods is presented for achieving good performance. The design

considerations for designing other critical front-end blocks using the BiCMOS process are

also discussed in this chapter.

The chapter organized as follows: Section 3.2 describes the main considerations for the

system architecture of the transceiver. Section 3.3 gives the detailed modeling and analysis

for the transformer and the peak-gain equalization methods. Section 3.4 describes in detail

the core circuit blocks and their performance. System-level measurement results are given

in Sections 3.5.

3.2 System Architecture

MIMO arrays used in base stations, requires a large size (e.g., 128 antennas) to serve mul-

tiple users simultaneously while achieving a large array gain. The design is consist of an

array of antennas with its own transceiver and AD/DA converters separately, which refers

to the structure of a digital beamformer. However, the power consumption will be high

due to the separate high-speed and high-resolution AD/DA converters in each antenna ele-

ment. Instead, an analog beamformer can be implemented by sharing the AD/DA converters
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with multiple antenna elements. Though the full flexibility of multiple-beam forming is lost

compared with the digital beamformer, the overall power consumption can be reduced. As

illustrated in Fig. 3.1, a 2-by-2 MIMO system deploys analog beamforming in which four

transceivers share one IF processing path. Following each antenna, an RF switch is im-

plemented to select between the Rx/Tx modes. The Rx contains a two-stage LNA with a

double-balanced mixer. The down-converted IF signals are combined together through a

4-to-1 wideband Wilkinson combiner/splitter. The outputs of all of the mixers need to be

matched to 50Ω over the IF band. For the Tx, the input IF signal is fed to the wideband

Wilkinson combiner/splitter and then split to each Tx channel’s up-converter. Then the PA

stage will amplify the up-converted RF signal and deliver the high-power output to the RF

pads.

The frequency plan of this transceiver is as follow. For the Rx, the received RF band

(26.5GHz to 29.5GHz, centered at 28GHz) signal is down-converted to the IF band (cen-

tered at 6.5GHz) by mixing with a high-frequency LO (21.5GHz). The entire RF band will

be down-converted to the IF band (5GHz to 8GHz, centered at 6.5GHz). Then, the channel

selection, and the I/Q demodulation can be performed by applying another low-frequency LO

(range from 5-8GHz) through the on-board traces. For the Tx, the first up-conversion will

convert the baseband signal to the IF band by mixing with the low-frequency LO (centered at

6.5GHz), then the second up-conversion is performed by mixing the IF with high-frequency

LO (21.5GHz) to convert the IF to the RF band. In this work, the quadrature modula-

tion/demodulation with the corresponding low-frequency LO and the baseband processing

parts are not implemented on the chip.

In order to perform the beamforming, each transceiver element in the 2-by-2 MIMO should be

able to precisely shift the phase of the received/transmitted signals from 0 to 360°. Moreover,

it should exert minimal influence on the RF amplifying chain’s performance. In [26] a

variable-delay Tline is implemented as an RF phase shifter, and in [23] active cells are
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Figure 3.1: The system of the 2-by-2 MIMO Transceiver.

implemented for to achieve the same purpose. Both works introduce relatively large RF

gain variations over different shifted phases. In [24] a different way of implementing the

phase shifter is presented. Instead of directly shifting the RF signal, the phase shifting can

be performed on the LO signal, and shift the RF by multiplying the phase-shifted LO at

the mixer. The main innovation of [24] is that its system doesn’t require any phase shifting

blocks inserted in the RF path, thereby optimizing the RF signal’s quality and gain variation.

In this work, the phase shifting is performed by shifting the LO’s phase. The received LO

signal is first amplified, and then an RC ladder converts the signal into quadrature. The

quadrature signals are then fed to four phase interpolators that shift the LO’s phase for

each transceiver independently. Each interpolator provides 1° phase shifting resolution over

the entire 360° range. Each shifted LO is fed to two LO buffers that drive the transceiver’s

up/down-converters.

As described in [27], the in-band gain flatness of both Tx and Rx is one of the key factors

to achieve good error vector magnitude (EVM). In this work, because the channel selection

is performed in the IF band, a flat gain is required for both the RF and IF bands. De-

tailed analysis of the challenges and the solutions we provided are discussed in the following
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sections.

3.3 Transformer Peak-Gain Equalization Methods

3.3.1 Unbalanced Peak-Gain of A Lossy Transformer

As described in previous section, the gain flatness over both the RF and IF bands is one of the

key factors to achieve a good EVM. Use of a transformer-based load has been demonstrated

to be a very effective way to achieve flat gain over a wide bandwidth [28–30] while avoiding

the need for higher-order band-pass filters. In this work, the transformer loads are used

in all of the RF amplifiers and the LO amplifiers. This section we use the lossy model of

the transformer to analysis its transconductance (Z21) peaks’ inequality, and introduce two

methods to equalize its peaks.

A general model of a transformer is shown in Fig. 3.2. Resistors R1 and R2 are the port

terminations, and the serise loss of the windings are modeled as Rw1 and Rw2, respectively.

Here the total shunt resistance of each individual winding (without considering the coupling

from the other side winding) are expressed as:

Rtot1 = R1||Rp1 ≈ R1||(Rw1Qw1
2),

Rtot2 = R2||Rp2 ≈ R2||(Rw2Qw2
2)

(3.1)

where Rp1 and Rp2 are the equivalent shunt resistance converted from the windings’ series

loss, and Qw1 and Qw2 are the quality factors of each winding’s individual LC tank(without

considering the coupling from the other side). By converting the series resistor Rw1 and Rw2

to shunt resistance, the y-parameters of the transformer (near the resonant frequency of the
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Figure 3.2: MIMO receiver array deploying direct detection.

each side LC tank) are:

Y11 =
1

Rtot,1

(
1 +Q1

(
s

ω01

+
ω01

s

))
(3.2)

Y22 =
1

Rtot2

(
1 +Q2

(
s

ω02

+
ω02

s

))
(3.3)

Y12 = Y21 =
k

s
√
L1L2 (1− k2)

(3.4)

where:

Q1 =
Rtot1

ω01L1 (1− k2)
(3.5)

Q2 =
Rtot2

ω02L2 (1− k2)
(3.6)

ω01 =
1√

L1C1 (1− k2)
(3.7)

ω02 =
1√

L2C2 (1− k2)
(3.8)

The transimpedance Z21 of the transformer can be expressed as:

Z21 =
−Y 21

Y11Y22 − Y21Y12

= − k
√

Q1Q2Rtot1Rtot2ω3
01ω

3
02s[

sω01 +Q1(s
2 + ω01

2)
] [

sω02 +Q2(s
2 + ω02

2)
]
− k2Q1Q2ω01

2ω02
2

(3.9)
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To study transformer’s Z21 under the matching condition, for simplicity, we assume all the

components on both sides are identical. Then we have R1 = R2 = R, C1 = C2 = C,

L1 = L2 = L and Rw1 = Rw2 = Rw. Likewise, we assume that the parameters defined

for the two windings are also equal under this matching condition;i.e., Q1 = Q2 = Q,

ω01 = ω02 = ω0, and Rtot1 = Rtot2 = Rtot. Then this simplified model under the matching

condition is the same as the model discussed in [30, 31], and there will be two peaks in the

frequency response of |Z21|. Those peaks’ frequencies and their corresponding |Z21| values

are:

ωL,H =
1√

LC(1± |k|)
(3.10)

|Z21,ω=ωL
| = 1

2

L(1 + |k|)
RwC

||R (3.11)

|Z21,ω=ωH
| = 1

2

L(1− |k|)
RwC

||R (3.12)

It can be seen from the above equations that, there will be two peaks with different values

appear on the |Z21| frequency response. With the component values in Fig. 3.2 (under

the matching condition) set to be: L = 200pH, C = 150fF, R = 400Ω, k = 0.5, the |Z21|

frequency response is shown in Fig. 3.3. When increasing the value of Rw, likewise, we assume

that peak |Z21| difference between the peaks becomes larger. While the |Z21| response with

Rw = 5 already shows a flat region over 25GHz to 32GHz, later we will show that when the

two peak values are adjusted to be equal, the overall bandwidth achieved by the transformer

can be even larger. Because the gain of the amplifier’s frequency response is determined by

the Z21 of the transformer, we refer to the process of optimizing the two peaks of |Z21| as

gain equalization in this chapter. In the following subsections we will discuss two different

methods in detail for equalizing the two peaks.
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Figure 3.3: Frequncy response of |Z21| with different Rw

3.3.2 Method I - Gain Equalization Based on Unmatched Trans-

former

The gain equalization by using the unmatched transformer has been discussed in [28]. We

will show more detailed analysis and design considerations for this method. With the two

windings unmatched, the LC will not be equal on both sides. Using the same notation as in

[28] and [32], the ratio of the two sides’ LC products is defined as:

ξ =
L2C2

L1C1

(3.13)

The general idea of this method is to arrange for ξ ̸= 1, so that the two peaks can be

equalized even when Rw1 and Rw2 are not zero. Below we show that the Rtot1 and Rtot2

defined in (3.1) also need to be unequal in order to equalize the gain. The first analysis is

based on the assumption that ξ ̸= 1 due to the different values of C1 and C2, while the other

components of both sides of the transformers are kept identical, and the Z21 expression that
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results from (3.9) is given by:

Z21 =
−(ω01ω02)

3
2kQRtots

[sω01 +Q(s2 + ω01
2)][sω02 +Q(s2 + ω02

2)]− k2Q2ω01
2ω02

2
(3.14)

The two peak frequencies of |Z21| (given in [32]) and the ratio between two peaks’ |Z21|

(assume the R1 and R2 on both sides are infinite to simplify the expression) are:

ωL,H
2 =

1 + ξ ±
√

(1 + ξ)2 − 4ξ(1− k2)

2L2C2(1− k2)
(3.15)

α =
|Z21,ω=ωL

|
|Z21,ω=ωH

|
=

1 + ξ +
√

(1 + ξ)2 − 4ξ(1− k2)

1 + ξ −
√

(1 + ξ)2 − 4ξ(1− k2)
(3.16)

Since α will always be larger than unity, so the two peaks cannot be equalized. In order to

equalize the gain, Rtot1 should also not equal to Rtot2. With this condition, we will need to

directly use (3.9) for solving the peak frequencies and the value of |Z21| at those frequencies.

To simplify the expression, we assume one side winding’s resonant frequency is much higher

than another side, for example, ω01 ≫ ω02. Under this assumption, the ξ is close to infinity

in (3.13), and from (3.15) it can be find that the lower-side peak frequency ωL ≈ ω02, and

higher-side peak frequency ωH ≈ ω01. The |Z21| magnitude at these two peaks are:

|Z21,ω=ωL
| = k√

ξ

√
L1

L2

Rtot2 (3.17)

|Z21,ω=ωH
| = k

√
L2

L1

Rtot1 (3.18)

The results show that lower- (higher-) side peaks are only proportional to the Rtot of the

windings with low (high) resonant frequency ω0. The ratio between L1 and L2 can also help

equalize the gain, and here we assume that this ratio is unity. Thus the gain equalization

can be performed simply by reducing the low resonant frequency side’s Rtot. In practice, to
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(a) (b)

Figure 3.4: The peak-gain equalization method based on the unmatched transformer with
ξ = 1.2(ξ = 1 as initial condition). The fixed transformer components values are L1 = L2 =
200pH, k = 0.5. (a) Equalization by increasing R1 and decreasing R2, (b) by decreasing R2

with a fixed R1 = 400Ω

achieve a given ξ, one can either change the values of R1 and R2 in order to equalize the

gain as shown in Fig. 3.4(a), or reduce the low resonant frequency side resistance as shown

in Fig. 3.4(b).

3.3.3 Method II - Gain Equalization Based on Resistive Coupling

The equalization method described in the previous section requires an unmatched trans-

former. Another set of equalization methods are based on adding the coupling components

between the two sides of a matched transformer. Capacitive coupling has been demon-

strated effective to equalize the gain [31]. However, the capacitive coupling could increase

both bandwidth and the in-band ripple, and for some applications the bandwidth extension

is not desirable for filtering purpose. In this section we will introduce the resistive coupling

method to equalize the peak-gain of the matched transformer. The transformer model with

the coupling resistor is shown in Fig. 3.5.

We first consider the transformer’s Z21 when both sides are matched. We first consider the

y-parameters of this network are given by:
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Figure 3.5: Transformer model with the coupling resistor for gain equalization

Y11 = Y22 = (
1

Rtot

+
1

RC

) +
1

sL(1− k2)
+ sC =

1

Rtot,c

(
1 +Q

(
s

ω0

+
ω0

s

))
(3.19)

Y12 = Y21 = − k

sL (1− k2)
− 1

RC

− kω0Q

sRtot,c

− kR
Rtot,c

(3.20)

where

Rtot,c = Rtot||RC (3.21)

kR =
Rtot

Rtot +RC

(3.22)

ω0 =
1√

L(1− k2)C
(3.23)

Q =
Rtot,c

ω0L(1− k2)
= ω0Rtot,cC (3.24)

The expression of Z21 is:

Z21 =
QkRtot,csω0

3 − kRs
2ω0

2

[Qs2 + sω0(1 + kR) +Q(1 + k)ω0
2][Qs2 + sω0(1− kR) +Q(1− k)ω0

2]
(3.25)
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The two peak frequencies are:

ωL,H =
1√

LC(1± k)
(3.26)

When k < 0, the two peaks’ magnitude are:

|Z21,ω=ωL
| = 1

2
(
L(1 + |k|)

RwC
||R||RC) (3.27)

|Z21,ω=ωH
| = 1

2
(
L(1− |k|)

RwC
||R) (3.28)

The results shows that the lower-side peak can be reduced by adding a coupling resistance

RC , but the higher-side peak magnitude will not be influenced by the added RC . In this way,

the peak-gain can be equalized. In addition, the peak-gain frequencies (4.18)are the same

as (3.10), which means the resistive coupling doesn’t influence the peak-gains’ frequencies.

When k > 0, the two peaks’ magnitude are:

|Z21,ω=ωL
| = 1

2
(
L(1 + |k|)

RwC
||R) (3.29)

|Z21,ω=ωH
| = 1

2
(
L(1− |k|)

RwC
||R||RC) (3.30)

Similarly, when k > 0, the higher-side peak will be reduced by the added RC , leading to a

larger difference between the two peaks. As a result, the resistive coupling only works for

the transformer with k < 0. Fig. 3.6 shows the equalization example for both positive and

negative k values.
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(a) (b)

Figure 3.6: the equalization by using resistive coupling. The fixed transformer component
values are: L = 200pH, C = 150fF , R = 400Ω with (a) k = −0.5, and (b) k = 0.5.

3.4 Circuits Design

3.4.1 Trasceiver System And Circuits

A single-pole-double-throw (SPDT) switch is designed to switch between the Rx and Tx

modes. In general, the switch is designed to exhibit good isolation between the Tx and

Rx, while also introducing low loss. A parallel-switch based structure is used as shown in

Fig. 3.7. The structure contains one single-ended quarter-wavelength T-line, with the PA’s

load directly connected to the RF pad. Compared with the typical architecture where both

Tx and Rx sides are identically connected to the quarter-wavelength T-line [33], the benefits

without the Tx side T-line can help reduce the propagation loss of the PA’s output signal,

which improve the PA’s efficiency. To further reduce the loss seen by the PA’s output, the

RF pad is implemented very close to the PA’s load, in order to minimize the trace-introduced

finite losses. In Tx mode, the T-line can transform the small impedance introduced by the

parallel on-state switch to a high impedance, thus ensuring that the majority of the PA’s
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Figure 3.7: The SPDT RF switch with an area efficient artificial quarter-wavelength T-line.

output power is delivered to the pad. The quarter-wavelength T-line implementation at

the Rx side, which takes less chip area than a distributed T-line, is implemented using the

artificial delay line (L and C sections). The bandwidth of the LC section (critical frequency

discussed in [34, 35]) is important. If the quarter wavelength T-line is implemented by just

one LC section, the critical frequency fc = πωn and the center operating frequency f0 = 4ωn

are very close. Here the ωn is the resonant frequency of each the LC section. For wideband

applications, it may introduces more loss at high frequency part of the band. To reduce

this effect, the delay line is designed to have two smaller LC sections instead of one. In this

way, the fc of each section will be doubled, and a flat response can be obtained within a

wider bandwidth . To further reduce the area of this quarter-wavelength T-line, as shown in

Fig. 3.7, a capacitor is connected at the center tab of the inductor to avoid implementing two

smaller inductor separately. The parallel switch BJT are connected in the reverse-saturated

way to farther increase the off-state resistance [36].

The first block of the Rx is a two-stage LNA as shown in Fig. 3.8, where the first stage

is a stacked common-emitter amplifier with inductive degeneration. The load of the first

stage is a single-end-to-differential transformer. To equalize the peak gain, an unmatched

transformer based equalization is used. The difference between R1 and R2 of the two sides of

this transformer is proportional to the coupling coefficient k. With the desired flat response
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band from 26.5GHz to 29.5GHz, the k is designed around -0.4 to keep a flat bandwidth

without adding too small parallel resistor. It is achieved by, as shown in Fig. 3.8, offsetting

the two windings to reduce the overlap between them. Two identical resistor RT is added

on the differential output side to equalize the peak gain. The second stage is a differential

amplifier with stacked transistors. The load of the second stage is designed based on the

matched transformer with the resistive coupling. A capacitor is inserted in series with each

coupling resistor in order to isolate the different DC levels on each side. To implement

this transformer with the additional resistive coupling path, the trace through the bottom

metal layer (Metal1) is added with the desired resistor and the capacitor. In order to keep

the structure symmetric, the coupling resistor is equally split between the two sides of the

capacitor. Though the Metal1 layer has a higher sheet resistance than the top metal layers,

that added resistance is already in series with the larger coupling resistance. The use of lower

layer can also reduce the coupling between the resistive coupling path with the transformer.

Following the two-stage LNA a double-balanced mixer, which is designed to have a 52Ω load

to match to the following T-lines for the power combining. Due to the fact that the Rx

mixer output is connected to the Tx mixer input, and also will need to connected to the

power combiner/splitter, the matching at the output node will be important. One simple

way is to implement series switches between the two stages. This way, each side can match

to a power combiner individually in either Tx or Rx mode. However, since the IF band is

5 to 8GHz, the 0.18um CMOS based series switch will introduce relative higher loss at this

frequency band. As a result, it is not realistic to implement any switches in between those

two mixers. The solution is shown in Fig. 3.9. With the 52Ω of the Rx down-converter’s load

resistance directly connected to the Tx mixer input through the DC blocking capacitors, the

impedance will match to 50Ω when one of the mixer is turned off (by changing the biasing

voltage of the mixer to 0V).

The power combiner is used for combining (splitting) the down (up) converted IF signals. The
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Figure 3.8: The receiver schematic with two-stage LNA and the mixer.

conventional Wilkinson power combiner is not sufficient to cover the desired IF band from

5GHz to 8GHz. The bandwidth of the Wilkinson can be extended by using the wideband

topology [37, 38] as shown in Fig. 3.10(a). This structure contains two types of a quarter-

wavelength T-line: with ZT = 70.7Ω and the other with Z0 = 50Ω. The T-line’s center

frequency is 6.5GHz, which means it will consume a very large area and will not be practical

for the on-chip implementation. The solution, similar to the SPDT’s T-line design, is to use

a two-section artificial delay line in which the critical frequency can be shifted beyond 9GHz,

thereby satisfying the required bandwidth. While the required inductor’s size is relatively

large, it is far smaller than the distributed one, which becomes practical to be implemented

on chip. The entire wideband Wilkinson combiner structure is implemented on different

locations throughout the chip to reduce the chip area. And the implementation for each

sections of the T-line is circled on the die photo shown in the Fig. 3.18 with the same color

circled in Fig. 3.10(a) correspondingly. The matching results for the input/output of the
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Figure 3.9: Tx and Rx side mixers and LO buffers.

combiner are shown in Fig. 3.10(b) with the measured S11 from the differential IF pads. It

achieves less than -10dB S11 and S22 over a bandwidth of 2.5-9.5GHz, and a flat 7.7dB loss

(simulated) from the input port to the four output ports over this bandwidth. Together with

the combiner/spliter, the measured overall Rx gain is shown in Fig. 3.11(a). The measured

results verify that the receiver achieves a flat gain (within 1dB variation) over the desired RF

band, 26.5-29.5GHz. The measured results obtained a smaller bandwidth compared with the

simulation, resulting in more roll-off at the lower frequency side. In Fig. 3.11(b), simulated

NF values for the condition with and without the RF switch is shown. The simulation results

shows the RF switch introduces around 1.7dB loss at the front of the Rx, which directly

increases the Rx’s NF, and this figure also shows the measured NF of single Rx channel.

Fig. 3.11(c) shows the input matching performance. The measured S11 peak is about 10%

lower than the simulated results, and exhibits a good matching over 23.5-28.5GHz.
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(a)

(b)

Figure 3.10: (a)wide-band Wilkinson power combiner/spliter with single-ended drawing.
The circled T-lines with different colors are also circled on the die photo correspondingly on
Fig. 3.18; (b)the S-parameters of the combiner/spliter, the port 1 and 2 are the TRX IF and
TRX RF1 port in (a).

For the Tx, the critical block is the power amplifier. A class-AB PA is targeted to achieve

high PAE, high output power and a good AM-AM and AM-PM distortion at the compression

point. As shown in Fig. 3.12, the PA contains two stages. The drive-stage is a differential pair

with a transformer load, in order to keep a flat gain over the RF band. The neutralization

capacitors are used for both the driver stage and the PA stage to improve the stability. The

inductive source degeneration is used to reduce the AM-to-PM distortion. An additional

small resistor is added at the base terminal of the PA-stage’s transistor to further improve

the stability of the PA. Fig. 3.13 shows the main measured parameters of the PA. The PAE
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at the 1dB compression point is 7.6%, the peak PAE value is 13.2%, and the saturated

output power is 11.6dBm. The DC power used for calculating the PAE includes both DA

and PA stages, and the Tx gain measurement also includes the conversion mixer stage’s

gain, together with the DA and PA. The AM-PM distortion at the 1dB compression point

is 8.2°. The Tx gain simulations and measurements are shown in Fig. 3.14(a) and (b). The

gain and output compression power are flat (within 1dB difference) over the desired RF

frequencies. The modulation test for single-channel Tx performance is also performed by

sending a 100MS/s 16QAM modulated signal to the system. The constellations (16-QAM)

associated with different Tx power backoff values are shown in Fig. 3.15. It shows that the

linear output power requires 8dB back off from the saturated output power.

3.4.2 LO Amplifier Chain and Phase-Shifter

The phase shifter plays important roles for the beamforming, and prior works have discussed

phase shifter design by using the active or passive cells [39–43]. As shown in Fig. 3.16(a), the

received single-ended LO signal will be amplified by the single-ended LNA and converted to

differential by the load balun. The LNA is followed by a VGA, which provides sufficient gain

for LO amplification. The gain could also be provided by the following phase interpolators

and buffers. However, this approach would require four times more power as compared to

the buffers than using the shared VGA. To reduce the power consumption, we allocate as

much gain as possible to the VGA stage. At each transceiver side, there are independent

LO buffers for both Tx and Rx, which will be turned on corresponding to the Tx/Rx mode.

A quadrature phase generator (QPG) generates the quadrature signals from the differential

inputs by using a two-stage passive RC. Then the four quadrature signals will be fed to an

11-bit controlled phase-interpolator as shown in Fig. 3.16(b). For each I and Q phase combi-

nation, the different weights only need to achieve 90◦ phase shifting with certain resolution.
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(a)

(b)

(c)

Figure 3.11: (a) Simulated and measured Rx gain; (b) the noise figure of the Rx, simulation
results compared w/o and w/. the RF switch’s NF; (c) input S11.

The control bit S0 selects the phase either 0 or 180°, and S1 selects either I or Q phase. A

cascode low-voltage current mirror [44] topology is used here to obtain good current match-

ing. Control bits S2-S4 set the transconductance weights of the I and Q branches, and the
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Figure 3.12: Schematic of two-stage class-AB PA.

Figure 3.13: Measurement results (at 28GHz) of the Tx’s gain (include mixer), the output
power, and the output phase.

active part of the phase interpolator can achieve 0 − 360◦ phase shift with a step size of

22.5◦. To achieve finer resolution, control bit S5 sets the capacitance at the load to achieve

an 11.25◦ step size. For achieving even finer phase shifting resolution, one simple way is to

use the capacitor bank at the load of the phase interpolator with smaller size. However, with

small-sized capacitors, the mismatch between the design and the fabrication results can be
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(a)

(b)

Figure 3.14: (a) Simulated and measured Tx gain; (b) output compression power over fre-
quency.

Figure 3.15: Measurement results of 16QAM of Tx output with different power backoff.

large. To improve the accuracy of realizing 1◦ phase shifting resolution, the delay-variable

T-line is used to achieve overall 11◦ phase shift with 1◦ resolution. The capacitor used for

each section of the delay element is larger than that used in the capacitor bank for directly

achieving 1◦ phase shifting, which improves the accuracy. To further prevent variation and

mismatch of the delay-variable T-line, an additional delay-variable section has been added
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with 0.5◦ phase delay for calibration.

The load of the phase interpolator is a transformer directly matched to a variable-delay T-

line. The unit cell of this T-line is a fixed L with an Cx that can be included when switch is

on. The delay time can be selected between the τ1 =
√
LC and τ2 =

√
L(C + Cx). On the

other hand, the characteristic impedance Z0 of each unit cell will reduce from Z01 =
√

L
C

to Z02 =
√

L
C+Cx

. For a fixed L, the Cx can be designed to be sufficiently small to prevent

large Z0 variation, but the variable delay achieved by each unit will be small, requiring in

more unit cells to achieve the same amount of the phase shifting, which consumes a larger

chip area. The design target of the unit cell is to achieve a larger delay difference between

Cx switch on and off, while maintaining good matching for both conditions. To achieve this,

the differential Z01 of the T-line (without the Cx) is designed to be 130Ω. With the Cx, Z02

drops to 70ohm, both conditions achieve return loss <-20dB. Fig. 3.16(c) shows the layout

of this delay variable T-line. Each unit cell of the T-line is implemented in ”S” shape to save

area. Though the impedance is not uniform along this S shape T-line, the overall section can

provide the desired impedance and the phase delay as well. The whole delay variable T-line

is implemented in serpentine-shape to constrain the structure into certain area. The output

of the shifted LO will feed to each transceiver’s LO buffers. The LO buffers (differential pair)

are designed using the HBT device to provide adequate gain at the LO frequency. Fig. 3.17

shows the simulated gain and amplitude variations at the output of the LO buffer. The phase

rms error is less than 0.68° and the rms gain variation is below 0.085dB over 24-30GHz.

3.5 MIMO System Measurement Results

A 2-by-2 MIMO transceiver chip has been fabricated using the TowerSemi 0.18 µm BiCMOS

process that includes HBT device with fT = 240 GHz. The die photo is shown in Fig. 3.18.

The total chip area is 4.3 × 3mm2, with each transceiver block taking 1.7 × 1mm2 and the
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(a) (b)

(c)

Figure 3.16: (a) LO amplifying and phase shifting system; (b) the circuits of the phase
interpolator together with the phase-tuning T-line.

LO amplifying chain together with the phase shifter taking around 2.2× 1.2mm2.

The PCB used for measurements is shown in Fig. 3.19, which enables both onboard mea-

surement through cables and wireless measurement using four antennas implemented on the

back side of the PCB for each channel. The die is attached to the PCB by using flip-chip

techniques in order to greatly reduce the interconnection impedance between the die and

the board. The measured normalized array radiation pattern for both H-plane and E-plane
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(a)

(b)

Figure 3.17: The simulation results of the (a) phase rms error; (b) maximum gain difference.
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Figure 3.18: Die photo of the 2-by-2 MIMO system. The colored box circles are the different
artificial quarter-wavelength T-line sections appeared in Fig. 3.10(a) with the corresponding
colors.

are shown in Fig. 3.20. The results show that this four antenna array realizes a beamwidth

(3dB) of 42◦ for E-plane and 62◦ for the H-plane. The H-plane beamwidth can be further

optimized. And with the increasing of the array size, the array’s beamwidth can be reduced.

The modulation test has been performed for both single channel Tx-to-Rx through the

cable, and also the entire system Tx-to-Rx through the antenna array. The test setup for

both measurements are shown in Fig. 3.21. The measured constellation diagram for both

measurements are shown in Fig. 3.22. The system performance comparison with the other

MIMO transceiver works at the same frequency range is shown in Table 3.1. Compared with

the other work, this work achieves a higher Tx/Rx gain and good phase-shifting resolution

with a moderate power consumption.
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Figure 3.19: PCB design for measuring the die.

Table 3.1: PERFORMANCE COMPARISON WITH OTHER 28-GHz TRANSCEIVERS

Comparison Table This work [24] [25] [23]

Process 0.18um SiGe 65nm CMOS 28nm CMOS 0.18um SiGe

P1dB/ch. 7.8dBm 15.7dBm 12dBm 10.5dBm

Psat/ch. 11.6dBm 18dBm 14dBm 12.5dBm

Tx Gain/ch. @28GHz 20dB 10dB 15dB 17dB

Tx DC/ch. 167.8mW 299mW 119mW 200mW

NF 6.8dB 4.1dB 4.4dB 4.6dB

RX Gain/ch. @ 28GHz 19dB 12dB 15dB 17dB

RX DC/ch. 93mW 148mW 42mW 130mW

Phase Res. 1 0.3 45 6

Constellation 64-QAM 64-QAM 64-QAM 64-QAM

Symbol Rate, Max (GS/s) 400MS/s 2.5GS/s 400MS/s 1.5GS/s

Tx-to-Rx EVM 9% 1.7% 0.9% 6.1%

Chip Area 12.9mm2 12mm2 29mm2 12mm2
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(a)

(b)

Figure 3.20: Measured antenna array radiation pattern at 27.5GHz of (a) E-plane with both
co-polar and cross-polar; (b) H-plane with both co-polar and cross-polar.
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(a)

(b)

Figure 3.21: Measurement setup for (a) single-chip measurement and (b) modulation test of
Tx-to-Rx EVM for both single-channel 2-by-2 antenna array.
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(a)

(b)

Figure 3.22: Measured Tx-to-Rx constellation of (a) single channel and (b) antenna array.
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Chapter 4

Modeling the Frequency Behavior of

the Two-Stage Transimpedance

Amplifier’s Odd-Order Nonlinearity

4.1 Introduction

Linearity is critical for the baseband amplifier in a wireless transceiver system. For example,

in the receiver, it is used to amplify signals coming from the last mixer and provide adequate

output swing for the following ADCs. To improve the linearity of the baseband amplifier,

instead of using a voltage-mode amplifier, the transimpedance amplifier (TIA) becomes

attractive because its input can be a large current with relatively small voltage swing. [45]

presents the low distortion performance of a closed-loop two-stage differential TIA, as well

as a way to model the nonlinearity at low frequencies. With the ever-increasing demand for

the communication data rate, wider bandwidth with good linearity is required for baseband

amplifiers. In many cases, it becomes harder to achieve good linearity as the frequency
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Figure 4.1: The two-stage closed-loop TIA topology.

increases. An example of a TIA circuit, including a common-mode feedback circuit (CMFB)

circuit, is shown in Fig. 4.1. The details of this system will be discussed in the following

sections. Fig. 4.2 shows how the 3-dB bandwidth decreases as the TIA’s input current

amplitude is increased. The results indicate that the nonlinear distortion will have larger

influence at higher frequencies.

Research works have modeled the nonlinearity of the multistage amplifiers at high frequencies

[46–53], and most of those works studied the second- and third-order nonlinearities of a

multistage amplifier. One method to analyze the distortion due to weakly nonlinear sources

in the frequency domain is the Volterra series [53–56]. However, as mentioned in [48], this

method is complex and difficult to apply, particularly when the circuits have a large number

of nonlinear elements, is in the case for multistage amplifiers. As a result, in this work, we

directly analyze the nonlinearities in a feedback loop, similar to [46] and [47], without using

the Volterra series. In this chapter, we give a complete analysis of the different nonlinearity

sources, together with the detailed analysis of the poles and zeros of the multistage amplifier.

Moreover, the interactions of the harmonics are also discussed.
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Figure 4.2: Large-signal TIA bandwidth vs. input current amplitude.

This chapter is organized as follows: in Section 4.2 a general model for the odd-order non-

linearities of a single-stage amplifier is discussed. Based on this model, Section 4.3 models

the closed-loop frequency behavior of an entire two-stage TIA, and the developed model is

compared to the simulation.

4.2 General Nonlinearity Model of a Single-Stage Am-

plifier

The conventional method of modeling a nonlinear amplifier is to characterize the entire

amplifier with a linear gain and a set of nonlinear coefficients that determines the different

orders of harmonics, without distinguishing the sources of the nonlinearity. However, this way

of modeling will not be sufficient for modeling the frequency behavior of the harmonics. In

fact, depending on the origins of those nonlinearities, their frequency responses are different.

In this section, we first model the frequency behavior for both nonlinear resistor and capacitor

in a one-pole system. Then we show the frequency behavior of the nonlinearity that originates

62



Figure 4.3: Frequency response verification of network with nonlinear R or nonlinear C.

from the nonlinear transconductance of the differential amplifier. A new model is introduced

with the separation of those different nonlinearities. Finally, we apply this new model to the

first and second stages of the TIA.

4.2.1 Definition of the Input- and Output-Related Nonlinearity

In general, both passives and actives will introduce nonlinearities to the amplifier. For the

passives, the two main sources are the nonlinear resistor and the capacitor. The following

two examples model the frequency behavior for both nonlinear resistor and capacitor in a

one-pole system. To simplify the model, only 3rd-order nonlinearity is studied for those

nonlinear components, but generalizing to higher order nonlinearities is straightforward.

Firstly, we study the frequency response of the parallel connection of a nonlinear resistor and

capacitor. As shown in Fig. 4.3, a single-tone current Iin(t) = I
(1)
in sinωt is applied to the RC

network. The resistor and capacitor in the figure are modeled with coefficients (R1, R3) and

(C1, C3), respectively, where R1 and C1 represent the resistor and capacitor’s linear values,

and the R3 and C3 are their 3
rd-order nonlinear coefficients. To study the nonlinear resistor’s

influence, we will first keep the capacitor linear; i.e., set C3 = 0. From Fig. 4.3 we can write:
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Vin = R1Ix +R3Ix
3 (4.1)

In the presence of a single-tone input current, Vin can be expressed as:

Vin(t) = V
(1)
in sin(ωt+ ϕ1) + V

(3)
in sin(3ωt+ ϕ3) (4.2)

Where ϕ1 and ϕ3 are the phases of the generated fundamental and 3rd-order harmonic,

respectively, which is added here to distinguish with the fundamental tone’s phase. To

simplify the model, the phase’s frequency behavior is not discussed in this chapter. The

current Ix is expressed as:

Ix(t) = Iin(t)− C1
dVin

dt
=I

(1)
in sinωt− ωC1V

(1)
in cosωt− 3ωC1V

(3)
in cos(3ωt+ ϕ3) (4.3)

By substituting (4.3) in (4.1), the expression for Vin will include both fundamental and

3rd-order harmonic terms. Together with (4.2), the expression of the fundamental tone is:

V
(1)
in eϕ1 ≈ R1

[
I
(1)
in − jωC1V

(1)
in eϕ1

]
(4.4)

The above equation is an approximation with ignoring the small value terms such as the term

contains R3I
(1)3
in , because the I

(1)
in applied to the circuits is typically several milliamperes so

that R3I
(1)3
in ≪ R1Iin. The same way of approximation is applied to the analysis throughout

this chapter. Solving (4.4), the fundamental tone’s magnitude of the input node voltage is:

∣∣∣V (1)
in eϕ1

∣∣∣ = ∣∣∣∣∣ R1I
(1)
in

1 + jωR1C1

∣∣∣∣∣ = R1I
(1)
in |H(ω)| (4.5)

64



where:

H(ω) =
1

1 + jωR1C1

(4.6)

The transfer function H(ω) includes all poles and zeros in the network with the unity magni-

tude at DC. With this way of expression, the harmonic voltages’ frequency response expres-

sion can be simplified. Moreover, the chapter interested in the magnitude, and the model of

the phases’ frequency response is not discussed.

The equation for the 3rd-order harmonic is as below:

V
(3)
in eϕ3 = −3jωR1C1V

(3)
in eϕ3 − R3I

(1)3
in

4 (1 + jωR1C1)
3 (4.7)

The equation above shows the 3rd-order tone of the input node voltage is given by:

∣∣∣V (3)
in eϕ3

∣∣∣ = ∣∣∣∣∣ R3I
(1)3
in

4 (1 + 3jωR1C1) (1 + jωR1C1)
3

∣∣∣∣∣ = 1

4
R3I

(1)3
in |H(ω)| · |H(3ω)| (4.8)

The model is verified by applying a sinusoidal current with 1mA amplitude in a simulation of

the parallel RC network with only R to be the nonlinear component. The results in Fig. 4.4

show that the frequency response of the 3rd-order nonlinearity is the same as that predicted

by (4.8).

Next, we consider the nonlinear capacitor’s influence (C3 ̸= 0). In this model, we assume

that the resistor will be linear, i.e., set R3 = 0. As before, Iin(t) = I
(1)
in sinωt is applied to

the RC network. The current conducted by this nonlinear capacitor can be expressed as:

IC(t) =
d

dt

[
C1Vin(t) + C3Vin

3(t)
]

(4.9)
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The resistor is linear, so the input node voltage can be expressed as:

Vin = R1 · Ix (4.10)

As before, we express Vin as:

Vin (t) = V
(1)
in sin(ωt+ ϕ1) + V

(3)
in sin(3ωt+ ϕ3) (4.11)

The current Ix conducted by the resistor is given by:

Ix(t) = Iin(t)− IC(t) =I
(1)
in sinωt− ωC1V

(1)
in cos(ωt+ ϕ1)− 3ωC1V

(3)
in cos(3ωt+ ϕ3)

− 3ωC3Vin
2(t)

[
V

(1)
in cos(ωt+ ϕ1) + 3V

(3)
in cos 3(ωt+ ϕ3)

] (4.12)

By substituting (4.12) into (4.10), the expression of the Vin will include both fundamental

and 3rd-order harmonic as predicted. With the assumption that C3V
(1)3
in ≪ C1V

(1)
in , the

equation for the fundamental tone voltage at input node is:

V
(1)
in eϕ1 ≈ R1

[
I
(1)
in − jωC1V

(1)
in eϕ1

]
(4.13)

Solving the equation above, the fundamental tone of the input node voltage’s magnitude is:

∣∣∣V (1)
in eϕ1

∣∣∣ = ∣∣∣∣∣ R1I
(1)
in

1 + jωR1C1

∣∣∣∣∣ = R1I
(1)
in |H(ω)| (4.14)

The equation for the 3rd-order harmonic is given by:

V
(3)
in eϕ3 ≈ −3jωR1C1V

(3)
in eϕ3 − 3

4
jωR1C3V

(1)3
in e3ϕ1 (4.15)
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Figure 4.4: 3rd-order harmonic frequency response verification of RC network with only R
or C nonlinear.

By solving the equation above, the 3rd-order tone of the input node voltage’s magnitude is:

∣∣∣V (3)
in eϕ3

∣∣∣ = ∣∣∣∣∣ 3ωR4
1C3I

(1)3
in

4(1 + 3jωR1C1) (1 + jωR1C1)
3

∣∣∣∣∣ = 3

4
ωR4

1C3I
(1)3
in |H(3ω)| ·

∣∣H3(ω)
∣∣ (4.16)

The model is verified by applying a sinusoidal current with 1mA amplitude in a simulation of

the parallel RC network with only C to be the nonlinear component. The results in Fig. 4.4

show that the frequency response of the 3rd-order nonlinearity is the same as that predicted

by (4.16) predicted. Moreover, the above model for both nonlinear R and C can be extended

to nth order.

This chapter focuses on modeling the magnitude of the voltage, so the phase expression is

ignored. For the expressions in the following sections, the phase terms will be ignored, and

the modeling results and the simulation results are all the magnitudes.

The above model shows the frequency response of the RC network when only one of R

or C is nonlinear. When the nonlinearities of both elements are taken into account, their
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Figure 4.5: 3rd-order harmonic Frequency response verification of RC network with both R
and C are nonlinear.

overall effect is the superposition of each of the individual effects. When the 1-mA single-

tone current is applied to this nonlinear RC network, the frequency response curves for two

different sets of coefficients – nonlinear-R dominant and nonlinear-C dominant – are shown

in Fig. 4.5.

We now consider the effect of the nonlinearity associated with the transconductance of a

differential pair transistors. The following analysis shows how this square-law relationship

will introduce the nonlinearity. The nonlinear channel length modulation, which gives rise

to the finite ro that appears at the amplifier load, will be considered separately from the

previous derivation for the nonlinear RC circuit. Fig. 4.6 shows a differential amplifier with

an active load, which is used as the first stage of the TIA system. When applying an

differential input Vin(dm)(t) = 1
2
V

(1)
i sinωt to the differential pair, a second harmonic will

appear at node P, whose amplitude is expressed according to [57]:

V
(2)
P =

V
(1)
i

2

16 (VGS − Vth)
(4.17)
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Figure 4.6: Circuits of TIA’s first-stage amplifier

This 2nd-order harmonic voltage will interact with the input differential signal to produce a

3rd-order harmonic current at the output:

I
(3)
out =

1

2
µnCox

W

L
V

(1)
i V

(2)
P (4.18)

The analysis above is helpful to find the accurate frequency response of the distortion at high

frequency. First of all, the input voltage will introduce a 2nd-order harmonic at the common

node P. This common node 2nd-order harmonic voltage will be filtered by the capacitance

at this node, then interact with the fundamental tone at the input to produce the 3rd-order

harmonic current at the output. The driving point impedance at node P is:

ZP (ω) =
1

2
· roP + roN
1 + gmroN

·HP (ω) (4.19)
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where:

HP (ω) =
(1 + j ω

ωz1
)

(1 + j ω
ωp1

)(1 + j ω
ωp2

)
;

ωp1 =
1

roPCO

;ωp2 =
1

roP+roN
1+gmroN

CP

;ωz1 =
1

(roN ||roP )CO

(4.20)

For the first-stage amplifier studied in this work shown in Fig. 4.6, due to the relatively large

value of CO at the outputs, ωp1 and ωz1 are at much lower frequencies than ωp2.

In order to model the complete frequency response of the first-stage amplifier, the poles and

zeros at the input and output of this amplifier should be included in the model. The first

stage of the TIA in Fig. 4.6 can be modeled as a cascaded system as shown in Fig. 4.8, and

the input current is converted to voltage by multiplying BY the input resistance R, then the

system can be analyzed all in voltage for simplicity. The poles and zeros originating from

the input and output resistances interacting with the device parasitic capacitors are modeled

as transfer function Hi(ω) and Ho(ω). With this model, the differential input signal of this

amplifier can be expressed as Vi(dm)(ω) =
1
2
V

(1)
i Hi(ω). Then the frequency response of the

2nd-order harmonic at the common node P will also be filtered by HP (2ω), and the output

3rd-order harmonic current can be rewritten according to (4.17) and (4.18) as:

V
(2)
P (ω) = V

(2)
P (0)Hi

2(ω)HP (2ω) (4.21)

I
(3)
out(ω) = I

(3)
out(0)Hi

3(ω)HP (2ω) (4.22)

The V
(2)
P (0) and I

(3)
out(0) are the amplitudes expressed in (4.17) and (4.18), respectively. The

simulation result of the 2nd-order harmonic that appears at the common node P is shown in

Fig. 4.7. Its frequency behavior matches that predicted by (4.21). The 3rd-order harmonic

of the output voltage due to I
(3)
out(ω) will also need to be multiplied by the Ho(3ω) at the
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Figure 4.7: Frequency response at node P of the first-stage amplifier.

Figure 4.8: Frequency response model of the Fig. 4.6 single-stage transimpedance amplifier

output, which is expressed as:

V
(3)
out,act(ω) = I

(3)
out(ω)routHo(3ω) = I

(3)
out(0)(roP ||roN)Hi

3(ω) HP (2ω)Ho(3ω) (4.23)

Here rout = roP ||roN is the load resistance.

The above models of both passive and active devices have been used to analyze the frequency

response due to the major nonlinearities in the circuit. In real circuits, as modeled in the

prior works [52, 58–60], the sources of the nonlinearities can be more complex, and it is

not practical to find each source’s nonlinear coefficient and include them separately into the

overall model. We now consider two dominant nonlinearity sources, one from the nonlinear

output drain conductance gds, and the other from the square-law distortion introduced by

the differential pair.
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The nonlinear harmonics originated by the nonlinear conductance gds with the capacitor CO

at both outputs of the differential amplifier shown in Fig. 4.6, can be modeled as an RC

network shown in Fig. 4.3, where the capacitor is linear and the resistor is nonlinear with

coefficients R1 = agd,1 and R3 = agd,3. The differential output fundamental tone current

I
(1)
out(ω) and the output voltage Vo,gd(ω) are used here to replace the I

(1)
in and Vin in Fig. 4.3.

The I
(1)
out(ω) and the generated 3rd-order harmonic voltage V

(3)
o,gd can be expressed according

to (4.8) as:

I
(1)
out(ω) = V

(1)
i gmHi(ω) (4.24)

V
(3)
o,gd(ω) =

1

4
agd,3

[
I
(1)
out(ω)

]3
Ho

3(ω) Ho(3ω) (4.25)

where the gm is the transconductance of the differential pair in Fig.4.6. Together with the

nonlinearity generated by the square-law distortion, which is expressed in (4.23), the overall

3rd harmonic of the output voltage V
(3)
out is expressed as:

V
(3)
out = V

(3)
out,act(ω) + V

(3)
o,gd(ω)

= I
(3)
out(0)(roP ||roN)Hi

3(ω) HP (2ω)Ho(3ω) +
1

4
agd,3

[
I
(1)
out(ω)

]3
Ho

3(ω) Ho(3ω)
(4.26)

Comparing the first and second term on the right side in (4.26), the filtering behavior due

to the output transfer function Ho(ω) is different. It is necessary to separate those two

nonlinearities into two different categories. We distinguish two components of any nth-order

nonlinearity: that only includes a factor of Ho(ω) with a power of one is known as the nth-

order input related nonlinearity (IRN); the component that includes Ho(ω) with a power of

n is known as the nth-order output related nonlinearity (ORN). Based on those definitions,

we now use a3i and a3o to represent the nth-order IRN and ORN nonlinearity coefficients,

respectively, while the linear voltage gain is denoted as a1. With these new parameters
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defined, we can rewrite the 3rd-order nonlinearity modeled in (4.26) as follows:

V
(3)
out (ω) =

1

4
a3i [ViHi (ω)]

3Hp(2ω)Ho(3ω) +
1

4
a3o[Via1H i(ω)Ho(ω)]

3Ho(3ω) (4.27)

The first term on the right side of the equation (4.27) represents the IRN, and according to

(4.17), (4.18) and (4.23), the coefficient a3i can be expressed as:

a3i =
µnCox

W
L
rout

8 (VGS − Vth)
(4.28)

The second term on right side of the equation (4.27) represents the ORN, and the linear

voltage gain is expressed as:

a1 = gmrout (4.29)

According to (4.25) and (4.29), the a3o is expressed as:

a3o =
agd,3
r3out

(4.30)

With the definition of IRN and ORN, for the high-gain amplifier with the dominant pole at

the output, a predicted 3rd-order harmonic voltage frequency response according to (4.26) is

shown in Fig. 4.9. The solid line is the overall distortion voltage appear at the output, and

the dashed line is the interpolation of the IRN and ORN distortion voltages, respectively.

The ORN will be dominant at low frequencies but will exhibit a steep rolloff of 80 dB/dec

at frequencies higher than f0, while the IRN will maintain a rolloff of 20dB/dec. As a result,

after a certain frequency, the IRN starts to dominate the overall nonlinearity. At the second

pole f1, the IRN will exhibit a rolloff of 80 dB/dec.
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Figure 4.9: Explanation of the frequency response of the 3rd-order nonlinearity when domi-
nant pole is at the output node of the single-stage amplifier.

For the two-stage amplifier, since a large compensation capacitor is used, the dominant

pole is determined by the output of the first-stage amplifier. As a result, it is necessary to

distinguish the IRN and ORN for the first-stage amplifier when modeling the nonlinearity’s

frequency behavior. On the other hand, for the second-stage amplifier, the dominant pole is

determined by the input, and both IRN and ORN will drop with the same slope after this

pole frequency. For the latter case, the ORN will dominant over the frequency range until

the second pole. As a result, it can be modeled using the conventional method with only

one distortion coefficient for each order of harmonic.

Due to the complexity of the different sources and their interactions, directly calculating

the IRN and ORN from the device model parameters will be very complex. In the following

section, a practical way to find the nonlinear coefficients of IRN and ORN will be introduced.
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Figure 4.10: circuits setup for finding the IRN coefficients ani.

4.2.2 General Model for N th-Order Nonlinearity of a Single-Stage

Open-Loop Amplifier

The model that distinguishes the IRN and ORN can be extended to nth-order nonlinearity

of the single-stage amplifiers with the dominant pole at the output. For the amplifier’s non-

linear coefficients, we use ani and ano to represent the nth-order IRN and ORN nonlinearity

coefficients, respectively. With these new parameters defined, we can generalize the nth-order

nonlinearity modeled in (4.27) as follows:

V
(n)
out (ω) =

1

2n−1
ani [ViHi (ω)]

nHp (2ω)Ho (nω) +
1

2n−1
ano[Via1H i(ω)Ho(ω)]

nHo (nω)

(4.31)

We now describe a practical method to find the nth-order IRN and ORN’s coefficients.

Step1: With the first-stage TIA shown in Fig. 4.6, perform a DC voltage sweep at the

input of the amplifier and obtain the output voltage curves versus input. By performing a

numerical regression on this curve, the nth-order coefficient can eb expressed in terms of the
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IRN and ORN as [45].

an = ani + anoa
n
1 (4.32)

Step2: Perform a DC simulation to find the outputs DC voltage, then replace the PMOS

with the ideal voltage source as shown in Fig.4.10. Because the output now is shorted to

ac ground at the output nodes, so those harmonic currents are originated from the IRN

only. Similar to Step 1, a numerical regression can be performed on the DC characteristic of

Ioutrout vs. Vi, where rout = roP ||roN is the load resistance. In this way, the IRN’s coefficients

ani can be directly found from the regression. Together with (4.32), the ORN coefficients

ano can also be found.

The simulator’s resolution is also critical for accurately find the amplifier’s nonlinearity

coefficients. The resolution of the voltage is set to be 1fV for all simulations which provides

sufficient precision for determining nonlinearities up to 9th-order.

With the above steps, the odd-order nonlinearity coefficients for both IRN and ORN of the

first stage TIA in Fig. 4.6 have been found and listed in Table 4.1. Fig. 4.11 shows the

comparison of the 3rd-order nonlinearity predicted by the model and the simulation results

from 10kHz to 10GHz with 30µA input current amplitude. When this model is applied

to a 5th-order nonlinearity, as shown in Fig. 4.12(a), larger discrepancies can be observed,

which can be attributed to the more pronounced contribution of the capacitor nonlinearities.

Fig. 4.12(b) shows all the odd-order nonlinearities simulation results up to 9th order. The

results show the nonlinear harmonics are likely influenced more by the nonlinear capacitors

for higher-order harmonics. More accurate model can be built considering the nonlinear

capacitor’s effects. In this work, we use the model with only nonlinear resistance effect

considered for simplicity.
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Table 4.1: FIRST STAGE AMP. ODD-ORDER HARMONIC COEFFICIENTS

Harmonic Order ani,1 ano,1a1,1
n

1(linear gain) 23.75 0

3 -216 -816

5 -85 −8.1× 104

7 −1.4× 104 −8.6× 106

9 −4.5× 105 −9.0× 107

Figure 4.11: 3rd-order nonlinearity simulation and model results comparison.

4.2.3 Modeling the Nonlinearity of Open-Loop Two-Stage TIA

The open-loop two-stage TIA topology is shown in Fig. 4.13, with the key design parameters

shown in Table 4.2. The system is simplified, as shown in Fig. 4.14(a), using the single-

end topology with breaking the feedback loop according to the feedback theory. Similar to

the previous modeling methods, we model this open-loop two-stage amplifier as shown in

Fig. 4.14(b). The model includes the transfer functions corresponding to the input, middle,

and output nodes denoted by Hi (ω), Hm (ω) and Ho (ω), respectively. And the nonlinearity

coefficients are all included into the amplifiers as ani,1 and aoi,1 as the IRN and ORN for the

first-stage amplifier, and an,2 for the second-stage amplifier.
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(a) (b)

Figure 4.12: (a)5th-order nonlinearity simulation and model results comparison.
(b)Simulation results of first-stage amplifier’s 3th-, 5th-, 7th-, 9th-order nonlinearities over
frequency.

In order to accurately model the frequency behavior of this two-stage amplifier, it is impor-

tant to find the transfer function expressions for each node. For the input node, there is only

one pole due to the input RC, which is expressed as:

Hi(ω) =
1

1 + jω(RIN ||RF )CIN

(4.33)

To study the transfer function of Hm(ω) and Ho(ω), we use the circuits model shown in

Fig. 4.14(a). Since the compensation capacitor is much larger than the parasitic capacitance

at the input and output of the second stage amplifier, we will ignore all other capacitors

Co1 and COUT for simplicity. Typically, it is important to know the poles and zeros at the

output node. However, when study the nonlinearity’s frequency response, poles and zeros at

the output of the first stage (V1 node on the Fig. 4.14(a)) is also important. Having input

current Iin = 0 and applying a test current Ix at V1 node, we get the transfer functions
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Figure 4.13: Circuits of TIA’s two-stage amplifier.

Hm(ω) and Ho(ω) expressed as:

Hm(ω) =
1 + jωCc(RL +Rz)

1 + jωCc [RL +Rz + (1 + gm2RL)RIN ]
(4.34)

Ho(ω) =
1 + jωCc(Rz − g−1

m2)

1 + jωCc(RL +RZ)
(4.35)

where RL = RF ||ROUT . The comparison of the calculated results of the poles/zeros and the

poles/zeros found by the simulator at V1 node and output node of the circuits, are listed in

Table. 4.3.

With the coefficients and the transfer function defined in Fig. 4.14(b), the nth-order non-

linearity originated from the first-stage amplifier can be expressed according to (4.31) as:

V
(n)
1 (ω) =

1

2n−1
{ani,1 [ViHi (ω)]

nHp (2ω)Hm (nω) + ano,1
[
Via1,1H i(ω)Hm(ω)

]n
Hm (nω)}

(4.36)
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Table 4.2: DESIGN PARAMETERS OF TIA

Parameter Value Parameter Value

I1(mA) 1 ro,P3(kΩ) 2.5

I2(mA) 2 RZ(Ω) 160

gm,N1(mS) 6.17 RF (kΩ) 1.2

gm,P3(mS) 15 RL(kΩ) 0.8

ro,N1(kΩ) 5.8 RIN(kΩ) 5

ro,P1(kΩ) 12.1 Cg,N1(fF) 98

ro,N3(kΩ) 3.9 Cc(pF) 6

(a)

(b)

Figure 4.14: Comparison of the simulation and model results of (a) Closed-loop 3rd-order
harmonic distortion voltage, (b) 5th-order harmonic distortion voltage.
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Table 4.3: COMPARISON OF P/Z AT EACH NODE

Nodes p/z Cal. Value Sim. Value

Input pin -1.64GHz -1.53GHz

Middle pm -972KHz -918KHz

zm -47.4MHz -52MHz

Output po1 -47.4MHz -52MHz

po2 N/A -5.04GHz

zo -284MHz -255MHz

For the second stage amplifier, its nth-order nonlinearity coefficients can be found using

the conventional methods, and their values are listed in Table. 4.4. In addition, there is a

compensation loop formed by the Cc andRz in the second-stage amplifier. This compensation

loop’s influence on the poles and zeros has already been included in the transfer functions.

However, the generated nonlinear harmonics at the output will also feed back through the

loop that includes Cc and Rz, and the following analysis gives the closed-loop expression of

the nth-order harmonics at the second stage.

Table 4.4: SECOND STAGE AMP. ODD-ORDER HARMONIC COEFFICIENTS

Harmonic Order 1 3 5 7 9

an,2 6.0 -25.2 -168.7 -950.0 -2.08× 104

Fig. 4.15 is the model of the second-stage amplifier with the compensation loop. The model

only includes the 3rd-order nonlinearity for simplicity. With the input current provided from

the first stage, the amplifier will generate 3rd harmonic voltage V
(3)
out,open(ω) at the output.

Then it will feedback to the input node as V
(3)
1,fb(ω), which is expressed as:

V
(3)
1,fb (ω) = V

(3)
out,open (ω)

1
1

Ro1
+jωCo1

Rz +
1

jωCc
+ 1

1
Ro1

+jωCo1

(4.37)
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Figure 4.15: the closed-loop circuits model of the second-stage amplifier.

Considering the compensation feedback loop, the closed-loop 3rd-order harmonic V
(3)
out is:

V
(3)
out,open (ω)− a1,2V

(3)
1,fb (ω) = V

(3)
out (ω) (4.38)

V
(3)
out (ω) = V

(3)
out,open (ω) ·Ha2 (ω)

=
V

(3)
out,open [RzRo1CcCo1s

2 + (Ro1Co1 +RzCc +Ro1Cc) s+ 1]

RzRo1CcCo1s2 +
[
Ro1Co1 +RzCc + (1 + a1,2)Ro1Cc

]
s+ 1

(4.39)

Ignore the high-frequency second pole, the expression shows that compared with the open-

loop distortion voltage, the closed-loop distortion voltage originated from the second-stage

amplifier contains an additional pole and a zero at:

pa =
1

RsCo1 +RzCc + (1 + a1,2)Ro1Cc

(4.40)

za =
1

Ro1Co1 +RzCc +Ro1Cc

(4.41)
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Figure 4.16: frequency response model of a closed-loop feedback system of the TIA. The
input voltage amplitude Vi = Iin(RIN ||RF ).

The introduced pole value is the same as the dominant pole. However, the introduced

zero (-5MHz) is different from the zero at middle node. The additional pole and zero can

be included in a transfer function Ha2 (nω). With the consideration of the Ha2 (nω), the

nth-order harmonic voltage originated from the second-stage amplifier can be expressed as:

V
(n)
out,2nd(ω) =

1

2n−1
an,2

[
V

(1)
1 (ω)

]n
Ho (nω)Ha2 (nω) (4.42)

V
(1)
1 (ω) = a1,1ViHi(ω)Hm(ω) (4.43)

Here the ViHi(ω) and V
(1)
1 (ω) represent the input fundamental tone voltages of the first- and

second-stage amplifier.

4.3 Model of the Closed-Loop Two-Stage TIA

In this section, the model of the closed-loop two-stage TIA’s nonlinearity is analyzed. The

prior works have discussed the ways to analyze the nonlinearities in the feedback system

[61–64]. In this chapter, the nonlinearity of each amplifier stage modeled in Section 4.2 will

be directly applied to a closed-loop feedback system.
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4.3.1 Closed-loop Analysis of the Two-Stage Amplifier (without

considering the interaction)

Based on the open-loop system topology shown in Fig. 4.14(b), the closed-loop amplifier

presented in Fig. 4.1 can be modeled as the feedback system shown in Fig. 4.16. In order

to find the expression of the overall closed-loop nonlinear harmonics at the output, we first

need to know the expressions of the overall open-loop nonlinear harmonics at the output,

denoted by V
(n)
out,open(ω). Those nonlinear harmonic voltages can be used for the closed-loop

analysis. Each of these nonlinear harmonics is comprised of two parts, one originating from

the first-stage amplifier and then amplified by the second-stage’s gain a1,2 and the other

originating from the second-stage amplifier. Here we ignored the harmonics’ interaction.

The overall open-loop nth-order harmonic distortion is given by:

V
(n)
out,open(ω) = a1,2V

(n)
1 (ω)Ho (nω) + V

(n)
out,2nd(ω) (4.44)

The expressions for V
(n)
1 and V

(n)
out,2nd have already been derived with (4.31) and (4.43),

respectively. Notice that the input signal now is the error voltage Ve(ω). So the input voltage

in both expressions need to be replaced by Ve(ω). The loop-gain LG(ω), the feedback factor

F (ω), and Ve(ω) can be expressed as:

LG (ω) = a1,1a1,2F (ω)Hi (ω)Hm (ω)Ho (ω) (4.45)

F (ω) =
RIN || 1

jωCIN

RIN || 1
jωCIN

+RF

(4.46)

Ve(ω) = Vi − Ve(ω)LG (ω) → Ve(ω) =
Vi

1 + LG (ω)
(4.47)

Noticed that the feedback loop is formed by the RIN in parallel with the CIN and the RF of

the TIA system shown in Fig. 4.1. The term V
(n)
out,open can be regard as the overall nth-order
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(a) (b)

Figure 4.17: Comparison of the simulation and model results of (a) Closed-loop 3rd-order
harmonic distortion voltage, (b) 5th-order harmonic distortion voltage.

harmonic injected at the output (open loop). The close-loop nth-order harmonic voltage

V
(n)
out,ini(ω) can be derived as below:

V
(n)
out,ini(ω) = V

(n)
out,open(ω)− V

(n)
out,ini(ω)LG (nω) (4.48)

V
(n)
out,ini(ω) =

V
(n)
out,open(ω)

1 + LG (nω)
(4.49)

Up to now only the nth-order harmonics individually in the feedback loop have been studied

without considering any interactions between them. It could explain all the high-frequency

behaviors of the 3rd-order nonlinearity since it contains no interactions from the lower order

distortion (second harmonic is neglected in the differential amplifier). Fig. 4.17(a) shows the

comparison of the model results with the simulation of the closed-loop 3rd-order harmonic.

The results also contain the separated first and second stage introduced 3rd-order harmonics.

It shows the nonlinearity is dominated by the second stage at low frequencies, and by the

first stage at high frequencies. However, the results for the 5th-order nonlinearity, as shown

in Fig. 4.17(b), no longer matches with the simulation. This difference is primarily due to

the interactions between the harmonics. This effect will be modeled in the following sections.
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Figure 4.18: Simplified model for analyzing the nonlinear-feedback.

4.3.2 Frequency Response of the Interaction in A Feedback Sys-

tem

To model the harmonic interaction, we first consider the simple feedback system shown in

Fig. 4.18. Using the same notations in [65], the closed-loop output voltage can be expressed

as (even-order nonlinearity is neglected):

Vout = b1Vi + b3Vi
3 + b5Vi

5 . . . (4.50)

The closed-loop coefficients can be expressed in terms of the open-loop coefficients and the

feedback factor F:

b1 =
a1

1 + a1F
(4.51)

b3 =
a3

(1 + a1F )4
(4.52)

b5 =
a5 (1− b1F )3 − 3a3b3F

(1 + a1F )3
=

a5

(1 + a1F )6
− 3a3b3F

(1 + a1F )3
(4.53)

It can be observed that no interactions appear in the expressions for b1 and b3. However, the

second term of the expression for b5 includes the interaction related with the 3rd harmonic.

After multiplying on both sides of (4.53) by (V in cosωt)
5, the 5th harmonic voltage is given
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by:

1

16
b5(Vi)

5︸ ︷︷ ︸
V

(5)
out

cos5ωt =
1

16

a5
1 + a1F

(
Vi

1 + a1F

)5

︸ ︷︷ ︸
V

(5)
out,ini

cos5ωt− 3F

4

a3
1 + a1F︸ ︷︷ ︸

a3,cls

b3Vi
3

4︸ ︷︷ ︸
V

(3)
out

(
Vi

1 + a1F
)
2

︸ ︷︷ ︸
Ve

2

cos5ωt

(4.54)

The second term of the right-hand side of (4.54) represents the interaction between the

3rd-order harmonic with the fundamental tone. The equation can be rewritten as:

V
(5)
out = V

(5)
out,ini −

3F

4

a3
1 + a1F

V
(3)
outVe

2 (4.55)

Firstly, the initial closed-loop 5th-order distortion frequency response V
(5)
out,ini has been dis-

cussed and expressed in (4.49). The following model can be used to analyze the interaction’s

frequency response of the 5th-order nonlinearity. We first analyze the frequency response of

the general case when applying two tones – the fundamental and the 3rd harmonic – to a

nonlinear RC network with only 3rd-order nonlinear resistance, as shown in Fig. 4.19. The

input current can be expressed as:

Iin = I
(1)
in sinωt+ I

(3)
in sin 3ωt (4.56)

The voltage will have exhibit harmonics up to the 9th order due to the 3rd-order nonlinear

resistance; here we only consider additional 5th nonlinear harmonic together with the 3rd-

order harmonic, which is expressed as:

Vin = V
(1)
in sinωt+ V

(3)
in sin 3ωt+ V

(5)
in sin 5ωt (4.57)
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Figure 4.19: Frequency response verification of network with nonlinear R and linear C (C3 =
0).

Using a technique similar to that shown in Section 4.2.1, the expression for the 5th harmonic

is given by:

∣∣∣V (5)
in (ω)

∣∣∣ =
∣∣∣∣∣∣∣
3

4

R3

[
I
(1)
in (ω)

]2
I
(3)
in (ω)

(1 + jωR1C1)
2(1 + 3jωR1C1)(1 + 5jωR1C1)

∣∣∣∣∣∣∣ (4.58)

This technique for higher-order harmonics can be applied to the differential amplifier shown

in Fig. 4.6 as follows. We apply a superposition of a fundamental tone and 3rd-harmonic tone

currents at the input of the differential pair. The input differential voltage now is rewritten

as:

Vi(dm)(ω) =
1

2
V

(1)
i sinωt+

1

2
V

(3)
i sin 3ωt (4.59)

This input interacts with the second harmonic ∆V (2)(ω) that appears at the common node

P, which results in a 5th harmonic current output:

I
(5)
out,act,inter(ω) =

1

2
µnCox

W

L
V

(3)
i ∆V (2)(ω)Hi

2(ω)Hi(3ω)HP (2ω) (4.60)
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The resulting 5th nonlinear harmonic voltage at the output of the first-stage amplifier is

given by:

V
(5)
out,act,inter(ω) = I

(5)
out,act,inter(ω)routHo(5ω) (4.61)

A similar analysis can be applied to the 2nd-stage amplifier. Similar as (4.42) and (4.43),

here we directly give the expression of the interaction’s frequency response:

V
(5)
out,2nd,inter(ω) =

3

4
a3,2

[
V

(1)
1 (ω)

]2
V

(3)
1 (3ω)Ha2 (5ω)Ho (5ω) (4.62)

where the V
(1)
1 (ω) and V

(3)
1 (3ω) are the feedback fundamental tone and 3rd-order harmonic

appear at the input of the second stage amplifier that will interact to produce the 5th-order

harmonics.

Equations (4.58) and (4.62) show that for the interactions’ frequency response, the nonlin-

earity originated from RC network still has the different filtering behavior compared with

the nonlinearity originated from the amplifier’s nonlinear gain. As a results, for the inter-

action at first-stage amplifier, it is still necessary to distinguish the IRN and ORN, with its

corresponding coefficients listed in Table 4.1.

4.3.3 Nonlinear-feedback Frequency Response Analysis for Two-

Stage TIA’s 5th-Order Nonlinearity

For the TIA studied in this chapter, the interaction between the lower-order harmonics

will appear at both the first and second stages. In particular, the overall interactions are

comprised of two parts, one is the interaction between feedback 3rd-order harmonic with the

fundamental tone at the first stage and then amplified by the second stage. Another is the
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interaction between the amplified fundamental tone and the feedback 3rd-order harmonic

at the second stage amplifier. To model those two different interactions in this two-stage

amplifier, the method is to separate this two-stage system into two sub-models as shown

in Fig. 4.20. In each sub-model one of the amplifiers remains nonlinear while the other is

replaced by a linear model. Then the harmonics of each sub-model is determined, and their

effects are superimposed.

For the submodel1 in Fig. 4.20, which considers the first stage as nonlinear and second stage

as linear. When one amplifier is considered linear, it will not generate any nonlinear harmon-

ics and only provide the linear gain. Though this submodel totally ignored the nonlinearity

generated from the second-stage amplifier, due to the fact the first-stage amplifier’s nonlin-

ear harmonic will dominant at the high frequency, so this submodel can still be relatively

accurate at high-frequency range.

The feedback of the harmonics to the first-stage amplifier’s input is expressed in (4.49).

According the previoius section, the interaction part of the 5th-order distortion introduced

by submodel1 can be expressed at low frequencies as:

V
(5)
inter,1st =

3F

4

a3,1ia1,2 + a3,1oa1,2
1 + a1,1a1,2F

V
(3)
cls,1stVe

2 (4.63)

Here the V
(3)
cls,1st is the total 3

rd-order closed-loop nonlinear harmonic of the submodel1, which

is the 3rd-order nonlinearity originated from the first-stage amplifier then amplified by the

second stage’s linear gain. To model the frequency response for the submodel1, the following

filtering behavior need to be considered when express the frequency response:

1. For the interaction between the 3rd-order harmonic and the fundamental tone, the 3rd-

order harmonic will be filtered by Hi (3ω) at the input, and the fundamental tone will

be filtered by Hi (ω) at the input.
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Figure 4.20: The two-stage nonlinear amplifier’s model with the equivalent two sub-models.
The input voltage amplitude Vi = Iin(RIN ||RF ).

2. The first-stage interaction needs to distinguish the IRN and ORN. For the ORN, the

filtering behavior of the interaction due to the nonlinear gd is expressed in (4.58). For

the IRN, the filtering behavior is as expressed in (4.61).

Based on these two considerations, the interaction’s frequency response of the 5th harmonic

can be expressed as (4.64). The V
(3)
cls,1st (ω) expression in (4.65) is the overall closed-loop

expression of 3rd-order harmonic originated from the first stage.

V
(5)
inter,1st(ω) =

3FV
(3)
cls,1st (ω)Ve

2(ω)

4 [1 + LG (5ω)]
H2

i (ω)Hi(3ω)Hm(5ω)Ho(5ω) [a3,1ia1,2Hp (2ω) +

a3,1oa1,2H
2
m(ω)Hm(3ω)

] (4.64)
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V
(3)
cls,1st (ω) =

1

4 [1 + LG (3ω)]
{a3i,1 [Ve(ω)Hi (ω)]

3Hp (2ω)+

a3o,1 [Ve(ω)a1,1Hi(ω)Hm(ω)]
3Hm (3ω)Ho (3ω)}

(4.65)

Similar to the submodel1, the submodel2 can also be simplified as a single-stage amplifier.

Though this submodel totally ignored the nonlinearity generated from the first-stage am-

plifier, due to the fact the second-stage amplifier’s nonlinear harmonic will dominant at the

low frequency, so this submodel can still be relatively accurate at low-frequency range.

The interaction at low frequency between the input fundamental tone and the feedback

3rd-order harmonic can be expressed as:

V
(5)
inter,2nd =

3F

4

a1,1
3 · a3,2

1 + LG
V

(3)
cls,2ndVe

2 (4.66)

where the V
(3)
cls,2nd is the closed-loop nonlinear harmonic originated from the second-stage

amplifier, with a input fundamental tone current generated from the first stage. Notice that,

there is another feedback loop from the output of the second-stage amplifier to its input

through the compensation loop. However, this feedback voltage is too small compared with

the voltage feedback through the main loop and amplified by the first amplifier. So for

simplicity, we ignored the influence of this feedback loop. To model the frequency response

using the submodel2, the following filtering behaviors need to be considered:

1. The fundamental input will be filtered by Hi (ω) at the input and Hm (ω) middle nodes.

2. The 3rd-order harmonic will be filtered by Hi (3ω) at the input and Hm (3ω) middle

nodes.

3. The filtering at the second-stage, for example the additional poles/zeros and the output
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poles/zeros, need to be expressed as Ha2 (5ω) and Ho (5ω).

With the above considerations, the 5th-order nonlinearity due to the interaction of the sub-

model2 can be expressed as (4.67), and the closed-loop 3rd-order nonlinearity due to the

second-stage amplifier’s frequency response is expressed in (4.68):

V
(5)
inter,2nd (ω) =

3F (ω)

4 [1 + LG (5ω)]
a3,2a

3
1,1 [VeHi(ω)Hm (ω)]2 V

(3)
cls,2nd (ω)

Hm (3ω)Ha2 (5ω)Ho (5ω)

(4.67)

V
(3)
cls,2nd (ω) =

1

4 [1 + LG (3ω)]
a3,2 [a1,1Ve(ω)Hi (ω)Hm (ω)]3Ha2 (3ω)Ho (3ω) (4.68)

The superposition of those two sub-models’ harmonic voltages is the overall 5th-order dis-

tortion originated by the interaction of the lower-order harmonic. Then the overall 5th-order

distortion voltage at the output can be expressed as:

V
(5)
out (ω) =V

(5)
out,ini(ω)− V

(5)
inter,1st(ω)− V

(5)
inter,2nd(ω) (4.69)

With the modified model, the new modeling result compared with simulation is shown in

Fig. 4.21. It can be observed that this model matches much better with the simulation

compared with previous model shown in Fig. 4.17(b).
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Figure 4.21: Comparison of the simulation and model results of the 5th-order nonlinearity,
with considering the interactions between lower-order harmonics.

4.3.4 Nonlinear-Feedback Frequency Analysis for Two-Stage N th-

order Nonlinearity

For nonlinearities that are of order higher than three, both the initial nonlinearity originat-

ing from the devices, as well as the interactions originating from the interaction between the

lower-order harmonics, are present. For the TIA studied in this chapter, it is the interaction

component that is dominant. For example, for a 7th-order nonlinearity, the interactions of

both the 5th harmonic with the fundamental, and the 3rd-order harmonic with the funda-

mental, must be accounted for. This can be generalized as follows:

V
(n)
out = V

(n)
out,ini −

n−3
2∑

k=1

(2k + 1)F

22k
a1+2k

1 + LG
V

(n−2k)
out Ve

2k (4.70)

where V
(n)
out,ini is the initial closed-loop nonlinearity originating from the two-stage TIA’s
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nth-order nonlinear sources, and given in (4.44). The V
(n−2)
out includes the initial (n− 2k)th-

order nonlinearity, together with all the interactions between lower-order harmonics with

the fundamental tone. Fig. 4.22 shows the composition of the overall nth-order nonlinearity

according to (4.70).

Next, we need to include the frequency response into expression (4.70), similar to the analysis

for the 5th-order harmonic frequency response analysis discussed in the last section. The nth-

order nonlinearity’s frequency response also need to separate into two submodels, as shown

in Fig. 4.20. The consideration for the frequency response analysis for submodel1 can be

extend to the nth-order as follows:

1. For the interaction between the (n− 2k)th-order harmonic and the fundamental tone,

the (n − 2k)th-order harmonic will be filtered by Hi [(n− 2k)ω] at the input, and the

fundamental tone will be filtered by Hi (ω) at the input.

2. The first-stage interaction also needs to distinguish the IRN and ORN. For the IRN,

at the output of the first-stage amplifier, the nth-order interaction distortion has been

generated and the frequency response at this node and the following signal chain will

need to change to H (nω). For the ORN, the filtering condition is the case when apply

both fundamental tone and the (n− 2k)th-order distortion are applied at the load.

Based on these two considerations, the interaction part of the nth-order harmonic of the

simplified submodel1 can be expressed as (4.71). The V
(n−2k)
cls,1st (ω) expression in (4.72) is the

overall closed-loop expression of (n− 2k)th-order harmonic contributed by the first stage.

V
(n)
inter,1st =

n−3
2∑

k=1

(2k + 1)FV
(n−2k)
cls,1st [(n− 2k)ω)]

22k [1 + LG (nω)]
Ve

2k(ω)·

H2k
i (ω)Hi [(n− 2k)ω]{a1+2k,1iHp(2kω)+

a1+2k,1oa
1+2k
1,1 H2k

m (ω)Hm [(n− 2k)ω]}a1,2Hm(nω)Ho(nω)

(4.71)
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Figure 4.22: Harmonic interactions of the odd-order nonlinearities.

V
(n−2k)
cls,1st (ω) = V

(n−2k)
out,ini,1st(ω)− V

(n−2k)
inter,1st(ω) (4.72)

Similarly, for the sub-model 2, whose first-stage amplifier is considered linear and second-

stage amplifier is considered nonlinear. When modeling the filtering behavior of the nonlin-

earity, the followings need to be considered:

1. The fundamental tone at the input will be filtered by Hi (ω) at the input and Hm (ω)

middle nodes.

2. The (n − 2k)th-order harmonic will be filtered by Hi [(n− 2k)ω] at the input and

Ho [(n− 2k)ω] middle nodes.

3. For the second stage amplifier’s additional poles/zeros and the output node poles/zeros,

their filtering for the nth-order nonlinearity are expressed as Ha2 (nω) and Ho (nω).

With the above considerations, the nth-order nonlinearity due to the interaction of the sub-

model2 can be expressed as (4.73), the closed-loop (n − 2k)th-order nonlinearity frequency
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response with consideration is expressed in (4.74).

V
(n)
inter,2nd =

n−3
2∑

k=1

(2k + 1)F

22k [1 + LG (nω)]
a1,1

1+2ka1+2k,2Hi
2k (ω)Hm

2k (ω)Hi [(n− 2k)ω] ·

Hm [(n− 2k)ω]V
(n−2k)
cls,2nd (ω)V

2k
e (ω)Ha2 (nω)Ho (nω)

(4.73)

V
(n−2k)
cls,2nd (ω) = V

(n−2k)
out,ini,2nd(ω)− V

(n−2k)
inter,2nd(ω) (4.74)

The overall frequency response of the nth-order harmonic is given:

V
(n)
out (ω) =V

(n)
out,ini(ω)− V

(n)
inter,1st(ω)− V

(n)
inter,2nd(ω) (4.75)

4.3.5 Model Verification

The model for the nth-order nonlinearity expressed in (4.75) has been verified by using the

device model from TowerSemi 0.18µm BiCMOS process sbc18h3 through simulation. A

pseudo-steady-state simulation was used to directly find the output voltage harmonics. As

mentioned in the previous section, in order to increase the accuracy of the simulation results,

the voltage resolution of the simulator is set to be 1fV. To verify the model, multiple input

current amplitudes are compared for both simulator and the model, and the comparison

results are shown in Fig. 4.23. As the results show, the model results match the simulation

results well at both the low-frequency (10kHz-10MHz) and the mid-frequency (10MHz-1GHz)

bands, under a number of different input current amplitude conditions.
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(a)

(b)

(c)

(d)

Figure 4.23: Comparison of closed-loop two-stage TIA’s nonlinearities simulation and model
results with different input current amplitude: a 3rd-order nonlinearity; b 5th-order nonlin-
earity; c 7th-order nonlinearity, d 9th-order nonlinearity.
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Chapter 5

Conclusion

In this thesis, the design of two highly-integrated circuits for mmWave communication have

been presented. In addition, analysis for the high-frequency nonlinearity behavior of a tran-

simpedance amplifier (TIA) has also been presented. The conclusion for each work and their

future potential research directions are discussed in the following sections.

5.1 mmWave MIMO Receiver Element for High-Speed

and Low-Power Communication

In the first work, a 28-GHz receiver element deploying one-bit direct detection for full-

flexibility beamforming MIMO has been implemented. Low power consumption for each

individual channel is achieved by using an additive-mixing based structure. A low-power

one-bit ADC is also implemented on-chip, which allows for significant power savings thanks

to coarse quantization and signal processing for each Rx element. The symbol-rate of 0.8GS/s

with 16-QAM and 1GS/s with QPSK has been achieved with the total power consumption

of 35 mW.
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For future research, one possible direction would be to separate the single-ended LO from

the composite LO and RF input signal, which would require a greater frequency separation

between the two bands. With the separation between the LO and RF, one could make

the circuit differential to enable the double-balanced mixing, thereby achieving a better

performance for the Rx system. New filtering or antenna design techniques could possibly

help to properly separate those two signals.

5.2 mmWave Transceiver for 5G Communication

In the second work, a 2-by-2 phased-array MIMO transceiver is presented which is targeted

for the 5G NR (n257) band. The novel techniques for the transformer-based matching

techniques to equalize the unbalanced gain have been analyzed and implemented to achieve

a wider and flatter bandwidth. The wideband Wilkinson power combiner/splitter is also

implemented on chip for combining the wideband down-converted IF band signal. The

phase shifter is implemented with the combined passive and active techniques to achieve

the phase shifting capability with 1◦ resolution and relatively low rms phase/gain errors. A

11.6dBm PA saturated output power is designed for a single Tx channel with 13.2% peak

PAE. The modulation test has also been performed on the chip, which achieves a 5.7% EVM

for single Tx-to-Rx and 9% for a 2-by-2 array wireless test for 16-QAM modulation.

The future research work could be the design of a larger antenna array with the chip im-

plemented on this chip, so as to study the antenna patterns and communication qualities of

a large antenna system. Another direction is to study and improve the performance of the

on-chip phase shifter. The phase shifter can target at a wider LO phase shifting bandwidth

with a smaller chip area. For the transceiver system, more techniques to flatten the in-band

gain and sharper the out of band filtering can be studied.
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5.3 Model for Amplifier’s High-Frequency Nonlinear-

ity Behavior

This work modeled the frequency behavior of the odd-order nonlinearities of a differential

TIA. By distinguishing the filtering effect between the input and output of the amplifier, a

definition of the IRN and ORN are given. Practical methods are given to find these nonlinear

coefficients. By applying feedback theory to this two-stage amplifier system, the odd-order

nonlinearities have been modeled, resulting in good matching with the simulation results.

For future research, one possible direction is trying to design and implement a high-linear

TIA with wider linear bandwidth. Some new linear-bandwidth extension techniques could

possibly come out with the known sources of the dominant linearity limitation components.
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