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ORIGINAL RESEARCH

Purpose: To assess feasibility of training a convolutional neural network (CNN) to automate liver segmentation across different 
imaging modalities and techniques used in clinical practice and to apply this technique to enable automation of liver biometry.

Materials and Methods: A two-dimensional U-Net CNN was trained for liver segmentation in two stages by using 330 abdominal 
MRI and CT examinations. First, the neural network was trained with unenhanced multiecho spoiled gradient-echo images from 300 
MRI examinations to yield multiple signal weightings. Then, transfer learning was used to generalize the CNN with additional images 
from 30 contrast material–enhanced MRI and CT examinations. Performance of the CNN was assessed by using a distinct multi-
institutional dataset curated from multiple sources (498 subjects). Segmentation accuracy was evaluated by computing Dice scores. 
These segmentations were used to compute liver volume from CT and T1-weighted MRI examinations and to estimate hepatic proton 
density fat fraction (PDFF) from multiecho T2*-weighted MRI examinations. Quantitative volumetry and PDFF estimates were 
compared between automated and manual segmentation by using Pearson correlation and Bland-Altman statistics.

Results: Dice scores were 0.94 ± 0.06 for CT (n = 230), 0.95 ± 0.03 (n = 100) for T1-weighted MRI, and 0.92 ± 0.05 for T2*-
weighted MRI (n = 168). Liver volume measured with manual and automated segmentation agreed closely for CT (95% limits of 
agreement: −298 mL, 180 mL) and T1-weighted MRI (95% limits of agreement: −358 mL, 180 mL). Hepatic PDFF measured by the 
two segmentations also agreed closely (95% limits of agreement: −0.62%, 0.80%).

Conclusion: By using a transfer-learning strategy, this study has demonstrated the feasibility of a CNN to be generalized to perform 
liver segmentation across different imaging techniques and modalities. With further refinement and validation, CNNs may have broad 
applicability for multimodal liver volumetry and hepatic tissue characterization.

© RSNA, 2019

Supplemental material is available for this article.

Quantitative imaging, the extraction of quantifiable 
features from medical images, has been shown to be 

useful for grading disease severity, determining appropriate 
treatment choice, and monitoring treatment response 
(1). However, current technologies often require manual 
analysis by radiologists to extract these quantitative features, 
which is time-consuming, labor intensive, and prone to 
error (1). Automated image analysis may reduce errors 
from manual analysis (2–4). Specifically, in abdominal 
imaging, liver segmentation has multiple direct potential 
clinical applications, including automated liver volume 
measurement, which is an important prognostic metric 
for hepatic surgical procedures (5–9), and determination 
of radiation dose in liver tumor radioembolization (10). 
Other emerging applications include quantification of 
proton density fat fraction (PDFF) from multiecho MRI 

examinations to assist in the diagnosis and management of 
nonalcoholic fatty liver disease (NAFLD) and assessment 
of liver morphology to assist in the detection of liver 
cirrhosis (11,12).

While efforts have been made to develop segmentation 
algorithms for a single modality or for a particular phase 
of intravenous contrast material enhancement (9,13–19), a 
generalized algorithm that is robust across multiple imaging 
modalities, techniques, sequences, signal weightings, and 
phases of contrast enhancement would be beneficial for 
many clinical applications. For example, a patient might 
undergo different types of CT and MRI examinations 
during routine clinical care. A modality-independent 
segmentation algorithm that can automatically track liver 
volume longitudinally from any or all scans could provide 
useful prognostic information (20,21). Another application 
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framework to train a CNN to perform liver segmentation 
across different imaging modalities and techniques. We further 
evaluated the CNN for two applications to show its clinical 
potential: (a) automated CT and MRI liver volumetry and (b) 
automated hepatic PDFF quantification.

Materials and Methods

Data Sources and Patient Demographics
In this cross-sectional institutional review board–approved, 
Health Insurance Portability and Accountability Act–compliant 
study, we retrospectively identified a convenience sample 
of 563 abdominal CT and MRI examinations performed 
between 2009 and 2017 in 530 adults (mean age, 55 years ± 13 
[standard deviation]; 49% female; mean weight, 76 kg ± 15) for 
research (n = 350) or clinical care (n = 180) at our institution. 
In addition, we retrospectively identified 298 abdominal CT 
and MRI examinations from other institutions available to us 
through collaborative research agreements and public data to 
provide external validation of our study. Demographics and 
other characteristics of each cohort are summarized in Table 
1 and Figure E1 and Appendix E1 (supplement). For research 
images, written informed consent was obtained from each 
subject at the time of the original study. For clinical images, 
we obtained a waiver of consent from our institutional review 
board. All images were de-identified before inclusion in this 
study. Some of the image data obtained for research (300 
of 530 subjects) were published previously in the context of 
other research studies unrelated to machine-learning research 
(22,37). Most of the previously published studies focused 
on hepatic PDFF estimations from manually placed regions 
of interest on MR images, while the current study focuses 
on training and validating an automated liver segmentation 
method. Thus, the data are used in a completely different way.

CT and MRI Data
Four different types of images were included in this study: (a) 
unenhanced low flip angle two-dimensional (2D) multiecho 
spoiled gradient-echo (SPGR) MRI with variable T2* weighting 
(hereafter, 2D SPGR), (b) unenhanced low flip angle three-
dimensional (3D) multiecho SPGR MRI with variable T2* 
weighting (hereafter, 3D SPGR), (c) contrast-enhanced CT 
obtained during the portal venous phase about 70 seconds 
after injection of iohexol (Omnipaque 350;  GE Healthcare, 
Princeton, NJ) and unenhanced CT, and (d) contrast-enhanced 
T1-weighted MRI in the hepatobiliary phase (HBP) performed 
about 20 minutes after injection of 0.025 mmol per kilogram 
of body weight gadoxetate disodium (Eovist; Bayer-Scherling, 
Berlin, Germany), which is a hepatobiliary agent (hereafter, 
HBP T1-weighted MRI). The imaging systems and techniques 
are summarized in Table 2. These imaging types were selected 
because at our institution the first two are routinely used for 
hepatic PDFF quantification, while the latter two are routinely 
used for liver volumetry prior to hepatic surgery (26,27). An 
additional advantage is that each of the first two examination types 
generated perfectly coregistered images acquired simultaneously 

of automated segmentation is hepatic PDFF quantification, 
which is commonly performed by using chemical shift–
encoded (CSE) MRI techniques. CSE MRI techniques often 
use multiecho proton density weighted MRI with variable T2* 
weighting (22). However, there is no one standard for CSE MRI, 
and examinations may be performed across multiple scanners 
and field strengths at different institutions (23). A segmentation 
algorithm that is robust to technical parameters and scanner 
types would permit automated hepatic PDFF quantification 
and broaden its clinical applicability. In addition, cross-
modality registration, which has proven useful in the detection 
of longitudinal change in follow-up studies may benefit from 
modality-independent segmentation (24).

Recently, convolutional neural networks (CNNs), a form of 
machine learning, have shown promise for performing automated 
liver segmentation during routine CT examinations (13). CNNs 
are capable of automatically learning relevant features to segment 
the liver in a training set of images. Unlike traditional algorithms, 
in which a limited set of image features for segmentation are 
carefully designed by computer programmers, CNNs have the 
ability to automatically identify and weigh these features (25). 
This property may enable CNNs to handle heterogeneous 
image data well. One commonly believed drawback of CNNs 
is that they require a large amount of manually labeled data to 
learn a specific task (25), which could be a substantial barrier 
to developing applications in medical imaging because expert 
annotation could be required. Transfer learning is a technique 
in which a CNN trained for one task is adapted to perform 
a related task, which may reduce the amount of training data 
required (25).

We therefore hypothesized that it may be possible to develop 
a single CNN to accomplish the liver segmentation task, using 
a staged transfer-learning strategy to minimize the number of 
training datasets required. We assess the feasibility of this general 

Abbreviations
CNN = convolutional neural network, CSE = chemical shift 
encoded, HBP = hepatobiliary phase, LoA = limits of agreement, 
NAFLD = nonalcoholic fatty liver disease, PDFF = proton density 
fat fraction, SPGR = spoiled gradient-recalled echo, 3D = three  
dimensional, TE = echo time, 2D = two dimensional

Summary
Automated liver segmentation from CT and MRI data is feasible with 
a convolutional neural network, requiring relatively few image datasets 
for generalization to multiple imaging modalities and techniques.

Key Points
 n For the multimodal convolutional neural network, Dice scores 

were 0.92 ± 0.05 for two-dimensional spoiled gradient-recalled 
echo (SPGR) (first echo), 0.93 ± 0.02 for three-dimensional SPGR 
(first echo), 0.94 ± 0.06 for contrast-enhanced and unenhanced 
CT, and 0.95 ± 0.03 for hepatobiliary phase T1-weighted MRI.

 n Liver volume measured with manual and automated segmentation 
agreed closely for CT (95% limits of agreement: −298 mL, 180 mL) 
and T1-weighted MRI (limits of agreement: −358 mL, 180 mL]).

 n Hepatic proton density fat fraction measured by the two 
segmentations also agreed closely (limits of agreement: −0.62%, 
0.80%).

https://pubs.rsna.org/journal/ai
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during single-breath holds 
at successively longer echo 
times (TEs) with increasing 
T2* weighting and variable 
degrees of fat-water signal 
oscillation. Since all images 
were coregistered in those 
two examination types, 
one manual segmentation 
yielded ground-truth for all 
six TEs, which facilitated 
CNN training over a range 
of image contrasts.

Both multiecho SPGR 
sequences used TEs 
optimally spaced for fat-
water signal separation 
using magnitude (for 2D 
SPGR) (22) or complex 
(for 3D SPGR) (28) 
reconstruction. From the 
source images, hepatic 

Table 1: Patient Characteristics for the Different Types of Image Data Used in the Current 
Study

Characteristic

Unenhanced Multiecho 
Spoiled Gradient-echo 
MRI Cohort

Contrast-enhanced and  
Unenhanced CT Cohort

Gadoxetic Acid–enhanced 
Hepatobiliary Phase  
T1-weighted MRI Cohort

Our Institution

No. of patients 350 110 70
Age (y) 51 ± 14 61 ± 13 62 ± 12
Female sex 185 (53) 48 (44) 31 (44)
Weight (kg) 89 ± 16 72 ± 17 82 ± 21

Other Institutions
No. of patients 118 130* 50†

Age (y) 51 ± 11 NA NA
Female sex 76 (64) NA NA
Weight (kg) 95 ± 17 NA NA

Note.—Data are either number of patients or mean ± standard deviation. Data in parentheses are 
percentages. NA = not available.
* This is an anonymous publicly available CT image dataset; thus, patient demographic information is not 
available.
† These are anonymized clinical image data from a collaborating institution; thus, patient demographic 
data are not available.

Table 2: Imaging Systems and Parameters

Imaging Systems and Parameters
Training/Internal Validation at  
Our Institution

External Validation at  
Other Institutions

Multiecho 2D SPGR
Imaging system GE Signa HDxt 3.0T Siemens Avanto 1.5 T, Siemens TIM 

Symphony 1.5 T, Siemens TIM Trio 3.0 T, 
and GE Signa HDxt 3.0 T

Imaging parameters
 Repetition time (msec) 100–300 > 120
 Echo times (msec) 1.15, 2.3, 3.4, 4.6, 5.8, 6.9 1.15, 2.3, 3.4, 4.6, 5.8, 6.9
 No. of echoes 6 6
 Flip angle (degrees) 10 10
 Bandwidth (Hz) ±142k > 500 for 1.5 T, > 1000 for 3.0 T
 Section thickness (mm) 8–10 8–10
 Section gap (mm) 0 0
 No. of phase encoding steps 128–224 128
 No. of frequency encoding steps 160–288 192

Multiecho 3D SPGR
Imaging system GE Signa HDxt 3.0 T NA
Imaging parameters
 Repetition time (msec) >120 NA
 Echo times (msec) 0.9–1.2, ΔTE ? 0.8 NA
 No. of echoes 6 NA
 Flip angle (degrees) 3 NA
 Bandwidth (Hz) ±125k NA
 Section thickness (mm) 8–10 NA
 Section gap (mm) 0 NA
 No. of phase encoding steps 128 NA
 No. of frequency encoding steps 256 NA

Table 2 (continues)

https://pubs.rsna.org/journal/ai
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Transfer learning is a technique in which a CNN that has 
previously been trained for a specific task is used as a starting 
model to train a new CNN for a related task (25). Since the 
training begins with a starting model, the new CNN has 
the potential to learn the new task with a smaller amount of 
training data. In this case, we used the initial CNN described 
earlier in the article as the starting model and provided 
additional training using a total of 60 image sets, including 
samples from three imaging methods: (a) 30 unenhanced 
multiecho 2D SPGR MRI liver examinations, including 
a subset of the original training data selected at random to 
ensure that the multimodal CNN could retain its ability to 
perform liver segmentation on these images; (b) 10 contrast-
enhanced CT abdominal examinations, and (c) 20 contrast-
enhanced T1-weighted MRI abdominal examinations in the 
HBP.

To further investigate how the amount of training data 
may affect the accuracy of liver segmentation, we also 
explored the incremental effect of training the CNN, varying 
number of CT image sets from one to 10, while keeping the 
number of training data sets for other imaging types constant. 
Similarly, we explored the incremental effect of training the 

PDFF parametric maps were generated by the scanner applying 
inline algorithms that corrected for T2* decay (29,30) and fat-
water signal interference (28). Those maps were then used to 
quantify hepatic PDFF.

Initial CNN Training
In this first phase, we trained a modified U-Net CNN to 
segment the liver by using 300 unenhanced multiecho 2D 
SPGR source image sets acquired from unique subjects at 
six TEs (TE range, 1.15–6.90 msec). Since the different TEs 
generated different image contrasts, images acquired at each 
TE were used as independent inputs to the CNN (Fig 1).

This initial CNN was unable to accurately segment the liver 
on contrast-enhanced and unenhanced CT (mean Dice score, 
0.82 ± 0.14) or HBP T1-weighted MR images (mean Dice 
score, 0.08 ± 0.15), presumably due to differences in tissue 
contrast between the contrast-enhanced CT and MR images and 
the unenhanced MR images used in the initial training.

CNN Generalization
In this second phase, we applied transfer learning to generalize 
the CNN to other imaging methods and tissue contrasts. 

Table 2 (continued): Imaging Systems and Parameters

Imaging Systems and Parameters
Training/Internal Validation at  
Our Institution

External Validation at  
Other Institutions

CT
Imaging system GE Discovery CT 750 HD NA*

Toshiba Aquilion
Imaging parameters
 In-plane resolution (mm) 0.5–1.0 0.5–1.0
 Section thickness (mm) 3.0–5.0 0.7–5.0
 Collimation (mm) 5–8 NA
 Tube current (mAs) 200–750 NA
 Tube voltage (kVp) 120 NA
 Intravenous contrast material Iohexol injected as a fixed volume  

of 125 mL at a rate of 4–5 mL/sec
Intravenous contrast material was  

administered, exact agent not available
HBP-T1-MR

Imaging system GE Echospeed HD 1.5 T or GE Signal  
Excite HD 3.0 T

Siemens Avanto 1.5 T

Imaging parameters
 Repetition time (msec) 3.5 2.6–4.3
 Echo time (msec) 1.6 1.1–2.6
 Flip angle (degrees) 15 10–30
 Bandwidth (kHz) 224 625–1021
 Section thickness (mm) 4–6 2.5–2.7
 No. of phase encoding steps 128–192 154–224
 No. of frequency encoding steps 256–320 256–320
 Intravenous contrast material Gadoxetate disodium injected at 1 mL/sec 

followed by a 40-mL saline flush at 2 mL/sec
Gadoxetate disodium injected at 1 mL/sec 

followed by a 40-mL saline flush at 2 mL/sec

Note.—HBP-T1-MR = contrast-enhanced hepatobiliary phase T1-weighted MRI, NA = not available, TE = echo time, 3D-SPGR = 
unenhanced low-flip-angle three-dimensional multiecho spoiled gradient-echo MRI with variable T2* weighting; 2D-SPGR = unenhanced 
low-flip-angle two-dimensional multiecho spoiled gradient-echo MRI with variable T2* weighting.
* This is a de-identified publicly available CT image dataset; some of the imaging parameters are not available from the image headers.

https://pubs.rsna.org/journal/ai
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CNN for liver segmentation using each of the six echoes from 
the 50 multiecho 2D and 3D SPGR MRI examinations from 
the internal validation dataset. The goal of this experiment 
was to assess the robustness of the initial CNN across different 
signal-weighting and MRI techniques, even those that 
were not used in the training. In the second experiment, we 
compared the accuracy of the initial and multimodal CNN 

CNN varying the number of HBP 
T1-weighted MR image sets from one 
to 20.

CNN Validation
We assessed the accuracy of the CNNs 
for liver segmentation, liver volumetry, 
and hepatic PDFF quantification using 
two datasets, one from our institution 
using the same scanner as the training 
data (internal validation) and another 
in which the majority of data were from 
collaborative institutions or publicly 
available data (external validation).

Internal Validation
Four different sets of CT and MR 
images were included: (a) 100 clinical 
contrast-enhanced and unenhanced 
CT image sets of the abdomen, (b) 50 
contrast-enhanced 1.5- or 3-T HBP 
T1-weighted MR examinations, (c) 50 
unenhanced 3-T multiecho 2D SPGR 
MRI examinations with six TEs (1.1, 
2.3, 3.5, 4.6, 5.8, and 6.9 msec), and 
(d) 33 unenhanced 3-T multiecho 
3D SPGR MRI examinations with six 
TEs (0.9, 1.7, 2.5, 3.2, 4.0, and 4.7 
msec). Of note, the multiecho 2D and 
3D SPGR MRI examinations were 
performed in the same 50 patients. 
Also, the multiecho 3D SPGR image 
type had not been used in either 
the initial CNN training or CNN 
generalization phases.

External Validation
Three different sets of CT and MR 
images are included: (a) 130 publicly 
available contrast-enhanced abdominal 
CT image sets from seven institutions 
across Europe and Canada (http://
www.lits-challenge.com) (31), (b) 50 
contrast-enhanced abdominal 1.5-T 
T1-weighted MRI examinations in 
the HBP obtained from an outside 
institution through a research 
collaboration, and (c) 118 unenhanced 
multiecho liver 2D SPGR MRI 
examinations, each with six TEs, from a multicenter clinical 
trial in which our institution was a participating site (32).

Liver Segmentation
We conducted two validation experiments to assess the accuracy 
of our initial and final multimodal CNN for liver segmentation. 
In the first experiment, we assessed the accuracy of the initial 

Figure 1: Overview of the study design, which comprised three phases. In the first 
phase, we trained with unenhanced low-flip-angle two-dimensional (2D) multiecho 
spoiled gradient-echo (SPGR) MR images with variable T2* weighting (n = 300) with 
multiple echo times (TEs) to be robust against different signal weightings. In the second 
phase, we used transfer learning to generalize our convolutional neural network (CNN) 
to other imaging modalities by using multimodal image data (30 2D SPGR MRI datasets, 
10 contrast-enhanced CT datasets, 20 contrast-enhanced T1-weighted hepatobiliary 
phase MRI datasets). In the third phase, we assessed the accuracy of liver segmentation, 
liver volumetry, and hepatic proton density fat fraction (PDFF) estimation. 3D-SPGR = 
unenhanced low-flip-angle three-dimensional multiecho spoiled gradient-echo MRI with 
variable T2* weighting; CE/NC-CT = contrast-enhanced and unenhanced CT; HBP-T1w 
MR = contrast-enhanced T1-weighted MRI in the hepatobiliary phase performed about 
20 minutes after injection of 0.025 mmol per kilogram of body weight gadoxetate 
disodium, a hepatobiliary agent.

https://pubs.rsna.org/journal/ai
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for liver segmentation using all four types of images from 
both the internal and the external validation datasets. The 
first echo used was from the multiecho 2D and 3D SPGR 
MRI examinations for this experiment because segmentation 
accuracy was not affected by TEs (see Results). The goal of 
the second experiment was to investigate the effectiveness of 
transfer learning on CNN training. In addition, we evaluated 
the segmentation accuracy of the additional CNNs trained by 
using varying numbers of CT and contrast-enhanced HBP T1-
weighted MRI examinations, as described previously.

Ground Truth for Liver Segmentation
Under the supervision of a board-certified abdominal 
radiologist, two readers (K.W., A.M.), a radiology resident and 
an image analyst with at least 2 years of experience evaluating 
CT and MRI examinations, manually labeled the liver on all 
images from both the CT and the MRI examinations. The 
interactive image segmentation software (ITK-SNAP 3.6; 
Penn Image Computing and Science Laboratory, Philadelphia, 
Pa) was used for manual segmentation (33).

Liver Volumetry
For the contrast-enhanced and unenhanced CT and contrast-
enhanced T1-weighted HBP MRI examinations, liver area 
was computed for each axial image using multimodal CNN-
based liver segmentation, liver areas were multiplied by section 
thickness to obtain per-image liver volumes, and those liver 
volumes were summed over all images to obtain an estimate of 
whole-liver volume.

Ground Truth for Liver Volumetry
For liver volumetry, liver volumes calculated based on manual 
segmentation (as described previously) were used as the 
reference standard.

Hepatic PDFF Estimation
For the multiecho 2D and 3D SPGR image sets, mean hepatic 
PDFF was computed by averaging the PDFF values within 
the whole liver. This was done by colocalizing the automated 
CNN-based liver segmentations obtained from the first echo of 
the multiecho SPGR MRI examinations to the corresponding 
PDFF parametric maps and then averaging the PDFF values of 
all pixels contained within the segmented volumes. The PDFF 
maps and the multiecho SPGR MR images were perfectly 
coregistered, so no additional registration was required. The 
first echo was chosen because it provided the best average liver 
segmentation accuracy in the validation dataset (see Results). 
Liver segmentations were performed on the source SPGR 
images instead of on the PDFF maps directly because source 
images were used in the manual segmentation (described in a 
subsequent section).

Ground Truth for Hepatic PDFF Estimation
For hepatic PDFF estimation, the manual liver segmentations 
obtained from the first echo of the multiecho SPGR MR 
images were colocalized to the corresponding PDFF parametric 

maps, and the PDFF values of all pixels contained within the 
segmented volumes were averaged. The liver was segmented 
manually on source images rather than PDFF maps because 
the source images provided better visualization of liver borders 
subjectively.

Statistical Analysis
Descriptive summaries were generated, including calculation 
of means, standard deviations, and ranges. To evaluate 
segmentation accuracy quantitatively, we computed the 
Dice score between CNN-predicted and manually labeled 
liver segmentations. The Dice score was defined as the 
volume of overlap between segmentations from the CNN 
and from the manual labeling divided by the averaged 
segmentation volume between the two methods, as shown 
in Figure 2. To examine the effect of TEs and 2D or 3D 
SPGR sequences on segmentation accuracy, repeated one-
way analysis of variance was performed on Dice scores 
for each factor (TEs or SPGR sequence). To compare the 
performance of the initial CNN and the multimodal CNN, 
a paired t test was performed on Dice scores for each of 
the four validation datasets. To compare manual versus 
automated liver volumetry, linear regression and Bland-
Altman analyses were performed on liver volume assessed 
with automated and manual segmentations. Hepatic PDFF 
estimations from automated and manual segmentations 
were compared by using similar analyses.

Results

Segmentation Accuracy of the Initial CNN on 
Multiecho 2D and 3D SPGR Sequences
Dice scores of the initial CNN for liver segmentation on 
multiecho 2D and 3D SPGR MR images ranged from 0.90 
± 0.07 to 0.95 ± 0.02 (Fig 3). Nominally, the first echo 
provided the highest Dice scores for both 2D and 3D SPGR, 
although repeated one-way analysis of variance testing revealed 
no significant differences between TEs (F = 1.29. P = .23) 
or SPGR sequence (F = 1.005, P = .31). Since there was no 
significant difference in segmentation accuracy between images 
from different TEs, subsequent analyses focused only on the 
first echo for the multiecho SPGR image sets.

Segmentation Accuracy of the Initial and Multimodal 
CNNs in the Validation Image Sets
Dice scores for initial CNN and multimodal CNN in the 
four validation datasets are summarized in Figure 4a and 4b, 
respectively. For the initial CNN, Dice scores were 0.93 ± 
0.04 for 2D SPGR (first echo), 0.95 ± 0.02 for 3D SPGR (first 
echo), 0.82 ± 0.14 for contrast-enhanced and unenhanced 
CT, and 0.08 ± 0.15 for HBP T1-weighted MRI. For the 
multimodal CNN, Dice scores were 0.92 ± 0.05 for 2D 
SPGR (first echo), 0.93 ± 0.02 for 3D SPGR (first echo), 0.94 
± 0.06 for contrast-enhanced and unenhanced CT, and 0.95 
± 0.03 for HBP T1-weighted MRI. When compared with 
the initial CNN, Dice scores for the multimodal CNN were 

https://pubs.rsna.org/journal/ai
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meaningfully higher for contrast-enhanced and unenhanced 
CT (∆Dice = 0.12 ± 0.12, P < .001) and HBP T1-weighted 
MRI (∆Dice = 0.87 ± 0.16, P < .001) but were only slightly 
lower for unenhanced 2D SPGR (first echo) (∆Dice = −0.01 
± 0.02, P < .001) and 3D SPGR (first echo) (∆Dice = −0.03 
± 0.02, P < .001) (Table 3 summarizes the comparison). 
Although the mean Dice scores are greater than 0.90 for 
multimodal CNN regardless of image type, there were a few 

outliers for each image type, suggesting that robustness of the 
CNN needs to be improved before it is ready for clinical use.

Effect of Training Data Size on Segmentation 
Accuracy
As shown in Figure 4c, the average Dice score increased as 
we added more CT image sets to train the multimodal CNN 
(eg, from 0.88 ± 0.13 for one CT image set to 0.91 ± 0.10 

Figure 2: Examples of multimodal convolutional neural network (CNN) liver segmentation results for each 
imaging modality. Each row represents example images and resulting segmentation from a specific imaging 
modality. Two examples are shown for each modality, one with relatively low Dice score and one with relatively 
high Dice score. Segmentation results are color coded, as shown in the Venn diagram. The color-coded labels 
give a sense of what the numeric Dice score represents. The definition of Dice score between the automated and 
manual method is also shown. HBP-T1w-MRI = contrast-enhanced T1-weighted MRI in the hepatobiliary phase 
performed about 20 minutes after injection of 0.025 mmol/kg gadoxetate disodium, a hepatobiliary agent; CE/
NC CT = contrast-enhanced or noncontrast CT; 3D-SPGR = unenhanced low-flip-angle three-dimensional multiecho 
spoiled gradient-echo MRI with variable T2* weighting; 2D-SPGR = unenhanced low-flip-angle two-dimensional 
multiecho spoiled gradient-echo MRI with variable T2* weighting.
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for two CT image sets). The 
average Dice score plateaued 
around 10 CT image sets (Dice 
= 0.94 ± 0.06). Similarly, the 
average Dice score increased 
as we increased the number 
of training contrast-enhanced 
HBP T1-weighted MR image 
sets (eg, from 0.81 ± 0.12 for 
one to 0.88 ± 0.06 for two) 
and plateaued at 20 HBP 
T1-weighted MR image sets 
(Dice = 0.95 ± 0.03, Fig 4d). 
An increase in the number 
of training images increased 
the mean Dice score (average 
performance) and reduced the 
standard deviation of the Dice 
score (ie, robustness).

As shown in Figure 4c and 
4d, the performance gain with 
transfer learning is substantial 
even with very few training 
image sets (ie, n < 5). This is 
especially true for HBP T1-
weighted MR images in which 
the segmentation accuracy 
increased from 0.08 ± 0.16 
to 0.81 ± 0.12 using just one 
HBP T1-weighted MR image 
set. We speculated the poor 
performance for contrast-
enhanced T1-weighted MRI 
in the HBP using the initial 
CNN is related to the much 
higher signal intensity values of 
the liver parenchyma relative to 
the background. This level of 
high signal intensity is probably 
“perceived” as intra-abdominal 
fat or artifact in the unenhanced 
2D-SPGR data, so the initial 
CNN learned to ignore these 
intensity values. However, 
with some training of contrast-
enhanced T1-weighted MRI in 
the HBP data, the CNN quickly 
adjusted, and its performance 
improved substantially.

Liver Volumetry Accuracy
A comparison of liver volume assessments between automated 
and manual liver segmentations is summarized in Figure 5.

For contrast-enhanced and unenhanced CT, liver volumes 
from manual segmentation ranged from 577 to 5186 mL (mean 
volume, 1677 mL ± 540). Liver volumes from automated 
segmentation ranged from 400 to 5006 mL (mean volume, 

1619 mL ± 532). Manual and automated liver measurements 
correlated strongly (R2 = 0.95, slope = 0.96, intercept = 11.7 
mL; Fig 5a). When compared with the manual method, the 
automated method resulted in slight underestimation of liver 
volume (bias = −58.1 mL, P < .001); 95% limits of agreement 
(LoA) were −298 mL and 180 mL (Fig 5b).

Figure 3: Liver segmentation accuracy of the initial convolutional neural network (CNN) 
on images with different technical parameters (ie, echo time [TE]) and MR techniques 
(unenhanced low-flip-angle two-dimensional multiecho spoiled gradient-echo MRI with variable 
T2* weighting [2D-SPGR] vs unenhanced low-flip-angle three-dimensional multiecho spoiled 
gradient-echo MRI with variable T2* weighting [3D-SPGR]). Each boxplot summarizes Dice 
scores on image series acquired with the same imaging technique and TE. Dices scores for 
image series acquired with 2D SPGR and 3D SPGR MRI sequences were plotted separately 
in, A, and, B, respectively. A representative MR image acquired by using each TE and MR 
technique is shown along with the mean Dice score ± standard deviation.
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For HBP T1-weighted MRI, liver volumes from 
manual segmentation ranged from 858 to 5445 mL (mean 
volume, 2315 mL ± 901). Liver volumes from automated 
segmentation ranged from 856 to 5357 mL (mean, 2226 
mL ± 858). Manual and automated MR liver volumetry 
correlated strongly (R2 = 0.98, slope = 0.94, intercept = 45.1 
mL; Fig 5c). When compared with the manual method, the 
automated method slightly underestimated liver volume (bias 
= −89 mL, P < .01); 95% limits of agreement were −358 mL 
and 180 mL (Fig 5d).

Accuracy of Hepatic PDFF Estimation
On the basis of manual measurements, hepatic MRI PDFF 
ranged from 1.7% to 53% for the 2D SPGR dataset and from 
3.3% to 32% for the 3D SPGR dataset. Hepatic MRI PDFF 
measurements from manual and automated liver segmentation 
are compared in Figure 6. Hepatic MRI PDFF measurements 
with automated and manual segmentations correlated closely 
for 2D SPGR (R = 0.99, slope = 1.001, intercept = 0.01%; Fig 
6a), and 3D SPGR (R = 0.99, slope = 0.99, intercept = 0.27%; 
Fig 6c). With the manual method, the automated method 
had no significant bias (2D SPGR: bias = 0.09%, P = .15; 3D 

SPGR: bias, −0.21%, P = .10); 95% limits of agreement were 
−0.62% and 0.80% for 2D SPGR (Fig 6b) and −1.63% and 
1.21% for 3D SPGR (Fig 6d).

Discussion
In this study, we showed that a CNN can be trained to perform 
automated and accurate liver segmentation on images acquired 
with different imaging modalities and techniques. While it is 
generally believed that many labeled images are required to 
train CNNs, we used two strategies in the current study that 
might help reduce the workload of manual segmentation. First, 
we leveraged perfectly coregistered MR images at different TEs 
in the multiecho 2D SPGR datasets, so each instance of manual 
segmentation provides multiple instances of training data for 
the CNN. Second, we used transfer learning to generalize 
this CNN to different imaging modalities and showed that 
this could be performed with a relatively small amount of 
additional training data.

This work shows that transfer learning can be an effective 
approach for training CNNs for organ segmentation. The initial 
CNN was trained using 300 image studies, which included 
about 30 000 axial images. The time and effort required to 

Figure 4: Liver segmentation accuracy for (a) the initial convolutional neural network (CNN) and (b) the multimodal CNN. (c) 
Segmentation accuracy for the multimodal CNN trained by using one to 10 CT image sets. (d) Segmentation accuracy for the 
multimodal CNN trained using one to 20 contrast-enhanced hepatobiliary phase T1-weighted MRI datasets (HBP-T1w-MRI). 3D-SPGR 
= unenhanced low-flip-angle three-dimensional multiecho spoiled gradient-echo MRI with variable T2* weighting; 2D-SPGR = 
unenhanced low-flip-angle two-dimensional multiecho spoiled gradient-echo MRI with variable T2* weighting; CE/NC-CT = contrast-
enhanced or unenhanced CT.
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generate this training data with manual segmentations represents 
a major bottleneck in development of CNN-based algorithms. 
We showed that by using transfer learning, an initial model 
can be generalized to other imaging modalities with a relatively 
small amount of additional training data (10 contrast-enhanced 

CT and 20 contrast-enhanced HBP T1-weighted MRI 
examinations). This suggests that the amount of training data 
for a particular task does not need to increase linearly with the 
number of modalities or image contrasts. A two-step staged 
approach shown here might be more efficient for CNN training.

Figure 5: Agreement of liver volume assessments between convolutional neural network (CNN)−predicted and manual liver 
segmentation (third phase and clinical applications are shown in Fig 1). (a) Linear regression and (b) Bland-Altman analysis of liver 
volume assessments from contrast-enhanced and unenhanced CT. (c) Linear regression and (d) Bland-Altman analysis of liver volume 
estimates from contrast-enhanced hepatobiliary phase T1-weighted MRI (HBP-T1w-MRI). There are a few outliers for both CT and HBP-
T1w-MR. These represent cases in which the multimodal CNN failed to automatically recognize and segment a portion of the liver; 
thus, the automated liver volume measurements are significantly lower than the manual liver volume measurements. A few cases of 
failed segmentation are shown in Figure E2 (supplement).
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Several methods have been proposed to help automate 
liver segmentation, but they have historically been developed 
and validated for a single imaging modality or technique. For 
CT, state-of-the-art algorithms typically have shown good 
performance, with mean Dice scores of 0.93–0.95 (13–15). 
For MRI, a wide performance range has been reported, with 

mean Dice scores ranging from 0.85 to 0.95 depending on 
the specific MR technique and contrast material used (9,16–
19,34,35). In this work, we explored the feasibility of a single 
multimodal CNN to perform this task with comparable 
accuracy across different imaging modalities and techniques. 
This was not only feasible, but accuracy equivalent to 

Figure 6: Agreement of hepatic proton density fat fraction (PDFF) assessments between convolutional neural network (CNN)−
predicted and manual liver segmentation. (a) Linear regression and (b) Bland-Altman analysis of hepatic PDFF estimations computed 
from multiecho unenhanced low-flip-angle two-dimensional multiecho spoiled gradient-echo MRI with variable T2∗ weighting (2D-SPGR) 
MR images. (c) Linear regression and (d) Bland-Altman analysis of hepatic PDFF estimations from multiecho unenhanced low-flip-angle 
three-dimensional multiecho spoiled gradient-echo MRI with variable T2∗ weighting (3D-SPGR) MR images.
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state-of-the-art single-modality methods appears to be readily 
achievable.

Although the proposed multimodal CNN can perform 
accurate liver segmentation in most cases, there were a small 
number of cases in each dataset in which the CNN had 
difficulty, as evidenced by the outliers (see example fail cases 
in Fig E2 [supplement]). For example, among the contrast-
enhanced and unenhanced CT images, two failed cases contain 
large ill-defined intrahepatic lesions that distort the normal liver 
architecture. Among the 2D SPGR images, two failed cases 
showed mild to moderate motion artifact. This was somewhat 
puzzling though, as the CNN was able to segment the liver 
accurately in other cases with marked motion artifact. In 
addition, the CNN appeared to be robust against many other 
potentially confounding diseases, such as cirrhosis, ascites, and 
pleural effusion. We speculate that the neural network was 
capable of handling these coexisting factors because they were 
sufficiently represented among the training data. Thus, more 
research and validation may be required before a system like 
this can be deployed and relied on in clinical practice.

Modality-independent segmentation algorithms might 
broaden the scope of potential clinical applications of liver 
segmentation techniques. A common application of liver 
segmentation is liver volumetry. Currently, liver volumetry is 
clinically indicated only for major hepatic surgical procedures 
or radioembolization, but other applications (eg, evaluation of 
hepatomegaly) have been suggested (8,20). Liver volumetry 
is not assessed routinely for these other applications because 
automated methods have not been previously demonstrated as 
being sufficiently robust against various diseases and for imaging 
modalities encountered in routine clinical studies. Our study 
demonstrated that when using a multimodal CNN, accurate and 
automated multimodal liver volumetry may be feasible in routine 
clinical studies. Thus, with further improvement and validation, 
routine volumetric measurements of solid organs including the 
liver might become available for multiple modalities, and the use 

of automated liver volumetry to detect hepatomegaly and other 
conditions might become practical.

Additionally, automated liver segmentation might yield 
a more objective and reproducible method for hepatic PDFF 
quantification. Current practice requires a radiologist or 
technologist to place regions of interest in the liver to obtain 
PDFF estimates. However, there is no standardization to 
the size, number, and location of liver regions of interest 
(36). Because of spatial heterogeneity of liver fat, the lack 
of standardization introduces some degree of measurement 
variability. Moreover, the placement of regions of interest is 
laborious, and the recording of region of interest values is subject 
to data entry error. Automated PDFF estimations from whole-
liver segmentation standardize the method of region of interest 
placement while also accounting for the spatial heterogeneity 
of liver fat, thus potentially reducing estimation variability and 
increasing precision (37). Yan et al also developed a method for 
automated whole-liver PDFF measurements (19) in which an 
extra set of T1-weighted images was acquired and an atlas-based 
liver segmentation method was developed for the T1-weighted 
images. Our proposed approach could obviate the need for a 
separate acquisition by performing liver segmentation directly 
on the source SPGR MR images (38).

We recognize several limitations to this technical feasibility 
study. This study relied on retrospective data to train and validate 
the multimodal CNN, though we included image data from 
multiple different vendors, institutions, and imaging techniques. 
Contrast-enhanced images were acquired in the portal venous 
phase for CT and in the hepatobiliary phase for MRI. Further 
work may be required to ensure similar performance across 
other scanner manufacturers, imaging phases, and institutional 
protocols. More extensive testing will help identify the failure 
modes of the CNN, thereby informing the selection of additional 
training data to further improve performance. For hepatic PDFF 
quantification, we calculated mean PDFF from the whole-liver 
segmentation without excluding the intrahepatic vessels. This 

Table 3: Comparison of Segmentation Accuracy (Dice Scores) between Initial CNN and the Multimodal CNN

Image Type

Dice Score for  
Multimodal CNN  
Compared with Manual  
Segmentation

Dice Score for Initial 
CNN Compared  
with Manual  
Segmentation

∆Dice (Multimodal 
CNN-initial  
CNN) Paired t Test

Multiecho 2D SPGR (first 
echo)

0.92 ± 0.05 0.93 ± 0.04 −0.01 ± 0.02 P = 9.8 × 10-14

Multiecho 3D SPGR (first 
echo)

0.93 ± 0.02 0.95 ± 0.02 −0.03 ± 0.02 P = 3.3 × 10−8

Contrast-enhanced and  
unenhanced CT cohort

0.93 ± 0.06 0.82 ± 0.14 0.12 ± 0.12 P = 4.4 × 10-37

Gadoxetic acid-enhanced 
hepatobiliary phase T1-
weighted MRI

0.95 ± 0.03 0.08 ± 0.15 0.87 ± 0.16 P = 4.91 × 10−81

Note.—Data are mean ± standard deviation Dice score for each convolutional neural network (CNN) and the pairwise difference between 
Dice score are reported. Pairwise t test with Bonferroni correction for multiple hypothesis testing was used to test the statistical significance 
in each of the four validation datasets. 3D-SPGR = unenhanced low-flip-angle three-dimensional multiecho spoiled gradient-echo MRI 
with variable T2* weighting; 2D-SPGR = unenhanced low-flip-angle two-dimensional multiecho spoiled gradient-echo MRI with variable 
T2* weighting.
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is known to result in slight underestimation of the true hepatic 
PDFF (37). In the future, intrahepatic vessel segmentation and 
artifact identification may be used to further improve the accuracy 
of automated hepatic PDFF estimation from this neural network.

In summary, we show that by using transfer learning, it is 
possible to generalize the performance of a CNN to perform 
liver segmentations across different imaging modalities and 
techniques. With further refinement and validation, this 
may have broad applicability for multimodal liver volumetry 
and technique-independent hepatic tissue characterization. 
Furthermore, we believe that a similar approach may be used to 
train CNNs to perform similar imaging tasks for other organs 
and tissues.
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