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ABSTRACT OF THE DISSERTATION

Applications of ultrasonic nondestructive evaluation and ultrasonic

defect imaging on rails

by

Thompson Vu Nguyen

Doctor of Philosophy in Structural Engineering

University of California San Diego, 2015

Professor Francesco Lanza di Scalea, Chair

Ultrasonic evaluation technologies have made considerable advancements through-

out time. The research work presented in this dissertation aims to apply the well-

studied ultrasound wave propagation properties with novel data processing frame-

works to enhance the robustness and performance of ultrasonic nondestructive eval-

uation systems, namely rail inspection technologies.

First, an ultrasonic non-contact rail defect detection prototype exploiting the

properties of guided surface waves is presented. The system uses air-coupled trans-

ducers to generate and detect the surface waves. Because of the challenges (mainly

low SNR) in this application of air-coupled transducers, numerical simulations results

aided in the prototype hardware and software developments. This system utilizes a

multivariate outlier classifier framework to distinguish a defective rail from a healthy

rail. The statistical outlier analysis algorithm takes advantage of an adaptive base-

line that allows for a higher rate of true detection, while minimizing false positives. A

field test was conducted last October 2014 at the Transportation Technology Center

xxiii



in Colorado, proving the effectiveness of the rail defect detection prototype.

Next, an initial internal flaw 3D imaging prototype utilizing advanced syn-

thetic aperture focusing (SAF) frameworks is proposed. In this dissertation, the

mode structure of the longitudinal and shear reflected waves are explored and con-

sidered as adaptive weights in existing SAF frameworks to increase the gain of the

ultrasonic array without physically increasing its number of elements. In addition, a

novel set of Global Matched Coefficients (GMC) is implemented to further decrease

unwanted noise and artifacts in the images. Results from these new additions are

presented, and their applications to rail defect imaging is proposed. The proposed

defect imaging prototype reconstructs a 3D volumetric image from multiple planar

ultrasonic images. An early defect rail defect imaging prototype is development and

preliminary results are presented. The results show that the system is of high po-

tential to be an advancement in solids internal defect imaging, particularly rail flaw

characterization.
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1.1 Background

Ultrasound has been around for centuries. Lazzaro Spallanazi, an Italian phys-

iologist, first deduced how bats used echolocation to navigate in the dark. Roughly

thirty years later, the first experiment involving a pitch-catch method was performed

to measure the sound speed of water by Jean Daniel Colladon, a Swedish physicist in

1826. He produced ultrasound underwater by striking a bell submerged in water. Ten

miles away, the sound was heard from a semi-submerged hollow tube in the water,

and concluded that sound travels faster in water than air. About fifty years later in

1880, two French physicists discovered the piezoelectric effect. The relationship be-

tween certain materials and their ability to generate an electric charge in response to a

mechanical stress is the physical phenomenon of how piezoelectric materials translate

pressure into voltages; this is the foundation for the present piezoelectric transducers.

Sixty years later in 1942, the first pulse-echo ultrasound test was performed to detect

hairline cracks in steel by Donald Sproule. Soon after, applications of ultrasound

imaging erupted in the medical field. Since then, ultrasound has made an incredible

impact in the safety and sustainability of society..

Ultrasound diagnostic tools have also been highly applied to many industries.

For example, it is used to measure inconsistencies in the thickness of concrete slabs,

measure sound speeds in materials, determine material properties such as the stiffness

and density, and there are many more applications. Particularly, it is used as a non-

destructive evaluation tool in the railroad industry. Before 1911, visual rail track

inspections were deemed sufficient to determine the track’s safety and integrity. In

1911, the first rail accident occurred in Manchester, New York and resulted in 29

fatalities. After the accident investigations by the U.S. Bureau of Safety (now the

National Transportation Safety board), it was declared that the accident was caused

by an internal flaw in the rail, a defect that a visual inspection will not detect.

As a result, the search for a non-destructive methodology for track inspection,

particularly for internal flaws, was initiated. Ultrasonic testing methods entered the

industry in 1959 and was investigated by Dr. Elmer Sperry. The mode of transmission

used was a pulse-echo, relying on the bulk sound wave propagating through the rail.

Since this significant development in ultrasonic testing, tremendous progress has been
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made to detect rail flaws. In less than 30 years, track accidents have decreased

dramatically, going from 3000 per year to 500 per year.

Figure 1.1: Progression of accidents per year (Bibel, 2012).

1.2 Research motivation

In the United States, hundreds of fatalities and millions of dollars in dam-

ages have been reported. Although there have been advancements in rail inspection

technology, current track evaluation systems have limitations. These limitations have

affected the effectiveness and accuracy of flaw detection, which will be discussed more

in detail later. Another class of ultrasonic wave is proposed to overcome these chal-

lenges: guided waves.

Ultrasonic guided waves exist in structures that are bounded by one or more

dominant dimension (for example a slender beam or thin shell). These waves have

recently been proposed as an alternative to bulk waves in ultrasonic testing methods

because of their attractive properties. Guided waves have been used to monitor

cables and pipes because of their ability to travel long distances while maintaining

a significant amount of their energy, allowing the waves to be sensitive to defects

in a larger region. Due to the unique characteristics of guided waves, part of this

dissertation is heavily driven by the application of guided waves in rail, and how it



4

can be used to detect damaged rails.

In the first half of the dissertation, a non-contact rail defect detection system

is proposed, using ultrasonic air-coupled piezoelectric transducers as the transmitter

and receivers. This novel system is advantageous over current systems, which will be

discussed later. Numerical studies were performed on the propagation of the guided

wave, to determine the most optimal location for sensor placement based on the

highest level of sensitivity in changes of energy measurements. A statistical base

multivariate outlier analysis is applied to improve the robustness of defect detection.

The prototype underwent a field test at the Transportation Technology Center in

Pueblo, Colorado in October 2014. Modifications has been made to the prototype,

and another field test is scheduled for 2015.

Furthermore, to this date, there is no accurate internal rail flaw imaging sys-

tem. Therefore, the second part of this dissertation also investigates the usage of

ultrasound in defect imaging in solids. The extension is made to imaging rail flaw

defects. Because imaging systems typically use multiple sensors, beamforming tech-

niques are discussed. Wave mode structure-based adaptive weights are proposed and

implemented to enhance the dynamic range and spatial resolution of the images. Also,

a novel statistical parameter is introduced to remove unwanted noise in the images.

This is possible by considering the global response of the sensors, noise can be discrim-

inated and removed. A case study on an aluminum specimen with an artificial defect

was first investigated. Numerical models and experimental data confirm the effec-

tiveness of the proposed statistical parameter. Furthermore, a rail imaging prototype

capable of rendering 3D images was proposed along with preliminary imaging results.

The prototype borrows a well used 3D reconstruction concept in medical imaging.

By using multiple 2D cross sectional images, a comprehensive 3D volumetric image

can be produced.

1.3 Outline of dissertation

This research has been broken into five chapters. Their contents are listed

below.

The first chapter provides a brief introduction to ultrasound and its applica-
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tions in non-destructive testing. Next, the overview history of railroad ultrasound

testing technology are presented and the introduction of guided waves and its bene-

fits in railroad inspections follows. The motivation for the research is also presented.

Ultimately, the outcome is that there is a need for an inspection system that is more

effective. In addition to this need, a rail defect imaging system could better charac-

terize internal rail defects, improving the quality and accuracy of rail inspections.

The second chapter provides a background of rail defects. Different types of

defects are defined, and the causes of these defects are studied. Current ultrasonic

inspection technologies are discussed, specifically the different modes of testings. Rec-

ommended rail inspection procedures based on the Federal Railroad Administration

Office of Railroad Safety - Track Inspector Rail Defect Reference Manual are also

discussed. Finally, current research on rail imaging technologies and the need for a

rail defect imaging system are also introduced and discussed.

The third chapter encompasses the research and development of the University

of California, San Diego’s defect detection prototype. It starts with the derivation of

a type of guided wave: the surface wave, and how it can be applied to railroad defect

detection. Numerical simulations of the surface wave propagation in rail are investi-

gated. Conclusions from these simulations indicate the types of feature extractions

and optimal sensor placements. Next, a statistical framework to analyze the features

are presented to enhance the sensitivity of the detection system. The development of

the prototype, involving the hardware and software subsystems are discussed and how

they are implemented. Lastly, the field test results at the Transportation Technology

Center are presented.

The fourth chapter provides an overview of ultrasonic imaging and imaging

performance metrics are introduced. Current synthetic aperture focusing frameworks,

namely the basic Delay-And-Sum and the Minimum Variance Distortionless frame-

works are discussed. A new set of reflective wave mode structure based adaptive

weights are introduced formulated. These adaptive weights improve the images by

compounding multiple images (from the combinations of reflected wave modes). Fol-

lowing, a novel set of Global Matched Coefficients (GMC) is introduced. These coef-

ficients utilize a training set to filter out noise and unwanted artifacts in the images,

thereby, increasing the dynamic range and spatial resolution of the images. Simula-



6

tions and experimental case studies on a defective aluminum block are presented and

verify the improvements from these new additions.

The fifth chapter provides a proposal of an rail flaw imaging prototype. Its gen-

eral requirements are proposed and implementations of hardware, along with software

concepts are presented. The software framework is discussed. Following, preliminary

2D and 3D imaging results from a defective rail are presented.

The sixth chapter summarizes the overall scope of the research, and discusses

the novel contributions to ultrasonic techniques in railroad testing applications. Rec-

ommendations on future directions in research and investigations conclude this chap-

ter.



Chapter 2

Background and current

technology review

7
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2.1 Introduction

This chapter will discuss the background of rail inspection technologies. First,

different internal defects that occur most frequently in a rail tracks are defined and

explained. The causes along with a finite element stress analysis are conducted and

presented. Next, the current inspection ultrasonic methods are discussed under the

accordance and recommendation of the Federal Railroad Administration Office of

Safety. Lastly, the current ultrasonic imaging methods in non-destructive testing and

evaluation field are discussed followed by their applications to rail tracks.

2.2 Rail Defects

The Federal Railroad Administration Office of Safety Analysis lists derailments

due to track failure in the past decade (2005-2015), and it can be seen in Figure (2.1)

(FRA Office of Safety, n.d.):

Figure 2.1: Train accidents due to track failures from 2005-2015, causes: rail, joint
bar, and anchoring

From this information, the numbers are overwhelming; detail fractures (17.6%
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of derailments) and transverse/compound fissures (21.3% of derailments) take account

for more than $273M in damages, 2 fatalities, and 11 injuries. In other words, these

types of defects are responsible for 43% of total cost due to damages, and 67% of

the fatalities from derailments due to track failures. The next most common defect,

taking account for 12% of all derailments is the vertical split head, costing $47.5M.

All of these defects have one common factor: they all form in the rail’s head. Because

of these significant considerations, the technology proposed is predominantly aimed

to detect and characterize these defects in the rail’s head.

2.2.1 Transverse defects

Figure 2.2: Definition of defect planes of a rail’s geometry.

Among the most severe rail flaws are the transverse defects. These defects

occur on the transverse plane shown in Figure (2.2). Statistics show that two types of

defects, the transverse or compound fissure and detail fractures, account for more than

65% of derailments caused by these types of defects (Department of Transportation,

2002). They account for almost $10M in damages in the year 2012 alone (Federal

Railroad Administration, 2012). These defects occur in the head of the rail. Generally,
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these transverse defects can be characterized as shown in Figure (2.3):

Figure 2.3: Appearances of transverse defects (United States. Dept. of the Army,
1991).

A. A horizontal hairline crack on the side of the head parallel to the running surface,

at the fillet under the head, and/or on the running surface.

B. Bleeding at the crack.

C. A vertical hairline crack at the gage (side of rail facing inside the track) corner of

the rail head, possibly propagating from the side of the head to the top surface

of the head.

D. A horizontal crack as in (A) turning upward or downward at one or both crack

tips.

E. A horizontal crack as in (A) extending downward at a right angle.

2.2.2 Vertical split heads

Another defect that can be detected by the proposed technology is the vertical

split head defect, which also occurs in the rail’s head. This can be characterized as
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shown in Figure (2.4):

Figure 2.4: Appearances of vertical split head defects (United States. Dept. of the
Army, 1991).

A. A bold dark streak on the top surface of the rail.

B. For the length of the streak, the rail’s width may grow.

C. Depression or sagging of the rail’s head, causing rust to appear on the side of

the head.

D. A horizontal crack at the top surface of the rail.

E. Bleeding may appear at the horizontal crack on the side of the rail’s head or at

the top surface of the rail’s head.

2.2.3 Causes

Defects are caused by a number of reasons: manufacturing defects, improper

usage, rail installation, or handling of the rail, and fatigue or corrosion of the rail due

to structural degradation (Cannon, 2003).
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Transverse defects

Transverse/compound fissures come from faults in manufacturing processes

(Figure 2.5). They exist in rails manufactured before mid-1930s due to the non

control-cooled practices. Impurities in the steel can develop under the cooling pro-

cesses and produce hydrogen bubbles. These imperfections initiate as a nucleus in the

nano-scale level and progressively grow under loading cycles. Transverse fissures were

brought to the attention of the publics safety when a derailment accident occurred

that resulted in 29 deaths and 60 injuries. From this case, non-destructive rail testing

technologies started to take root.

Figure 2.5: Transverse Fissure (TF) and Detail Fracture (DF) examples.

Detail fractures, on the other hand, do not have an initial nucleus from which

it grows into a defect. It usually originates from the battered surface of the rail. This

can mean the surface has shelly spots, flaking, or head checks. Normally, it initiates

from the top surface of the rail and can grow rapidly inside. Reverse detail fractures

originate from the bottom underside of the rails head. These result from heavily worn

rail that has undergone heavy train loadings. Typically, reverse detail fractures grow

rapidly and are usually sudden before a the breakage of the rail.
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Figure 2.6: Example of a transverse fissure (Garcia & Zhang, 2006).

Figure 2.7: Example of a detail fracture (Garcia & Zhang, 2006).

Compound fissures are fractures originating in the head of the rail that initiates

as a horizontal separation that turns up and/or down to form transverse separations

perpendicular to the surface of the rail.
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Figure 2.8: Example of a compound fissure (Garcia & Zhang, 2006).

Transverse fissures are fractures that originate from a nucleus and grows out-

ward on the plane perpendicular to the surface of the rail.

Engine burn fractures are similar to detail fractures with the exception of

where the defect originates. These defects initiate from the top surface of the rail,

and are caused by overheating due to the slippage of the wheels of the train under

operation.

Figure 2.9: Example of a engine burn fracture (Garcia & Zhang, 2006).

Vertical split heads

Another type of defect that is highly critical is the vertical split head. This

type of defect appears to originate from inclusion stringers, or impurities during the
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manufacturing process. Over time, these internal cracks can propagate and grow to

the height of the rail’s head and can potentially grow to lengths of several feet. These

can account for roughly 25% of the defects in a general population (Cruse et al.,

1988).

These describe defects which happen on the vertical plane of the rail. These

defects describe a segregation or inclusion caused by a flaw in the manufacturing

process. The growth of the initial inclusion can often be sudden, and parts of the

rails head may chip or completely break away from the rail (Orringer & Steele, 1988).

An example is shown below in Figure 2.10, taken from the FRA Rail Defect Manual

(FRA Office of Safety, 2011).

Figure 2.10: Vertical split head example (Garcia & Zhang, 2006).

As seen in Figure 2.11, the defect initiates internally at the inclusion stringers,

and propagates away from the vertical plane. The crack gradually opens and eventu-

ally shears off in failure under loading.
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Figure 2.11: Vertical split head progression (Orringer & Steele, 1988).

2.2.4 Role of stress concentration

Stresses from the dynamic loads applied on the rail tracks can be impressive.

With an average of a six carts train, the overall contact surface area between the track

and the wheels is about the size of a computer compact disc. With normal operating

loads, the stresses applied on the rail from the wheels of the train can be as much

as 1500 MPa. With worn rails or misaligned wheels, these stresses can exceed 400

MPA (Johansson & Nielsen, 2003). Because of the high concentrations of stresses,

in addition to the modern steel of high resistance, there has been an overwhelming

increase in significance of rolling contact fatigue damage rails. From figure (2.12),

this finite element model (simulated using COMSOL) depicts that the highest stress

is developed from the corner of the head, where the rail is in contact from the static

loading of the wheel. This high concentration of stresses creates cracking on or near

the surface of the rail’s head.
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Figure 2.12: Stress profile due to wheel-contact loading case study from COMSOL.

Because of the cyclic loading / unloading of train carts moving across the rail,

the rail is undergoes dynamic loadings. These loadings present fluctuations in vertical

loads with respect to the vertical load. Lateral forces also cause a concern. These

forces occur when there are irregularities in the track geometry for example. Creep

and flange forces also introduce lateral loads at bends in the track, and introduce

these lateral loads when a train passes on the curve. From these loadings, the highest

concentration of stress is on the inner track, where the flange of the wheel applies

the most pressure and contact area to the rail. Therefore, most non-manufacturing

defects grow from this area (Dollevoet, 2010).

2.2.5 Rolling contact fatigue (RCF)

This high level of shear stress causes rolling contact fatigue (RCF) damage.

The RCF damage can initiate most of the transverse defects not caused during the

manufacturing process. Initially, the RCF starts as a microscopic crack at the surface

or very close to the surface of the rail, where the wheel-rail rolling contact area
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is. These micro-cracks occur when the wheels slip on the rail’s surface, causing a

great deal of shear stress.. This microscopic scale crack can develop over time and

propagate deep into the rail’s head, usually at a ten degree angle to the rail’s running

surface. It is observed that this crack can turn downloads into the rail’s web and

foot, causing the rail to break completely (Cannon et al., 2003), (Cannon & Pradier,

1996), (Grassie et al., 2002). RCF also include gauge corner cracking, head checks,

squats, shelling, and corrugation (Ph Papaelias et al., 2008). When RCF is presented

in the rail, maintenance has to be done, and thus, this layer of microscopic cracks are

removed through a grinding process.

As seen in Figure (2.13) below, RCF occurs because of the repeated ratcheting

of each wheel pass. Eventually, the rail will undergo plastic deformation, and can

initiate a crack.

Figure 2.13: Strain deformations of the rail causes plastic deformation and initial
crack propagation (FRA Office of Safety, 2011).

2.3 Current ultrasonic inspection technologies for

rails

This section summarizes the two step inspection methods. The first is to

utilize ultrasonic technology to detect the presence of damage. The second step is to

verify the presence of the defect, and if possible, locate and characterize the damage

to determine the next course of action. There are other technologies that uses other

methods such as eddy current and contact induction, but this section will focus on

ultrasonic inspections, because it is the most widely used method in the railroad

inspection industry.

These ultrasonic methods, therefore, can be partitioned into two components:
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defect detection and defect characterization. The first component primarily deter-

mines where there is a defect in the rail. However, because this is not sufficient

enough to decide a prognosis for the faulty rail, the second component requires a

method to further define the defect such as its size and location. This allows for an

accurate diagnosis of the rail’s integrity and produce an effective prognosis.

2.3.1 Defect detection methods

The FRA Office of Safety acknowledges that nondestructive inspection pro-

cesses are effective preventative measures to reduce the breakages of rail. There are

many different methods: from visual inspections to complex ultrasonic measurements

are used. Because there has not been sufficient development in these methods, human

interaction is involved to interpret the data of these methods for a prognosis to be

made. Modern maintenance procedures and the continuing improvements in steel

and rail manufacturing processes are not sufficient enough to prevent rail breakages

due to internal defects caused by high wheel-track interaction stresses.

Current inspection technologies stemmed from Dr. Sperrys work in the early

1900s (Ph Papaelias et al., 2008). He manufactured a moving cart using eddy current

or the induction method. After these first cars went into railway maintenance services,

other types of inspection methods developed and were adopted to the railway industry.

The most common implementation of ultrasonic method is used in a wheel probe. As

shown in the Figure below (Figure (2.14). It utilizes several ultrasonic transducers,

coupled with a fluid medium in the wheel. By measuring reflection echos of the signal,

the defects can be found.
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Figure 2.14: Schematic of a ultrasonic wheel probe (NDT Resource Center, n.d.).

Currently, there are four authorized methods of non-destructive rail inspection

techniques by the FRA. The first is the Start/Stop Test Process, where the inspection

cart unit, or a Hy-Railer, depicted in Figure (2.15), is used to operate on the track.

The Hy-Railer scans the rail at a speed no greater than 25 mph. The ultrasonic data

is presented to the operator, and if the operator determines theres a defect, the test

cart will stop and the operator will hand verify the defect for prognosis.

Figure 2.15: Hi-rail system (Clark, 2004)

The second is the Portable Test Process, where a hand held mobile testing

device is used. The operator will visually interpret the output of the flaw detector. If

there is a defect that has been detected, the operator will stop and verify the defect

again as shown in Figure (2.16)
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Figure 2.16: Portable ”walking” ultrasonic wheel system (Clark, 2004).

Next, the Chase Car Test Process utilizes two separate testing vehicles. The

testing vehicle will send any potential defect detections to the second trailing vehicle

for hand verification and validation. This method is used to optimize efficiency such

that the testing vehicle does not need to be interrupted and can continue to inspect

the rail continuously.

Lastly, the Continuous Test Process uses a high-speed test cart that can access

100 miles of rail per hour. The data is sent to a remote location for analysis. Similar

to the other methods, if there is a defect detected, further manual verification is

required for the correct prognosis.

These methods predominantly use ultrasound as the means of probing energy

in the rail; however, induction probing has also been used in tandem to ultrasound.

Induction methods measure current that is induced in a section of rail. If there is a

change in the rails material, such as a defect, then the measurement of the current will

fluctuate, indicating an abnormality. This technique is heavily influenced by the rails

surface conditions, and thus demands substantial evaluations to make an accurate
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prognosis.

Ultrasound on the other hand, uses sound waves, normally above 20 KHz.

These waves can be used in various testing modes. Some common practices in non-

destructive testing in other industries employ pulse-echo, through-transmission, and

pitch-catch testing modes. All of these could be used theoretically. However, current

rail inspection technologies use ultrasonic piezoelectric transducers to perform these

tests in pulse-echo modes. These transducers are typically inside of wheels that roll

on top of rail sprayed with water, or transitioning layer, for the ultrasound to pass

into the steel. Moreover, the wheels are filled with liquid as a couplant for the same

reason.

The University of California, San Diego has developed a prototype using laser

excitation to generate guided ultrasonic waves (Rizzo et al. (2009), Coccia (2007),

Lanza di Scalea & McNamara (2003)). These have shown promising results but are

limited in the capabilities of differentiating variations between rail types and surface

conditions. The important concept from this prototype is: guided ultrasonic waves

have enormous potential to detect internal defects efficiently and accurately (Coccia,

2007).

2.3.2 Defect characterization methods

Ultrasound has been used to ”size” and ”locate” defects in tandem with the

methods discussed in the previous section. This physical concept is well observed

in nature as seen in the echolocation capabilities of bottle-nose dolphins and bats.

Echolocation is used to locate sound scatterers, or objects in a medium that reflect

sound. Like the concepts of echolocation, ultrasonic energy can provide the locations

of sound scatterers in solid mediums. By probing the rail’s steel with ultrasonic energy

and measuring the response, specifically identifying echos, defects can potentially be

sized and located. However, this method is user-heavy controlled, meaning the size

and location is up to the discretion of inspector or ultrasonic testing technician.

To accurately characterize defects, an image depicting the internal defects will

provide the size and location with high confidence. This technique is widely used in

the medical imaging field. To date, there is no internal rail imaging method. There
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are several concepts that are under development (Saadat et al. (2012) Phillips et al.

(2014), Lanza di Scalea et al. (2013)) and some ultrasonic imaging methods used for

NDE (Gilmore et al. (1993), Sato et al. (2006) Li & Hayward (2011)).

Some prototypes can be seen below. These are the most recent development

in imaging prototyping research in the railroad industry. TTCI had multiple config-

urations. The one in Figure 2.18 shows the ultrasonic probes at the sides of rail’s

head.

Figure 2.17: ENSCO’s portable ultrasonic rail imaging prototype (Saadat et al.,
2012).

Figure 2.18: TTCI’s rail ultrasonic imaging schematic (Garcia & Zhang, 2006).

Similar to medical imaging, these methods utilize multiple ultrasonic piezo-

electric sensors, or ultrasonic arrays. These arrays typically have many elements that
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can transmit and receive ultrasonic energy and translate these energy into voltages.

These voltages are converted into digital signals that can be analyzed and process

through a computing unit. Naturally, hundreds of signals are collected, and therefore,

these methods rely on heavy computations of beamforming algorithms. Beamform-

ing algorithms take advantage of the spatial relationship between the elements in the

array and the recorded responses to reconstruct an image. By transmitting multiple

ultrasonic energy, reflections from internal defects can be recorded from the multiple

individual elements in the array.
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3.1 Abstract

The University of California at San Diego (UC San Diego), under a Federal

Railroad Administration (FRA) Office of Research and Development (R&D) grant, is

developing a system for high-speed and non-contact rail integrity evaluation. A pro-

totype using an ultrasonic air-coupled guided wave signal generation and air-coupled

signal detection, in pair with a real-time statistical analysis algorithm, was devel-

oped. This solution presents an improvement over the previously considered laser/air-

coupled hybrid system because it replaces the costly and hard-to-maintain laser with

a much cost-effective, faster, and easier-to-maintain air-coupled transmitter.

This system requires a specialized filtering approach due to the inherently poor

signal-to-noise ratio of the air-coupled ultrasonic measurements in rail steel. Various

aspects of the prototype have been designed with the aid of numerical analyses.

In particular, simulations of ultrasonic guided wave propagation in rails have been

performed to aid in the design of the system. Experimental tests have been carried

out at the UC San Diego Rail Defect Farm. The laboratory results indicate that the

prototype is able to detect internal rail defects with a high reliability. A field test was

conducted to further validate these results. Its conclusion will be presented.

3.2 Introduction

Current ultrasonic rail inspection technologies use typical conventional meth-

ods to measure the immediate bulk wave modes of the ultrasonic propagation. These

are typically the longitudinal wave, because shear waves cannot translate through the

liquid couplant mediums. There are several drawbacks with this method, namely the

inconsistencies of the measurements due to variations in rail deterioration, surface

conditions, and wheel-rail contact alignments. To move away from the wheel based

conventional method as discussed in the previous sections, another wide-known ap-

proach in the structural-health-monitoring field is considered: guided-waves. Guided-

waves have been implemented in several applications for defect detection and material

characterization such as pipe inspections and structural monitoring systems for ca-

bles. It is also widely used in oceanography and other researches.
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Some reasons why guided waves are preferred over other types of excitations is

because of its capabilities to combat attenuation. Because of the nature and properties

of a guided wave, the energy used to excite the guided wave can propagate a large

distance before dissipating all together. However, complexities in its properties can

make it difficult to implement as well. These advantages and disadvantages will be

discussed in the next coming sections.

Conventional inspection methods typically use several features to determine

the state of health in the rail. These features could be the existence of energy content

(for a case of a reflection), or the absence of energy content (for the case of loss

energy due to discontinuities). As mentioned before, the inconsistencies of these

measurements due to environmental and uncontrollable test settings, these features

will also fluctuate as well. In order to translate these types of features into robust

measurements, a solid statistical framework was also implemented. This framework

apply statistical outlier classification methods to properly decouple the variability

within the data and provide more accurate end results. This framework will also be

discussed in the following sections.

These unique combination of application of guided wave and statistical outlier

classification frameworks were validated with small scale proof of concept experiments

and were combined and scaled to a more comprehensive rail defect detection proto-

type. The final version of the prototype was the conclusion of many iterations and

cycles of design in both hardware and software implementation of the framework.

These will also be discussed in the last sections of this chapter.

UC San Diego developed a previous prototype using laser pulses ablation as the

excitation source (Rizzo et al. (2009), (Coccia, 2007), (Lanza di Scalea & McNamara,

2003)). This project is a semi-iteration of the previous prototype. There may be some

similarities, but ultimately, the design and development process is done independently,

and does not rely on the previous prototypes data or testing results. Lessons learned

in the previous prototype are carried over to this next generation prototype.

In figure 3.1, the UC San Diego prototype is shown to have several non-contact

transducers (Mariani, 2015). The excitation signal will generate several guided wave

modes. The targeted mode is the surface mode, or Rayleigh wave. By generating

the Rayleigh surface waves at specific intervals, the rail can systematically be probed
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along the length of the rail. From the measurements of the wave propagation traveling

to the left and right of the initial location of excitation, the data received from both

sides can be compared and differentiated to infer damage or not. The design and

development of the prototype will be discussed in this chapter. Specifically, the

software and hardware challenges that drove the many iterations of the prototype

will be reviewed.

Figure 3.1: Non-contact transducer schematic of the prototype.

3.3 Guided waves

Guided waves can exist in any medium when there is at least one dominant

axis of geometry. Some of the examples are rods, cables, plates, shells, and tubes.

Figure 3.2: Guided waves developing in a bounded medium.
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Where there are guided waves, many modes of wave propagation are formed

and the modes have different frequencies and velocities. Therefore by observing which

mode is of interest, one can target that mode by generating specific frequencies rele-

vant to that mode. In the case of prototype application, the defects as described in

Chapter Two, are located in the head section of the rail.

This section will introduce wave propagation in mediums, and the derivation

of a Rayleigh wave, which is a type of guided surface wave.

3.3.1 Wave propagation in mediums

To understand how these guided waves evolve, it is critical to understand how

these waves propagate through unbounded and bounded mediums. The derivation of

motion for an elastic isotropic medium is derived as follows.

From Newton’s second law, a three-dimensional body with density ρ will satisfy

this system of equation:

∂σx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

= ρ
∂2ux
t2

(3.1)

∂σy
∂y

+
∂τxy
∂x

+
∂τyz
∂z

= ρ
∂2uy
t2

(3.2)

∂σz
∂z

+
∂τyz
∂y

+
∂τxz
∂x

= ρ
∂2uz
t2

(3.3)

where

ux is the displacement along the x-axis

uy is the displacement along the y-axis

uz is the displacement along the z-axis

The stress-strain relationship is:



σxx

σyy

σzz

σyz

σzx

σxy


=


C1,1 C1,2 · · · C1,6

C2,1 C2,2 · · · C2,6

...
...

. . .
...

C6,1 C6,2 · · · C6,6





εxx

εyy

εzz

εyz

εzx

εxy


(3.4)
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where

Ci,j is the elastic constants of the material

For an isotropic medium, the number of Ci,j constants are reduced to two, λ

and µ, better known as Lamé’s constants. In simplified tensor form, equation 3.4 can

be expressed as:

σi,j = λεi,jεk, k + 2µεi,j (3.5)

σxx

σyy

σzz

σyz

σzx

σxy


=



λ+ 2µ λ λ

λ λ+ 2µ λ

λ λ λ+ 2µ

λ

λ

λ





εxx

εyy

εzz

εyz

εzx

εxy


(3.6)

where

δi,j =

{
0 i 6= j

1 i = j

}
≡ the Kronecker delta

εk,k = εx,x + εy,y + εz,z ≡ the dilation.

Combining equations (3.1) to (3.59), the result is the Navier’s equation:

ρ
∂2~u

t2
= (λ+ µ) ~∇

(
~∇ • ~u

)
+ µ∇2~u (3.7)

where

~u is the displacement vector

~∇ is the divergence operator

∇2 is the Laplace differential operator

From Clebsch theorem, ~u can be expressed as the composition dilation and

rotation:

~u = ~∇φ+ ~∇× ~ψ (3.8)

~∇ • ~u = 0 (3.9)

where
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φ is the scalar potential

~ψ is the vector potential

Combining equation (3.8) and (3.7), the final equation is:

~∇
[
(λ+ 2µ)∇2φ− ρ∂

2φ

t2

]
+ ~∇×

[
µ∇2 ~ψ − ρ∂

2 ~ψ

t2

]
(3.10)

When φ = 0 and ~ψ = 0, the solution of equation 3.10 results in:

c2L∇2φ =
∂2φ

t2
(3.11)

c2T∇2 ~ψ =
∂2 ~ψ

t2
(3.12)

where:

c2L =
λ+ 2µ

ρ
(3.13)

c2T =
µ

ρ
(3.14)

From equations (3.13) and (3.14), there are two classes of bulk waves which

can exist in a isotropic medium: compressional waves, traveling with a velocity equal

to cL, and shear waves, traveling with a velocity equal to cT . These are sometimes

referred to as P-waves and S-waves as shown in the Figure below.
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Figure 3.3: Deformations from a P-wave and S-wave.

3.3.2 Guided waves in bounded mediums

When the medium is bounded in at least one dimension, the medium becomes

a waveguide. Examples of waveguides bounded in two dimensions are cables, rods,

and beams. Examples of waveguides bounded by one direction are plates and shells.

Because of the boundaries, longitudinal waves (P-waves) and transverse waves (S-

waves) can form a packets of energy. The multiple interactions of deflections and

reflections of the wave-boundary interaction allows for constructive and destructive

interferences of the waves. This creates energy packets, composed of hundreds or

thousands of waves that reflected or refracted off the boundaries.

In Figure (3.4), there are two modes for each reflection, either a P-wave or

S-wave. From each interaction between these generated modes and the boundary will

develop two additional modes for each of these interactions. Over some distance, the

modes will converge through destructive and constructive interferences and form a

guided wave. These derivations are complex, but the general solution for these waves

in isotropic mediums exist in many places (Auld (1990), Graff (1991), Achenbach

(1973)).



33

Figure 3.4: Guided wave composed of P-wave and S-wave modes.

3.3.3 Rayleigh waves in bounded mediums

Because the ultrasound acoustic excitation is generated at the surface of the

rail’s head, the type of guided wave deals with a surface wave. These waves are classi-

fied to be waves which travel along the surface of the medium, with an amplitude that

decays exponentially with depth into the medium. Initially founded in 1885 by Lord

Rayleigh, who predicted its properties in his paper (Rayleigh, 1885). Named after

Lord Rayleigh, the most common surface wave with both longitudinal and transverse

motions, with no traction at the surface. This type of wave is not to be confused

with other guided surface waves such as Lamb or Love waves, which are guided waves

supported by a layer, or longitudinal or shear wavemodes, that propagate in bulk.

Because the rail’s medium waveguide will produce Rayleigh surface waves,

it is important to understand the characteristics of a Rayleigh wave. Consider an

isotropic homogeneous linear elastic medium in half-space x3 ≥ 0. As derived in the

previous section, the equation of motion is defined in equation (3.7). Under plane

strain deformation, a particle of the medium will have the displacement vector:

~u = (u1, 0, u3)) (3.15)
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Figure 3.5: Particle displacement in a isotropic elastic plate.

When decomposed as in equation (3.8) with u2 = 0 signifying no traction in

this direction, φ and ψ are:

φ = φ2 = φ(x1, x3, t) (3.16)

ψ = ψ2 = ψ(x1, x3, t) (3.17)

The equation of displacement can then be expressed as:

u1 = φ1 − ψ3 (3.18)

u2 = 0 (3.19)

u3 = φ3 + ψ1 (3.20)

The solution for a harmonic wave propagating in the x1 direction can be writ-

ten as:

φ = A1(x3)e
i(kx1−ωt) (3.21)

ψ = A2(x3)e
i(kx1−ωt) (3.22)

To find an expression for φ, combining equations (3.21) and (3.13),:
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∇2φ− 1

c2L

∂2φ

∂t2
= 0 (3.23)(

−k2A1(x3) + A1(x3)33 +
ω2

c2L
A1(x3)

)
ei(kx1−ωt) = 0 (3.24)

This leads to:

k2A1(x3) + A1(x3)33 =
ω2

c2L
A1(x3) (3.25)

A1(x3)γ
2 = A1(x3)33 (3.26)

where:

γ2 = k2
(

1− c2

c2L

)
(3.27)

Equation (3.26) has the solution:

A1(x3) = B1e
−γx3 +B2e

γx3 (3.28)

For ψ, combining equations (3.22) and (3.14),:

∇2ψ − 1

c2T

∂2ψ

∂t2
= 0 (3.29)(

−k2C1(x3) + C1(x3)33 +
ω2

c2T
C1(x3)

)
ei(kx1−ωt) = 0 (3.30)

This leads to:

k2C1(x3) + C1(x3)33 =
ω2

c2T
C1(x3) (3.31)

C1(x3)χ
2 = C1(x3)33 (3.32)

where:

χ2 = k2
(

1− c2

c2T

)
(3.33)
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Thus, equation (3.32) has the solution:

C1(x3) = D1e
−χx3 +D2e

χx3 (3.34)

Because Rayleigh waves will decay as x3 → ∞, the second term of equations

(3.28) and (3.34) is neglected.

Together, φ and ψ can be expressed as:

φ = B1e
−kqx3eik(x1−ct) (3.35)

ψ = D1e
−ksx3eik(x1−ct) (3.36)

where:

q =

√
1−

(
c

cL

)2

(3.37)

s =

√
1−

(
c

cT

)2

(3.38)

c =
ω

k
(3.39)

Finally, the displacements u1 and u3 can be expressed as:

u1 = φ1 − ψ3

= k
(
iB1e

−kqx3 + sD1e
−ksx3

)
eik(x1−ct)

(3.40)

u3 = φ1 + ψ3

= k
(
−qB1e

−kqx3 + iD1e
−ksx3

)
eik(x1−ct)

(3.41)

Next, boundary conditions can be assumed to be:

σ33 = σ13 = 0 for x3 = 0 (3.42)
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From equation (3.5), the strain components expressed as displacements are:

ε11

ε22

ε33

ε12

ε23

ε13


=



u11

0

u33

0

0

1
2
(u13 + u31)


(3.43)

With the boundary conditions as in equation (3.42),

σ33|x3=0 = rB1 − 2isD1 = 0 (3.44)

σ13|x3=0 = 2iqB1 − rD1 = 0 (3.45)

where:

r = 2− c2

c2T
(3.46)

Solving for B1 in the system of equations (3.44) and (3.45):

B1 =
2is

r
D1

B1 =
r

2iq
D1

(3.47)

Combining equations (3.47), (3.40), and (3.41):

u1 = A
(
re−kqx3 − 2sqe−ksx3

)
eik(x1−ct) (3.48)

u3 = iA
(
re−kqx3 − 2e−ksx3

)
eik(x1−ct) (3.49)

where A = −kD1/2q.

Since A is a constant, equations (3.48), and (3.49) can be normalized to be

ū1 = u1
A

and ū3 = u3
A

respectively. If the real parts of the displacements u1 and u3 are

also only considered, then the following expressions hold true:

ū1 =
(
re−kqx3 − 2sqe−ksx3

)
cos k(x1 − ct) (3.50)
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ū3 = −q
(
re−kqx3 − 2e−ksx3

)
sin k(x1 − ct) (3.51)

From equations (3.44) and (3.45), the following can also be derived:

r2 − 4sq = 0 (3.52)(
2− c2

c2T

)2

− 4

√1−
(
c

cT

)2
√1−

(
c

cL

)2
 = 0 (3.53)

Equation (3.53) can be simplified to:(
c

cT

)2
[(

c

cT

)6

− 8

(
c

cT

)4

+
(
24− 16k−2

)( c

cT

)2

− 16
(
1− k−2

)]
= 0 (3.54)

where:

k2 =
c2L
c2T

=
λ+ 2µ

µ

= 2
2(1− µ)

1− 2µ

(3.55)

From equation (3.54), there are three roots (either real, imaginary, and complex),

because this is a reduced cubic equation in
(

c
cT

)2
. Also, the roots are dependent on

Poisson’s ratio, ν because of k in equation (3.55). Therefore, the range of Poisson’s

ratio will dictate the nature of these roots:

ν > 0.263 → 1 real, 2 complex conjugate roots

ν < 0.263 → 3 real roots
(3.56)

Because mediums’ Poisson’s ratio are bounded 0 < ν < 0.5), there can only be one

real and two complex roots to equation (3.54). Neglecting complex roots, there exists

only one real root, which is the Rayleigh surface velocity, cR. An approximate solution

is (Viktorov, 1967):
cR
cT

=
0.87 + 1.12ν

1 + ν
(3.57)
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Revisiting the displacement equations (3.50) and (3.51), the normalized motion is

shown to be:

Figure 3.6: Displacements of a Rayleigh wave as a function of depth.

Figure 3.7: Particle motion of a traveling Rayleigh surface wave (Viktorov, 1967).
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3.3.4 Application to rail defect detection prototype

The previous section suggests that the majority of the energy due to the surface

particle motion is dominant near the surface of the medium. This is attractive because

most of the defects occur near the surface or subsurface of the rail. From the derivation

of the guided surface wave, the Rayleigh wave, it can be concluded that to obtain the

maximum sensitivity of the energy in the propagating wave, the wavelength must be

chosen such that the desired depth is roughly equal to the length of the wavelength,

λ.

Knowing the rail’s material property is steel, cT typically ranges from 3120

m/s to 3240 m/s. Therefore, based on equation (3.57), the range of cR is between

2894 m/s to 3005 m/s.

3.4 Numerical modeling

To further understand how sensitive these theoretical Rayleigh modes capa-

bilities to distinguish damaged rails from undamaged rails, numerical simulations

were implemented. A MATLAB package, k-Wave package developed by (Treeby et

al., 2014), was used to implement these simulations through its unique framework

using a k-space pseudo-spectral method. This allows simulations to use fewer grid

points and time steps, ultimately resulting in faster and memory efficient simulations

(Treeby et al., 2012).

3.4.1 Simulation Details

The first objective is to determine how the Rayleigh waves propagate through

the rail geometry with and without damage. To elaborate, the simulations result using

the theoretical centered frequency should exhibit a change of measurable energy that

can be detected from the rails surface. This will provide a level of confidence to

continue with these parameters for the prototype.

The simulation considered only the head of the rail, because the defects in

this investigation is located in the rail’s head. Three classes of simulations were

considered: undamaged rail, rail with an internal transverse defect and rail with an
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internal vertical split head defect. The transverse defect is classified as a 2% Head

Area (H.A.) defect, signifying that its area is approximately 2% of the total rail’s head

area. Vertical split heads do not have a classification procedure. For this simulation,

the vertical split is modeled to be have a height of roughly half the head’s height and

the length to be approximately two-thirds its height. These are shown in Figures 3.8,

3.9, and 3.10. The defects were simulated as a change in material properties as shown

in Tables 3.1 and 3.2. The excitation was simulated at the center of the rail, closer

to the gauge side for both defects as shown in Figures 3.11 and 3.12. Waveform data

was saved from the entire surface of the rail’s head for each simulation.

Table 3.1: Simulated 136 RE Rail Properties

ρ 7800 kg/m3

vL 5780 m/s
vS 3140 m/s
length 0.4 m

Table 3.2: Simulated Defect Properties

ρ 1.225 kg/m3

vL 343 m/s
vS 0 m/s
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Figure 3.8: Transverse plane view of an undamaged rail’s head.

Figure 3.9: View of the simulated transverse defect.
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Figure 3.10: View of the simulated vertical split head defect.

Figure 3.11: Horizontal view of the simulated transverse defect.

Figure 3.12: Horizontal view of the simulated vertical split head defect.

3.4.2 Determination of optimal sensor locations

The first objective of these simulations is to determine the most effective loca-

tion to take measurements and to validate the effectiveness of the theoretical energy
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differentials. This was decided to be on the surfaces of the rail where there is an out-

standing difference of energy, measured by displacement, when comparing damaged

and undamaged rails. By subtracting the left (side with defect) and the right side

(undamaged side) of the location of transmission, the largest difference in energy will

indicate a promising location for sensor placements.

Figure 3.13: Left and right regions on the surface displacement contour of rail at 20
microseconds.

The simulation models show promising implications. For several windows of

time, there is a clear differential in energy that will be exploited. In Figure 3.14, the

differential in surface displacements of the left and right wave paths are shown as a

function of time for the respected defects. These give positive indications that the

specified Rayleigh waves will be effective in finding internal defects in the rails head.

Figure 3.14: Differential surface displacements region on rail’s surface due to a defect
at 20 microseconds.

Therefore, from the yellow regions which indicate the highest differential sur-

face displacement magnitudes, these are the regions that will give the air-coupled

sensors the greatest energy, and thus the highest signal-to-noise ratio.
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3.4.3 Signal feature extraction

To exploit these simulation results, the data gathered from time series wave-

forms at locations across the top surface of the rail provide invaluable information

to assist in the development of the prototype. Energy are extracted from the wave-

forms in various ways and the methods of determining the differentiations of these

calculated features are diverse as well. To compute these energy ratios, two points of

equidistant from the excitation locations are chosen as shown in Figure 3.15.

Figure 3.15: Location of the waveforms used in the feature extraction process.

For example, some extractions of energy measurements are summarized in Ta-

ble 3.3. These are very typical and are used throughout several applications and

industries. The list is not extensive and can be expanded to have multiple combi-

nations and permutations of these measurements. However, a drawback from using

solely these measurements is that uncertainties from uncontrolled non-deterministic

environmental conditions will result in large variances of the energy features data set.

As discussed before, conventional ultrasonic inspection methods via ultrasonic test-

ing carts and portable ultrasonic wheels have exhibit these problems and can cause

unreliable results.
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Table 3.3: Typical Energy Measurements

max(|(A2
L − A2

R)|)

|Apk−pkL − Apk−pkR |

|(mean(A2
L)−mean(A2

R))|

where AL and AR are the left and right side waveform, respectively.

To respond to this challenge, normalized energy features were used instead.

The normalization define upper and lower bounds for these measurements, and thus

minimize the variance. Some examples of normalized energy ratios are defined in

Table 3.4.

Table 3.4: Normalized Energy Measurements

max(|(A2
L−A

2
R)|)√

ALAR

|Apk−pk
L −Apk−pk

R |√
ALAR

|(mean(A2
L)−mean(A

2
R))|√

ALAR

where AL and AR are the left and right side waveform, respectively.

Normalized energy features are not as sensitive to changes in boundary con-

ditions at the surface. For example, for surfaces that would absorb more energy, the

input excitation can substantially be larger than others. If there were no damages

within the rail, but there is a change in the rail’s properties such that the input energy

changes, then the normalized energy features will take account for this change.

To demonstrate this, consider four sets of signals in the following figures. Each

set contains two signals taken from the left and right side of the initial excitation.

The first set is taken from an undamaged rail with normal surface conditions. The

second set is taken from an undamaged rail with varying surface conditions. The

third set is taken from a damaged rail with normal surface conditions. The fourth set

is taken from a damaged rail with varying surface conditions.
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Figure 3.16: Waveforms from normal surface conditions on an undamaged rail. Blue:
AL(n). Green: AR(n).

Figure 3.17: Waveforms from varying surface conditions on an undamaged rail. Blue:
AL(n). Green: AR(n).
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Figure 3.18: Waveforms from normal surface conditions on a damaged rail. Blue:
AL(n). Green: AR(n).

Figure 3.19: Waveforms from varying surface conditions on a damaged rail. Blue:
AL(n). Green: AR(n).

When the features extracted from the waveforms are compared, as in table 3.3

and 3.4, typical and normalized, respectively, the advantage is clear. This is shown

in table 3.5.
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Table 3.5: Feature extractions from waveforms in Figure 3.16.

Typical features Normalized features
0.3049 0.0298
0.7686 0.0751
0.0410 0.0040

Table 3.6: Feature extractions from waveforms in Figure 3.17.

Typical features Normalized features
0.7396 0.0371
1.7210 0.0864
0.0755 0.0038

Table 3.7: Feature extractions from waveforms in Figure 3.18.

Typical features Normalized features
0.6031 0.0735
2.0629 0.2515
0.0946 0.0115

Table 3.8: Feature extractions from waveforms in Figure 3.19.

Typical features Normalized features
2.1131 0.1299
7.9480 0.4885
0.3861 0.0237

The normalized features in tables 3.5 and 3.6 are very close, whereas the

typical features are significantly different. When comparing the normalized values in

tables 3.7 and 3.8, the values are different, as expected for damaged rail. Thus, this

demonstration shows the effectiveness of normalized energy features.
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Table 3.9: Selected normalized energy features.

|var(AL)−var(AR)|√
var(AL)v̇ar(AR)

|RMS(AL)−RMS(AR)|√
RMS(AL)ṘMS(AR)

(RMS(AL)−RMS(AR))2

RMS(AL)ṘMS(AR)

max(xcorr(AL,AR))√
xcorr(AL)ẋcorr(AL)

|max(AL)−max(AR)|√
max(AL)ṁax(AR)

max
(
max(AR)
max(AL)

, max(AL)
max(AR)

)
|Apk−pk

L −Apk−pk
R |√

Apk−pk
L Ȧpk−pk

R

max
(
Apk−pk

L

Apk−pk
R

,
Apk−pk

R

Apk−pk
L

)

Figure 3.20: Feature sensitivity surface plot for the seventh feature for a defective
rail. Red regions indicate higher energy feature sensitivity.
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For the specified cases studied in the simulations, the features used in calcu-

lation are shown in table 3.9. In the studies, the features were computed for a region

of the rails surface. By analyzing the relationship between the magnitude of energy

differentials and surface areas of rail, one can determine the optimal placements of

the sensors. These will be considered during the prototypes hardware design and

development. For example, figure 3.20 show a surface plot of the the seventh energy

feature.

The conclusion of these studies is the surface locations with the highest energy

feature sensitivity that then were chosen as the sensor placement locations for the

prototype. Ultimately, with optimal sensor placements, the large waveform data is

condensed to these few numbers, minimizing the amount of data that needs to be

processed.

3.5 Statistical classification framework

3.5.1 Outlier Analysis

The need for a statistical framework is prevalent in this analysis. The following

premises were used to justify the framework that will be presented in this section. The

energy features dataset extracted from the waveforms can be predicted for undamaged

rails. This implies that over a collection of points in the rail, there is a probability

distribution, with an expected value for each of the energy feature. By realizing this,

one can calculate the probability of a sample dataset by determining the magnitude

of deviation from this expected mean. In other words, the probability of a sample

data point of being damaged is related to the z-score or standard score of one scalar

feature. The standard score, z, is calculated by using the variance and mean from a

known set of data, as defined:

z =
µ− x
σ

(3.58)

Because the features extracted from the waveforms can be used holistically, a

multivariate analogy of a z-score is used, sometimes referred to as the Mahalanobis

Squared Distance (MD), defined by:
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MD =

√
(µ− x)T C−1 (µ− x) (3.59)

where

µ is the mean vector

x is the test vector

C is the covariance matrix, or AAT , where A is the matrix containing vectors

of the samples from which µ was calculated

−1 denotes the inverse

T denotes the transpose

By setting a threshold of this multivariate standard score, one can ultimately

classify an undamaged rail from a damaged rail. This can be also be described as an

outlier discriminant algorithm, where the outliers are classified to be damaged rails.

By using a multivariate approach, the sensitivity of the outlier detector exponentially

increases.

3.5.2 Novel Adaptive Training Dataset

This method of classification is a sub domain of supervised learning because it

requires a training set, or a dataset of undamaged features to compute the expected

value and the expected variances. The question that comes to mind is which dataset

should be considered the training set. In the past, a fixed training set was chosen to

be a static fixed baseline. However, because a analysis may encounter many variations

of rail types and surface conditions, it is decided an adaptive undamaged dataset is

most desirable. This novel adaptive dataset is continuously updated to accurately

reflect the rails properties and conditions for the dataset in question. This can be

defined as:

MDi =

√
(µi − xi)T C−1i (µi − xi) (3.60)

where

µi =
〈
mean

[
Xi−N , Xi−(N−1), Xi−(N−2), ..., Xi−1

]〉
xi = 〈f1, f2, f3, ..., fN〉
Ci =

〈
covariance

[
Xi−N , Xi−(N−1), Xi−(N−2), ..., Xi−1

]〉
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fi = ith feature scalar value

Xi = xi iff MDi < β

β is a predetermined threshold

This is depicted in the following figure. With a defect at i = 4, the covariance

matrix in the calculations after i = 4, for example, C5 and C6, exclude the feature

vector, x4 from the baseline matrix.

Figure 3.21: Depiction of adaptive baseline. With a defect at i = 4, the successive
calculations excludes the feature vector at i = 4 or x4.
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The depiction shows the defective part (when i = 4) being excluded from the

baseline. This allows for the baseline to be a true training set for non-defective rail.

An adaptive baseline is critical in the accuracy in the outlier detection framework.

3.6 Rail inspection prototype development

The UC San Diego proposed rail flaw inspection system is composed of two

main systems that work together: hardware and software. Both of these were de-

signed in parallel to produce the best performance of the system. Many iterations

were required to obtain the final optimal configuration of the prototype system. The

objectives of the prototype systems were first identify (shown below in table 3.10.

Following, subsystems requirements and implementations were determined to accom-

plish these requirements. These subsystems are partitioned into software and hard-

ware implementations, as shown in Figure 3.22. This section will discuss the technical

development of this prototype.

Table 3.10: Prototype System Objectives

(1) real-time - immediate results of analysis in near real-time
(2) efficient - high-speed and non-contact
(3) effective - acquire high-energy signals
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Figure 3.22: Software and hardware subsystems.

3.6.1 Introduction

The end goal of this project is to deliver a prototype that is scalable for

industrial use. With the concerns of commercializing the prototype in mind, all

aspects of the prototype were designed to be safe to the operator and the public.

Secondly, most of hardware components are off-the-shelf merchandises, making the

prototype’s maintenance extremely manageable.

The previous prototype developed by UC San Diego’s NDE/SHM Lab con-

tained a class 4 Nd:YAG laser as the excitation source, requiring the usages of safety

glasses for those operating around it. It also has a complex hardware system to

manage the laser pulses, therefore, requiring expensive custom parts. Because of the

safety concerns and complexity of the laser system, the next generation prototype

was developed from the beginning with clear new objectives in mind.

New hardware were machined, and new software were coded. After many

stages of design iterations, the new prototype’s design was finalized and developed.

A brief overview of components are shown below.
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Figure 3.23: Conceptual outline of the air-coupled rail inspection system.
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Figure 3.24: Detailed outline overlay of the air-coupled rail inspection system.

There are two essential components of this prototype: the air-coupled trans-

ducers and the computing hardware. With the air-coupled transducers, the prototype
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is hazard free. The computing hardware along with the software, is the driving force

to implement the conclusions from the simulations in the previous sections.

3.6.2 Hardware design requirements

The hardware components were chosen specifically to fulfill all of the objec-

tives. The hardware’s design requirements are listed below, in accordance to the

objectives as defined in Table 3.10:

A. distance dependent mechanism (objective 1)

B. real-time processing system (objective 1)

C. non-contact sensors (objective 2)

D. high-speed acquisition system (objective 2)

E. transmitter which generates a high voltage line excitation (objective 3)

F. system which returns high signal-to-noise ratio signals (objective 3)

Requirement (1) can be achieved by utilizing a encoder component. This

encoder encompasses a wheel and optical circuit that can be adjusted to send square

pulses at incremental distances. Therefore, the these square pulses can trigger each

process of the system to deliver a final output. Finally, a visual graph can be plotted

as a function of distance.

Requirements (2) and (4) were accomplished by using LabVIEW Real-Time

PXI hardware. With the most optimal function generator and data acquisition PXI

cards, this system is capable of generating the excitation, acquiring the signals, and

processing data in real-time, at high speeds.

To accomplish requirement (3), air-coupled piezoelectric transducers were de-

cided to be the best method of producing the excitation and acquiring the signal

response of the rail. The advantages of using these transducers are:

A. Its ability to be non-contact, due to the air medium as the couplant.

B. The ability to have a high repetition rate, due to it’s high duty cycle.
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For requirement (5), the previous UC San Diego prototype generated a line

source of energy to excite the correct modes [need source here]. Because the laser

is no longer part of this system, a focused air-coupled transducer was used. Similar

to optics, this transducer has a parabolic sensor surface that will produce a line

excitation at a specified focal distance. This accomplishes requirement (4) for the

hardware subsystem.

The next requirement is one of the most challenging obstacle in this design.

Because the majority of the air-coupled transducer’s excitation energy is reflected

from the rail’s surface back into air, the energy deposited into the rail is very small.

A quick calculation of transmissivity and reflectivity coefficients is shown below:

With the coefficients defined below:

R =
Z2 − Z1

Z2 + Z1

(3.61)

T =
2Z2

Z2 + Z1

(3.62)

where:

Z = ρc or sometimes referred to as the characteristic specific acoustic impedance

(Kinsler, 2000)

ρ is the specific density

c is the sound speed

With:

ρair = 1.225
kg

m3

ρrailsteel = 7800
kg

m3

cair = 343
m

s

crailsteel = 5780
m

s
:

This gives:
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Zair = 420
Pas

m

Zrailsteel = 45M
Pas

m
.

Substituting into equations (3.61) and (3.62)

will give the result:

Table 3.11: Reflection Coefficients

Rair−railsteel -0.999981
Rrailsteel−air 0.999981

Table 3.12: Transmission Coefficients

Tair−railsteel 1.999981
Trailsteel−air 0.000093

The transmission path of the ultrasonic energy is: air − railsteel − air. This

implies: Tair−railsteelTrailsteel−air = 0.000185. From this calculation, the final result is

less than 0.02% of the initial energy can be captured from air-coupled transducers

after the initial input excitation.

To maximize this < 0.02%, several solutions were implemented. First, the

angle of the sensors must be optimized to capture the transmitted energy. Second,

the input excitation must be large enough, such that the 0.02% is still significant

enough to be detected from the air. Thirdly, the received signals must be optimally

conditioned both in analog and digitally to maximize the signal-to-noise ratio (SNR).

The first implementation relies on Snell’s Law, which describes the relationship

between incident angles and refraction of energy at the boundary of two isotropic

mediums. This is a well-known relationship defined as:

sin θ1
sin θ2

=
sin c1
sin c2

(3.63)

where:

θ1,2 are the incident angles from medium 1 and 2, respectively
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c1,2 are the sound speeds from medium 1 and 2, respectively

Figure 3.25: Refraction of a surface wave from rail steel into air.

From Equation (3.63), θ2 is 6.7◦ for θ1 = 90.0◦, c1 = 2900m/s, and c2 =

343m/s. Thus, the placement of the air-coupled transducers must be so that the

active surface of the sensors have a normal that is 6.7◦ from the surface, as seen in

Figure 3.26.

Figure 3.26: Depiction of placement of air-coupled transducers in transmission and
reception.

In order to satisfy this objective, a series of components are introduced:
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Figure 3.27: Components of the signal conditioners.

The impedance matching of hardware and the series of amplifications are

needed to obtain a usable signal to process. As shown in Figure 3.27, the signal

improvement from before and after this circuitry is substantial. The incoming analog

signal is passed through the preamplifier to the impedance matcher to the analog

filter, and is then passed onto the computer’s analog to digital converter card.

3.6.3 Hardware design implementation

Encoder

An encoder is a device that generates a pulse of voltage at specific spatial

intervals. This is a vital piece of instrument because it allows for distances to be

tracked. More importantly, it synchronizes the entire system. One pulse of voltage

initiates a cycle of transmission, reception, analysis, and the final output.

PXI real-time system

National Instruments PXI real-time system provides an environment for fast

robust computing. The low level programming allows the CPU computational time

and effort to be configurable. This important aspect improves the speed and accuracy
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of the software framework that will be discussed in the next section.

Air-coupled piezoelectric transducers

Air-coupled transducers are a method to generate and receive ultrasonics in a

non-contact manner. The piezoelectric transducers were manufactured with unique

layers of coating that allows the impedance mismatch from the face of the sensor to

air minimal.

Two types of air-coupled transducers are used. A linear focus transducer acts

as the primary transmitter. Planar, or transducers with a flat active surface serve as

the receivers.

Custom impedance matching circuitry

Because of the low signal-to-noise ratio (SNR) explained in the previous sec-

tions, it is important to maximize this aspect of the received waveform. A unique

analog circuitry increases the SNR tremendously. A series of amplifiers, filters, and

a unique impedance matcher acts as a complete circuitry for each sensor (Mariani,

2015). This is necessary because the impedance vary from component to component.

The signal below demonstrates its effectiveness.
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Figure 3.28: Signal without the impedance matcher (Top). Signal with the impedance
matcher (Bottom).

3.6.4 Software design requirements

For a complete effective system, the software components consists several pro-

grams, written to specifically to fulfill all of the objectives. The software’s design

requirements are listed below, in accordance to the objectives as defined in Table

3.10:

A. real-time analysis framework (objective 1)

B. synchronous processes triggered from encoder (objective 1)

C. efficient processes (objective 2)

D. signal conditioning and processing (objective 3)

The approach to accomplish the first requirement is to deploy a LabVIEW

Real-Time Module. This module is a very basic operating system that eliminates
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the overhead memory and processes of a traditional user-friendly GUI operating sys-

tem. By compiling the software onto the real-time module, the system can perform

efficiently without memory or process interferences from other sources. The software

consists of many programs which will be discussed later in this chapter.

Requirement (2) is obtained by utilizing a board with trigger routes embedded

into its circuitry. By allowing the trigger source to be accessible from all the PXI

cards is critical in the synchronization of the programs and routines. Effectively, this

enables a pre-determined continuous process that is catalyze by the trigger source.

This is taken advantage of by coding the programs to exploit this ability.

The last requirement revisits the high signal-to-noise ratio challenge. Although

the hardware components have dramatically improved the signal-to-noise ratio of the

waveforms, further signal conditioning can be done to further increase this. A few

digital filter approaches were explored and ultimately, the match-filter and bandpass

filter proved to be the most effective. These signal conditioning and filtering are done

in a program subroutine.

3.6.5 Software design implementation

The software was written in the National Instrument LabVIEW environment.

This allows for better control over the National Instrument hardware. LabVIEW

is a visual programming language which allows the programmer to write routines to

control a process. The coding paradigm is heavily dictate by the flow of data, meaning

the input/output variables control the timing and synchronization of the processes.

Because there are many variables in the rail defect detection prototype, there

are many time-dependent data-flow that must be controlled with precision to obtain

a robust, efficient, and fast framework. This section will describe the variables and

the processes that were involved for each variable. These routines are all time vari-

ant, implying that the order of the execution of the routine is vital to maintain the

synchronization of the data flow. Because of this, some routines are coded to be run

in parallel, on different cores of the CPU. This allows for a robust and efficient flow

of the framework.
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Software components

The high-level flow diagram of the software components of this project is seen

in Figure 3.29. The hardware inputs the digital signals into the software subsystem

via the analog-to-digital converter cards in the NI PXI. These signals consist of raw

waveforms from the air-coupled receivers and/or the TTL of the linear encoder unit.

The software subsystem also outputs digital signals to the NI PXI, which translates

into voltage measurements to the air-coupled transmitter.

Figure 3.29: High-level schematic of software system.

The software subsystem contains three components: calibration, analysis, and

visualization. The calibration component initializes the system, allowing the user

to input the desired configurations. These configurations are then passed to the

analysis and visualization component. When operating the prototype over the rail,

the analysis and visualization components run in tandem. The visualization takes

input from the analysis program and displays the data in a graph for the user to

interpret.

Calibration

The calibration portion has two objectives. It is used to help the user align

the sensors and to perform system preliminary checks before usage. It also initiates

necessary values for subsequent codes to work. Essentially, the calibration code is used

as an oscilloscope to ”find” the signal and help align the transmitter and receivers.
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The user can manually trigger, or initiate, the excitation through the graphical user

interface. When operating the prototype, only the TTL of the encoder can initiate

the excitation.

For the second objective, the calibration program takes input from the user

through the graphical user interface, and saves these inputs as a configuration file.

The overview of the calibration component is depicted in Figure 3.30.

Figure 3.30: Sub-components of the calibration subsystem.

The user can input several parameters: the overall properties of the test,

which type of signal to send to the transmitter, what the analog-to-digital converter

properties are, and what post-acquisition parameters will be applied. Properties of

the test for the user to define:

A. name of the test (creates new directory)

B. features to use in the analysis algorithm

Options for the user to define the signal sent to the transmitter:

A. tone-burst or chirp signal

B. desired frequency (for a tone-burst signal) or frequencies (for a chirp signal)
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C. number of cycles (for a tone-burst signal) or chirp rate (for a chirp signal)

D. amplitude of the signal

E. desired DC offset of the signal

Options for the user to define the properties of the analog-to-digital converter

card:

A. sampling rate

B. dynamic range (peak-to-peak voltage)

C. vertical coupling (DC or AC)

D. length of acquisition

E. number of channels to convert

F. input impedance (1 MΩ or 50 Ω )

G. number of channels to convert

Options for post-acquisition parameters for user to define:

A. to use a digital filter or not

B. to use a bandpass of matched filter

C. the order of filter (for the bandpass filter option)

D. the frequencies to filter (for bandpass filter option)

E. the signal to apply the matched filter to (for a matched filter option)

F. the part of the signal to consider in the analysis program
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Analysis

The analysis code is the heart of the prototype. This program has several

objectives: (1) to apply post-acquisition procedures, (2) to determine the baseline,

(3) to determine outliers, (4) to save all data, (5) to output results to the visualization

program. The overview of this code is shown in Figure 3.31. Ultimately, the input are

the raw waveforms from the analog-to-digital converter, and the output is the scalar

damage index that is then pushed to the visualization program.

Figure 3.31: Sub-components of the analysis subsystem.

The post-acquisition signal conditioning procedures entails: building the dataset

of truncated signals (from the time windows chosen in the calibration code), applying

any digital filters and extracting and building the dataset of energy features.
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Figure 3.32: Schematic of signal conditioning procedure. (A): Reception of raw sig-
nals. (B): Truncation of signals, based on calibration program(C): Application of
digital filters. (D): Compilation of the vector containing N energy based features.

The matched filter is described by the following equation:

yfiltered =
∞∑

k=−∞

yref [n− k]yraw[k] (3.64)

where:

yref is the referenced signal collected during calibration

yraw is the raw input signal

An example of each waveform resulting from each filter is shown in the follow-

ing figures:
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Figure 3.33: An example raw waveform.

Figure 3.34: The result from the waveform in Figure 3.33 after a bandpass filter.
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Figure 3.35: The result from the waveform in Figure 3.33 after a matched filter.

Following the post-acquisition signal conditioning procedures, the analysis

code will collect an initial M vector of features (from the first M waveforms), and

compile an initial baseline matrix. After the initial baseline matrix is defined, the

M + 1 vector of feature (from the M + 1 waveform) is processed through the multi-

variate outlier analysis algorithm, outputting the damage index. The damage index

is sent to the visualization program. This is shown in Figure 3.36

Figure 3.36: Procedure after the post-acquisition signal conditioning: (A) Compila-
tion of the initial baseline matrix. (B) Calculation of the M + 1 feature vector. (C)
Calculation of the multivariate outlier analysis, and sent to the visualization program.
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From here, the analysis will compare the damage index of the M+1 waveform

and decide whether it will be added to the baseline for the M + 2 damage index mul-

tivariate outlier analysis calculation. This is a First-In, First-Out or FIFO operation.

For example, if the M + 1 damage index falls below a threshold, then it will be added

to the matrix. Otherwise, it the baseline for the new baseline will be identical to the

initial baseline.
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Figure 3.37: Depiction of the baseline matrix for the M+2 damage index calculation.
(Top) Addition of an accepted new feature vector from the M+1 waveform. (Bottom)
Rejection of the feature vector from the M + 1 waveform.
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Visualization

The visualization component completes the software subsystem. It is run in

parallel with the analysis component.

Figure 3.38: Sub-components of the visualization subsystem.

The program receives the damage index from the analysis program in real-

time. It then plots the point as a function of distance which depends on the encoder

spatial sampling rate. This parameter is inputted from the graphical-user-interface.

The primary plot is continuously updating, while the secondary plot allows the user

to choose which spatial distances to zoom in on.
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Figure 3.39: Graphical-user-interface of the visualization program. Top graph is
the real-time continuously updating plot. Bottom graph is the zoomed in graph,
determined by the yellow markers of the top graph.

3.6.6 Preliminary tests at UC San Diego’s Rail Defect Test-

ing Facility

Preliminary tests of the new prototype were conducted at the UC San Diego

Rail Defect Farm. This class I track was constructed by Sopac Rail Inc. under FRA

sponsorship with in-kind donation of materials by the Burlington Northern Santa Fe

(BNSF) railway. This facility is located at UC San Diegos Camp Elliott Field Station

Laboratory, about 15 kilometers away from the UC San Diego campus. The UC

San Diego Defect Farm features 75-meters of 136 RE rail with a number of natural

and artificial defects, including: Detail Fractures, Transverse Fissures, other Rolling

Contact Fatigue defects, Vertical and Horizontal Split Heads. The track includes a

tangent portion (37.5-m in length) and an 8-deg curved portion (37.5-m in length).
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Figure 3.40: UC San Diego’s Rail Defect Testing Facility.

A list of tracks’ details are listed below.
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Table 3.13: North Track Details

Feet Inches Attribute

0 0 start
5 5 weld

12 1 joint
16 5 artificial hole defect
25 0 artificial hole defect
30 9 joint
32 2 rough surface conditions
36 2 artificial hole defect
42 0 shallow hole defect
44 8 weld
49 7 joint
57 3 vertical split head
59 5 weld
66 4 weld
68 5 joint
73 8 vertical split head
83 10 end
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Table 3.14: South Track Details

Feet Inches Attribute

0 0 start
2 7 vertical split head
4 0 joint
4 10 small defect (<5% HA)
5 5 10% TD under shelling
6 2 small defect (<5% HA)
7 0 joint
7 9 10% TD under internal shell
9 6 joint

10 9 surface cut
11 6 8% TD under head checks
12 0 8% TD
13 3 10% TD under head checks
14 1 joint
14 11 5% bottom drilled hole
15 10 23% TD
17 0 20% side drilled hole
18 1 joint
19 7 small defect (<5% HA)
20 0 shell + 10% TD
20 11 small defect (<5% HA)
22 0 joint
22 9 small defect (<5% HA)
23 8 small defect under shelling (<5% HA)
24 2 small defect (<5% HA)
24 7 10% TD (toward the field)
25 1 weld
27 4 50% TD
28 6 small defect (<5% HA)
29 0 small defect (<5% HA)
29 7 small defect (<5% HA)
32 6 5% TD under shelling

The prototype is designed to be pulled by a Hy-Railer, which is a type of

hybrid vehicle that can operate on and off the rail. However, at the UC San Diego

Rail Defect Testing Facility, the prototype is placed onto a cart that is positioned on

the rail tracks. As a substitute for the Hy-Railer vehicle, the cart is hand-pushed on
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the rail (Figure 3.41).

Figure 3.41: Prototype on a cart at UC San Diego Rail Defect Testing Facility.
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3.6.7 Preliminary Testing Results

Figure 3.42: Sample of a damage index trace plot.

UC San Diego’s Rail Defect Testing Facility provided the opportunity to inves-

tigate multiple aspects of the prototype. Sensor alignments, sensor holders, structural

parts, and configurations were all parameters that considered. After many iterations

of studies and controlled experiments, the final prototype configurations gave con-

clusive results. A sample of the damage index is shown in Figure 3.42. Because

the threshold is a user input, it is best to measure the performance with receiver-

operating-characteristic curves, or ROC curves. These curves show the probability
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of detection (PD) versus the probability of false alarms (PFA) for different detection

thresholds applied to the inspection trace. Therefore, the performance of the proto-

type is very satisfactory, as it can detect defects relatively with low false positive and

false negative rates. This is shown in the receiver-operating-characteristic plot in the

Figure below.

Figure 3.43: A sample ROC curve depicting the performance of a test run at the UC
San Diego Rail Defect Detection Facility. PD = probability of detection. PFA = the
probability of false alarms.

The disadvantage of this method is that the locations of welds and joints have

to be known, to be classified from the actual defects. This topic will be revisited in

the next section. Another advantage is the fact that the excitation input cannot be

triggered too frequently. This is due to the fact that the excitation signal in the rail

does not attenuate fast enough, and therefore, it saturates the next coming signal in

the rail. The excitation signal creates reverberations that travel in the air and in the

rail. Because most of the energy is reflected, as shown in table 3.11, the air-couple

sensors will detect both energy packets.
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3.7 First field test at Transportation Technology

Center (Pueblo, Colorado)

To compare the prototype’s performance with other rail defect detection pro-

totypes, the Transportation Technology Center in Pueblo, Colorado was chosen as

the first testing facility after preliminary tests at UC San Diego. The field test was

conducted on October 26 to October 31, 2014.

Figure 3.44: Testing zones at the Transportation Technology Center (Pueblo,
Colorado).

The Rail Defect Testing Facility at the Transportation Technology Center

consists of two sets of testing zones: the system technology development zone and

the system evaluation zone. Similar to the UC San Diego rail defect testing facility,

it has several types of natural and artificial defects. UC San Diego’s prototype will

include test runs on both zones. However, only the locations of defects in the system

technology development zone are known. This is listed below.
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Table 3.15: Technology Development Track Details

Feet Defect Attribute

0 0 start
79.33 SDH (head THRU) 0.25 in. Thru
81.33 SDH (head THRU) 0.13 in. thru
83.42 SDH (head GAGE) 0.25 in. half
85.42 SDH (head GAGE) 0.13 in. qtr (< 5%)
87.42 SDH (head GAGE) 0.25 in. qtr
89.42 SDH (head GAGE) 0.13 in. half (< 5%)

287.67 TD (lower head GAGE) 20%
299.58 TD (GAGE, very small) < 5%
356.7 CH w/TD 10%

579 TD w/shell (near weld) 5%
591.3 CH w/TD (6” long) 5%
708.5 TD notch (lower head) 0.75 in.

774 HSD w/TD notch (lower head) 10 in./0 .75 in.
781.1 Detail Fracture (TD, under shelling, GAGE) 10%
800.4 HSD w/TD (lower head CUT) 10 in./20%
857.3 Head Chip (2” long)
870.5 TD notch (GageSide Upp. H, under shelling) 0.75 in.
876.9 TD notch (GAGE, upper head,under large chip) 0.75 in.
883.9 TD (under shell) 75%
895.6 TD 8%
937.9 HSD w/TD notch (lower head) 10 in./0 .75 in.
952.5 Shell/EngBurn (FIELD/CENTER)
959.6 HSD w/TD notch (lower head) 10 in./0 .75 in.
972.1 TD notch (lower head) 0.75 in.

979 HSD 10 in.
991.9 TD (very small)
999.4 HSD w/TD Notch(lower head)
1139 CH (crushed weld, 1’ long)

1182.6 VSH (art. cut, 0.75” deep from bottom head)
1201.2 SDH (drilled from field, 1.5” deep) 0.5” diameter
1202.2 SDH (drilled from field, 0.75” deep) 0.5” diameter
1217.3 SDH (top of web THRU) 10 mm thru
1218.3 SDH (center head THRU) 10 mm thru
1219.3 SDH (upper head THRU) 10 mm thru
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3.7.1 Test specifications

This section entails definitions, specifications, participants, and testing sys-

tems.

Participants and assistance provided

Because of the large scope of the test, participants from several organizations

aided UC San Diego in the field test. ENSCO Inc. provided technical assistance

in hardware adaptation to the Hy-Railer. Volpe National Transportation Center

provided guidance to the testing procedures and post-evaluation procedures.

In particular, ENSCO Inc. provided assistance in:

A. Hy-Railer R-4 vehicle, which includes the power supply, and encoder

B. cart to attach to the Hy-Railer vehicle, and encoder

C. reflective distance markers

D. digital images corresponding to encoder triggers

E. lubrication between cart wheels to rail and between Hy-Railer R-4 vehicle wheels

to rail

Test specifications

The sensor placements and excitation frequencies limit the sensitivity in the

coverage in the cross sectional area of the rail. Because of this, the detection coverage

area of the rail includes only part of the rail’s head. This is depicted below.
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Figure 3.45: Coverage of UC San Diego defect detection system.

Therefore, the defect list presented in table 3.15 has been modified and the

applicable defect list is shown in table 3.16.
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Table 3.16: Technology Development Track Details (modified)

Feet Defect Attribute

0 0 start
79.33 SDH (head THRU) 0.25 in. Thru
81.33 SDH (head THRU) 0.13 in. thru
83.42 SDH (head GAGE) 0.25 in. half

87.42 SDH (head GAGE) 0.25 in. qtr

356.7 CH w/TD 10%
579 TD w/shell (near weld) 5%

591.3 CH w/TD (6” long) 5%

774 HSD w/TD notch (lower head) 10 in./0 .75 in.
781.1 Detail Fracture (TD, under shelling, GAGE) 10%
800.4 HSD w/TD (lower head CUT) 10 in./20%

870.5 TD notch (GageSide Upp. H, under shelling) 0.75 in.
876.9 TD notch (GAGE, upper head,under large chip) 0.75 in.
883.9 TD (under shell) 75%
895.6 TD 8%
937.9 HSD w/TD notch (lower head) 10 in./0 .75 in.
952.5 Shell/EngBurn (FIELD/CENTER)
959.6 HSD w/TD notch (lower head) 10 in./0 .75 in.

979 HSD 10 in.
991.9 TD (very small)

1182.6 VSH (art. cut, 0.75” deep from bottom head)
1201.2 SDH (drilled from field, 1.5” deep) 0.5” diameter

1217.3 SDH (top of web THRU) 10 mm thru
1218.3 SDH (center head THRU) 10 mm thru
1219.3 SDH (upper head THRU) 10 mm thru

Friction between the wheels cause noise that overpower the excitation signal.

Therefore, water acted as lubrication between the wheels of both the cart and Hy-
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Railer to the surface of the rail as shown in Figure 3.46.

Figure 3.46: ENSCO Inc.’s water lubrication system. Here it is shown on one of the
cart wheels.

To classify joints and welds from defects, a camera was also used. It saves

images for each trigger signal the encoder sends. The camera is facing the inside, or

gage, side of the rail. This is shown below.
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Figure 3.47: ENSCO Inc.’s camera mounted on the cart’s frame.

As an additional distance tracker that is independent from the encoder, re-

flectors were applied to the rail’s ties in increments of 100 feet. Optical sensors track

these reflectors as the cart rolls over it. This reflector system is used to validate and

verify the encoder’s parameters.

Figure 3.48: Reflector attached to the wooden ties.

All tests are performed with a maximum speed of 2 mph. This is due to the

challenges discussed in the previous section dealing with the reverberations of the

excitations.
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3.7.2 Test procedures

The test spanned six days. Of these six days, the first day was used to assemble

and configure the cart and prototype, and the last day was used to disassemble the

cart and prototype. The other four days were used to evaluate the prototype on the

two test tracks.

At the beginning of each day, the test participants had a safety brief meeting

with the Transportation Technology Center’s personnel.

Test Day 1 - Sunday, October 26, 2014

ENCSO Inc.’s personnel and UC San Diego’s participants assembled the cart

that is pulled by the Hy-Railer R-4, and the prototype that is attached to the cart.

UC San Diego initiated mapping of joints and welds of the Technology Development

zone.

Test Day 2 - Monday, October 27, 2014

Preliminary tests were conducted on the Technology Development zone to

validate the encoder parameters and to check the water lubrication system. Data

collected during the day were assessed in the evening.

Test Day 3 - Tuesday, October 28, 2014

More preliminary tests were conducted with minor corrections from the pre-

vious day’s test. After some verification, test runs were conducted at varying speeds

and sensor configurations.

Test Day 4 - Wednesday, October 29, 2014

Final test runs were conducted on the Technology Development zone. Prelim-

inary conclusions were determined and the Hy-Railer R-4 and the cart transitioned

to the System Evaluation zone.
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Test Day 5 - Thursday, October 30, 2014

Preliminary tests were conducted on the System Evaluation zone to validate

the encoder parameters and to check the data acquisition systems. After these pre-

liminary runs, tests runs were done on the outside rail and inside rail.

Test Day 6 - Friday, October 30, 2014

The final test run was conducted on the inside rail. The Hy-Railer R-4 and

cart was disassembled. The prototype was packaged and the tests ended.

3.7.3 Field test results

Because the defect list is only known for the Technology Development zone,

the results here will only reflect the test runs conducted in this zone. A sample

damage index trace is shown below for a portion of the run.

Figure 3.49: A sample damage index trace as a function of distance (feet) for one of
the Technolgy Development zone runs (Mariani, 2015).

These damage index traces were processed by Stefano Mariani. The ROC

results are presented below in Figure 3.40.
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Figure 3.50: ROC curves of four test runs in the Technology Development zone
(Mariani, 2015).

3.7.4 Field test summary

The test at the Transportation Technology Center proved to be promising.

The performance of the prototype based on the ROC curves was quite satisfactory,

and it validates that the prototype is effective.

However, several aspects necessitate improvements. First, when a rail transi-

tions to another rail that is of different size, the sensors are slightly misaligned, and

the signals are no longer usable. Second, the camera images are very helpful, but

there are certain conditions where the camera’s images are not usable (for example,

when there is glare from the sun). Third, the reverberations of the excitations limits

the allowable frequency of the triggers. Fourth, and perhaps most importantly, the

October 2014 field tests were conducted at walking speed (roughly 1 - 2 mph). Cur-

rent research at UC San Diego is aimed at increasing the test speed to the 15 mph

level, and a second field test is being planned for Fall 2015.
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3.8 Conclusions

UC San Diego’s defect detection prototype takes advantage of guided surface

waves in isotropic mediums. By exciting a signal in a pitch-catch scheme, into the rail

at a specified frequency, the height of energy penetration can be controlled. Using

normalized energy measurements of the received signals, defects can effectively be

classified. Numerical simulations were carried out to determine the optimal place-

ments of sensors. Statistical classification algorithms were applied to elevate the

sensitivity of the detection. An adaptive baseline was applied to the training set in

the semi-learning algorithm for better performances.

The defect detection prototype performed well at the UC San Diego’s Rail

Defect Testing Facility and at the Transportation Technology Center’s Rail Defect

Testing Facility. Using the ROC curves as performance indexes, the prototype proves

to be proficiently effective.

Following these tests, the following additions or modifications to the prototype

should consider:

A. a mechanism to determine a misalignment of sensors

B. a better method to determine joints and welds

C. a different approach to generating the excitation signal (in response to the

reverberation challenge)

D. ways to overcome the current speed limitations to increase test speeds on the

order of 15 mph.

A second field test is scheduled for Fall 2015 at the Transportation Technology

Center. The objective of this field test is to achieve the same results at higher speeds

(about 15 mph), specifically tackling the item (D) in the above list.
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4.1 Abstract

In the field of non-destructive testing of structures, imaging of internal flaws

is a critical task. Defect imaging allows the engineer to make informed follow-up

decisions based on the morphology of the flaw. In rail, the ability to image the internal

defects will allow better characterization of the flaw, such as its size, dimensions, and

location.

This chapter will present advances in ultrasonic imaging of internal flaws in

isotropic homogeneous solids. In particular, improvements to the conventional syn-

thetic aperture focusing imaging algorithms have been made by utilizing a combi-

nation of wave mode based adaptive weights. By using the out-of-plane particle

displacement of the reflected waves, namely the longitudinal and shear wave modes,

the gain of the array increases without increasing its physical aperture.. In addition,

a set of unique Global Matched Coefficients (GMC) is introduced. This addition to

the conventional algorithms discriminates data-sets (of intensities) that contribute to

noise apart from data-sets that make contributions to the scatterers in the medium.

Therefore, the resulting image has a higher dynamic range and better spatial res-

olution. The GMC rely on a training set, or an expected response. The particle

displacements model used in the adaptive weights are applicable here. However, to

show its robustness, a time-of-flight (TOF) based expected response is also investi-

gated as the primary training set.

Preliminary results are presented from numerical models of simulated flaws

in an aluminum block. Experimental tests are conducted on a similar aluminum

block that was simulated. These tests are compared with to numerical simulations.

Conventional algorithms, namely the basic Delay-And-Sum (DAS) and the Minimum

Variance Distortionless (MVD) algorithms are applied. The GMC (calculated with

the particle displacements) are then applied to these conventional algorithms, and

the images are compared.
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4.2 Introduction

Non-invasive imaging techniques are essential to providing a comprehensive

diagnosis and prognosis of potentially damaged structures and materials. Ultrasonic

and thermal waves can be used in such non-destructive evaluation (NDE) techniques

in a variety of applications such as structural health monitoring (SHM), material

characterization, flaw detection and characterization, etc. As such, applications of

ultrasonic arrays have widely been used in the NDE / SHM field and the medical

diagnostic imaging field.

In the literature, advances in the ultrasonic imaging field has been made pos-

sible by synthetic apertures and beamforming frameworks. In one application, by

manipulation of transmission sequences from the transducer elements, the array can

transmit a global wave front such as plane waves (D. Garcia et al. (2013), (Ekroll

et al., 2013)), and circularly-crested waves from virtual sources (Frazier & O’Brien

(1998), Nikolov & Jensen (2000)). These advances provides a greater advantage by

minimizing the transmissions while producing more energy in the wavefront. Clas-

sical synthetic aperture imaging uses successive individual elements to illuminate

the medium. Echos of any scatterers are received and measured from all elements.

In reception, the full matrix capture (FMC) waveforms are collected and processed

through various beamforming algorithms.

There are several beamforming frameworks in ultrasound imaging that have

been explored. The classical approach is the DAS algorithm approach that are typi-

cally used for fast and robust image reconstruction shown below in Figure 4.1. DAS

combines the summation of the calculated time-of-arrival responses from waveforms

of the elements for a given pixel point, by calculated delays, or time-of-flight (TOF),

across the elements in the array. This depiction and pseudo-code is shown in Figure

. An improvement over the basic DAS is the MVD algorithm, also known as the

Capon’s method that has been used in various array processing applications (Kuper-

man & Turek, 1997). This method improves the quality and accuracy of the images

by applying weights that forces the array to ”look” in a specific direction, in addition

to the summation of the waveforms to the DAS algorithm to minimize noise, thereby,

improving the clarity of the image (Hall & Michaels (2010), Austeng et al. (2011)).
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Figure 4.1: Depiction and pseudo-code of the delay-and-sum (DAS) algorithm.

Another set of weights are considered based on the reflected wave mode struc-

ture response, namely the longitudinal and shear wave modes. Because these weights

vary depending on the TOF (from different combinations of wave velocities), they

are adaptive. The longitudinal and shear wave modes are captured from the reflected

waves propagating through the medium. By extracting the out-of-plane component

from at active surface of the transducer array, these adaptive weights are calculated.

Because the linear arrays used in experiments consist of longitudinal type couplants,

two combinations of wave modes can be measured from the arrays, specifically the

longitudinal wavemode transmission to longitudinal wavemode reception (L-L) and

the longitudinal wavemode transmission to shear wavemode reception (L-S). Other

combinations of wavemodes can also be exploited, such as the shear wavemode trans-

mission to longitudinal reception (S-L) and the shear wavemode transmission to shear

wavemode reception (S-S). However, due to the limitation of the ultrasonic couplant,

only the (L-L) and (L-S) will be discussed. Compounding the different wave mode

contributions leads to reduced side lobes and additional gain of the array without

increasing its physical aperture.

A new unique adaptive beamforming framework is presented. A set of Global

Matched Coefficients (GMC) is introduced to be used in conjunction with the prior

mentioned beamforming frameworks. By exploiting the correlation of the expected



99

response and the measured response from the elements in the array, specific data sets

will be have greater influences than others. This additional information can improve

the overall quality and accuracy of the image. The GMC can be applied to existing

algorithms, such as the basic DAS and MVD. The expected responses explored here

consider the particle displacement at the surface, captured by the array (modeled as

adaptive weights), and the expected TOF.

The chapter is structured in the follow portions: (1) brief overview of ul-

trasound wave propagation and its ultrasound properties, (2) imaging performance

factors (3) synthetic beamforming techniques (4) wave mode based adaptive weights

(5) global matched coefficients, (6) simulations, and (7) results and conclusions.

4.3 Overview of ultrasound wave propagation and

its properties

4.3.1 Wave equation

Figure 4.2: Types of waves in a homogeneous medium.

In the case of acoustically homogeneous solid medium, two modes of acoustic

waves exist: the longitudinal wave mode and the shear wave mode. For a longitudinal

wave mode, the particle motion displaces in the direction of the propagation. In a
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shear wave mode, the motion of the particle displacement is perpendicular to the

direction of the propagation. The wave equation describing sound pressure in space

and time is:

∂2u

∂x2
+
∂2u

∂y2
+
∂2u

∂z2
=

1

c2
∂2u

∂t2
(4.1)

Where u(x, y, z, t) = u(−→x , t) represents the sound pressure in space and time,

and c is the speed of sound pressure propagation.

The solution to the system of differential equations (4.1) in Cartesian coordi-

nates has a general harmonic solution:

u(−→x , t) = Uej(ωt−
−→
k −→x ) (4.2)

Where U is a complex constant, (
−→
k ) = (kx, ky, kz) is the wave number in x, y, and z

and ω is the angular frequency.

When combined with equation (4.1), the result is:

c2 =
ω2

−→
k

(4.3)

Signals satisfying the above expression will satisfy the wave equation. Thus,

for a ultrasonic transducer fixed at a position −→x0 = x0, y0, z0, transmitting at a single

frequency ω0, a signal received at the sensor at position −→x0 will be:

u(−→x0, t) = Uej(ω0t−
−→
k −→x0) (4.4)
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Figure 4.3: Relationship between Cartesian coordinates (x, y, z) and spherical coor-
dinates (r, θ, φ).

Transforming Cartesian coordinates (x, y, z) to spherical coordinates, (r, θ, φ,

with no dependency on θ and φ the expression can be written as:

u(r, t) =
U

r
ej(ω0t−ωr

c
) (4.5)

where: r0 =
√
x20 + y20 + z20

4.3.2 Geometrical spreading

The equation (4.5) describe a spherical wave (assuming 3D conditions), prop-

agating away from the source, as t → ∞. Because elements on a transducer’s ac-

tive surface acts as a point-source, based on Huygen’s principle, generating spherical

waves, these point-source waves will exhibit geometrical spreading, which implies the

pressure amplitude decays with distance from the origin. As the energy at the wave

front decreases as it propagates from the origin, the total acoustic intensity (energy

per unit surface area) is:

I =
E

4πr2
(4.6)

Where E is the total energy and r is the radius of the spherical wave.

Because the acoustic intensity is proportional to the acoustic amplitude squared,

the acoustic amplitude will be:
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A =
A0

r
(4.7)

Where A0 is the initial acoustic pressure amplitude.

For a 2D wave propagation case, the intensity is proportional to the acoustic

amplitude, therefore the acoustic amplitude will be:

A =
A0√
r

(4.8)

Where A0 is the initial acoustic pressure amplitude.

4.3.3 Reflection and scattering

When a wave propagates in a homogeneous medium, the wave will decay

with distance and time. However, if there were a defect or flaw in the medium, the

medium will then be heterogeneous, or it will different material properties, and thus

different acoustic impedance (ρc) values. As described in the previous chapter, when

a propagating wave reaches a boundary, or the interface of a change in the acoustic

impedance, the wave will be reflected or transmitted, depending on the reflectivity

and transmissivity coefficients (equations (3.61) and (3.62)).

Figure 4.4: Reflection and transmission from the initial wave fronts at a boundary of
two different acoustic impedance values.

These defect or flaws are called scatterers. Scattering refers to the reflection of
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ultrasound from boundaries or heterogeneities in a medium. Ultrasound imaging relies

on these scattering effects, because it measures the reflections from the scatterers.

An important concept here is also that the mode conversion of the scatterer.

In fact, upon a longitudinal wave transmission, the scatterer can generally reflect

both the source longitudinal wave mode and the mode converted shear mode. The

same occurs upon a shear wave transmission. Therefore, in general, one can have four

mode collectively to exploit in the beamforming algorithm (L-L, L-S, S-L, and S-S ).

The combine modes (compounding) of the multiple wave modes results in increased

gain of the array without increasing its physical aperture.

4.4 Imaging performance factors

Figure 4.5: Essentials of an imaging system: ultrasonic probe - image or signal pro-
cessor - display.

The diagnosis of the defect depends on the image produce by the imaging

system as shown in Figure 4.5. There are several image quality factors that determine

performance of the system. The most common are: signal-to-noise ratio (SNR),

spatial resolution, and contrast resolution (or sometimes referred to as the dynamic

range).
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4.4.1 Signal-to-noise ratio (SNR)

Signal-to-noise ratio (SNR) measures the amount of relevant information to

background noise, which is always present in signals, and thus in images. The signal

can be decomposed into:

y(t) = s(t) + n(t) (4.9)

where s(t) represents the relevant signal and n(t) is the noise field.

Because the signal is measured in voltages from the transducers, the SNR in

decibels (dB) can be expressed in terms of the power or the amplitude squared:

SNR =

(
Asignal
Anoise

)2

(4.10)

or

SNRdB = 20log

(
Asignal
Anoise

)
(4.11)

4.4.2 Spatial resolution

Figure 4.6: Axial and lateral resolution directions, with respect to the array.

Spatial resolution describes the minimum distance between two scatterers at

which the two can be distinguished from one another. It is an important parameter,

because it describes the ability to spatially define the edges of defects as well as image
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small scatterers within the medium. In general, for 2D scans, there are two directions

of resolution: axial or range resolution, which measures the resolution in the direction

parallel to the array, and the lateral resolution describes the direction perpendicular

to the array.

Axial resolution

The axial or range resolution is directly related to the impulse excitation:

Figure 4.7: Impulse excitation signal.

range =
ctp
2

=
c

2 ∗ f0
(4.12)

where c is the sound speed of the medium, tp is the pulse width, f0 is the

centered frequency of the array.

This implies the higher the centered frequency of the array, the better the res-

olution. However, the drawback is with higher frequencies, there is more attenuation

or damping of the ultrasound signal in the medium.

Lateral resolution

The lateral resolution is sometimes referred to as the ”near-field-length,” which

describes the near field, or Fresnel zone of beam convergence near the array. Because

of the multiple constructive and destructive interference patterns of the sensors, the

near-field-length (NFL) is dependent on the array frequency and diameter:

NFL =
d2

4λ0
=
r2f0
c

(4.13)
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where d is the transducer diameter, r is the transducer radius, and λ0 is the

wavelength of the ultrasound in the medium, c is the sound speed of the medium, f0

is the centered frequency of the array.

Side lobes, or grating lobes occur at the outer extremes of the beam width.

There will be no grating lobes if:

p ≤ 0.5λ0 (4.14)

where p is the pitch of the element (shown in Figure 4.6, and λ0 is the wave-

length of the ultrasound in the medium.

4.4.3 Contrast resolution

Contrast resolution describes the ability to distinguish the difference in acous-

tic impedance, and can effectively display these differences in the images as two levels

of intensities. This performance measurement is influenced by the SNR, spatial res-

olution, and systems dynamic range. This metric is also referred to as the image’s

dynamic range, usually measured in dB, indicating the ratio of the strongest signal

to the weakest signal.

4.5 Synthetic aperture focusing techniques

Synthetic Aperture Focus (SAF) in ultrasonic imaging has been around since

the late 60s (Flaherty et al. (1967), Burckhardt & P-A. (1974)), and it has now

progressed all the way to ultra-fast imaging of the human heart (Papadacci et al.,

2014).
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Figure 4.8: Synthetic Aperture Focus.

Consider an ultrasonic transducer array consisting of M transmitters and N

receivers. Referring to figure 4.8, let the spatial coordinates of each transmitter

i = 1...M be (xi, yi) and the spatial coordinates of each receiver j = 1...N be (xj, yj).

The conventional SAF Delay-and-Sum (DAS) algorithm builds an image Pxy

by summing, at each pixel (x, y), the amplitudes of the received signals, A, oppor-

tunely back-propagated, for each combination of transmitter i and receiver j. In the

time domain, the back-propagation DAS algorithm can be written as (Jensen et al.,

2006):

PDAS
xy =

∣∣∣∣∣
N∑
i

M∑
j

wij,xyAij(τij,xy)

∣∣∣∣∣
2

(4.15)

where

wij,xy is the unique weighting coefficient for the i-th transmission, the j-th

receiver, and the pixel (x,y), which will be discussed later

Aij is the amplitude value of the waveform for the i-th transmission to the j-th

receiver at the delayed time τij,xy:

τij,xy =
di,xy
vL,S

+
dj,xy
vL,S

(4.16)

where
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di,xy is the distance of the wave propagation from the i-th transmitter to the

scatterer at (x,y)

dj,xy is the distance of the wave propagation from the scatterer at (x,y) to the

j-th receiver

v is the longitudinal or shear wave velocity in the imaging medium

It should be noted that, where common SAF formulation assumes the same

wave mode in transmission and reception (hence the same wave speed is normally

used in equation (4.16)), the transmission path and the reflection path are explicitly

separated in the proposed equation. This simple separation will allow to fully exploit

the multimode wave propagation possible in a solid, by independently adding the

contributions of each of the longitudinal mode and the shear mode combinations,

with the result of increasing the array gain without increasing the physical array size.

The received signal, A, in equation (4.15) can be computed from the raw RF

waveforms, from an enveloped versions of the RF waveforms, or from the analytical

signal representation of the RF waveforms (Jensen et al. (2006), Hall & Michaels

(2010)). In the latter case, each RF waveform is decomposed into its in-phase (I )

and quadrature phase (Q) through the Hilbert Transform. Equation (4.15) is then

applied to each of the I and Q components separately, and the final image envelope

is constructed by calculating the moduli of the two contributions at each pixel (x, y)

(Frazier & O’Brien (1998), Martin-Arguedas et al. (2012)). The analytical signal

representation is the method utilized for the results shown later in this chapter.

Equation (4.15) can be written in matrix form as an inner product. The

inner product recasts the imaging problem into a projection of the acquired (back-

propagated) data vector rxy on a set of weights (look direction) wxy:

PDAS
xy = wTxyRxywxy (4.17)

where

wxy is the vector of weighting coefficients, wij,xy for the pixel (x,y)

T denotes the Hermitian transpose

Rxy is the auto-correlation matrix: rxyr
T
xy,

rxy is the vector of all Aij(τij,xy) values for the pixel (x,y)
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The matrix formulation is widely used in Matched Field Processing for tar-

get acoustic imaging in various fields such as underwater acoustics and seismology

(A. Baggeroer et al., 1993).

In the simplest formulation, the weights can be assumed unity (i.e. no weights).

A better solution is to utilize adaptive weights that are based on the physics of the

problem and that provide an effective filter on which the acquired data vector can

be projected onto for an increased gain of the array. An improvement to the unity

weights, for example, is to use basic geometrical beam spreading considerations for

the propagating waves. For 2D spreading (circularly-crested waves), this would result

in the following amplitude weights (Chen et al., 2014):

wij,xy =
1√

di,xydj,xy
(4.18)

where:

di,xy is the distance from the i− th transmitter to the pixel (x, y)

dj,xy is the distance from the j − th receiver to the pixel (x, y)

Another, more sophisticated approach, would be to use actual beam scattering

profiles from defects to better filter the array data (Hall & Michaels, 2010). However,

this approach is quite challenging since it requires precise knowledge of the scattering

profile that is of course- dependent on the specific morphology of the defect, as well

as on the transmitted wave type, direction and frequency.

A quite successful and long-standing implementation of adaptive weights in

equation (4.15) is the use of the Minimum Variance Distorsionless (MVD) method,

that has been around since the 1960s and is also known as the Capon’s Maximum

Likelihood Method (Capon, 1969). The MVD adaptive weights minimize the output

of the array, except in the look direction of scanning. The MVD is known to often

suppress the image side lobes of the conventional Delay-and-Sum, although it can be

detrimental when the wave models are not accurate and/or in cases of low Signal-to-

Noise ratio (SNR) (A. Baggeroer et al., 1993).

The adaptive weight vector of the MVD technique, at each focus location

(x, y), is calculated as:

wMV
xy =

R−1xywxy

wHxyR
−1
xywxy

(4.19)
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Various techniques exist for the regularization of the matrix to enable a stable

computation of its inverse (A. Baggeroer et al., 1993). The weights in equation

4.19) lead to an imaging algorithm for the MVD technique that can be expressed

analogously to its Delay-and-Sum formulation. In matrix form, this is:

PMVD
xy =

1

(wxy)TR−1xy (wxy)
(4.20)

or, in summation form:

PMVD
xy =

∣∣∣∣∣
N∑
i

M∑
j

wMV
ij,xyAij(τij,xy)

∣∣∣∣∣
2

(4.21)

This section proposes adaptive weights in the SAF technique that (1) are based

on the structure of the waves reflected by the defect as a filter to better focus the array,

and (2) exploit both Longitudinal wave modes and shear wave modes independently

to maximize the array gain without physically increasing the number of transducers.

The possibility of using weights based on mode structure comes from the re-

alization that, in general, a defect in a solid can reflect one or both of a longitudinal

wave and a shear wave, independently of the excitation. In general, since the exci-

tation can include both longitudinal wave and shear wave, one can have up to four

combinations of wave modes available for imaging: L-L (longitudinal wave trans-

mitted, longitudinal wave reflected), L-S (longitudinal wave transmitted, shear wave

reflected), S-L (shear wave transmitted, longitudinal wave reflected), and S-S (shear

wave transmitted, shear wave reflected). It will be discussed in the next section

how all of these mode combinations can be added to further increase the array gain

without physically increasing the number of transducer.

Irrespective of the excitation, the signal strength received by the array will

be modulated by the particular reflected mode structure (longitudinal or shear wave

reflected) and the reflector position (x, y).
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4.5.1 Longitudinal wave mode weights

Figure 4.9: Adaptive weights based on wave mode structure for a longitudinal wave
reflection. (Left) Reflector at broadside. (Right) Reflector to one side of the array.

Referring to figure 4.9, for the case of an longitudinal wave reflected by P (x, y)

and impinging on transducer receiver j, the particle motion will be confined to the

wave propagation direction (vector Uy in Figure 4.9). Let us assume, a typical ul-

trasonic transducer array that uses gel couplant and is sensitive to the out-of-plate

motion of the test part. The distribution of out-of-plane displacements across the

array due to a longitudinal wave reflected by P (x, y) and impinging on the array can

be simply calculated by projecting the wave vector on the out-of-plane direction y.

Hence, the corresponding weights are:

w
(L−L),(S−L)
ij,xy = Ur

|y − yj|√
((x− xj)2 + (y − yj)2)

(4.22)

If the reflector is located at broadside (figure 4.9), this equation leads to a

detected amplitude distribution that is simply a cosine function. The distribution will

be appropriately skewed if the reflector is located to one side of the array (figure 4.9).

It also seems appropriate to add to the proposed wave mode weights the geometrical

spreading effect from equation (4.18), that also depend on the transmitter i, giving:
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w
(L−L),(S−L)
ij,xy ∼ 1√

di,xydj,xy

|y − yj|√
((x− xj)2 + (y − yj)2)

(4.23)

Equation (4.23) is therefore the final expression for the new weights, based

on the mode structure of a reflected longitudinal wave and including geometrical

spreading, that are adaptive to each transmitter i, each receiver j, and each position

of the focus reflector (x, y). Moreover, equation (4.23) applies to either an longitudinal

wave or a shear wave transmission.

4.5.2 Shear wave mode weights

Figure 4.10: Adaptive weights based on wave mode structure for a shear wave reflec-
tion. (Left) Reflector at broadside. (Right) Reflector to one side of the array.

The case of a shear wave reflected by the focus point onto the array can be

derived analogously (figure 4.10). For a shear wave, the particle motion is transverse

to the direction of wave propagation, Uy. The amplitude distribution measured by

a typical transducer array will be, again, the out-of-plane component of the wave

displacement. In the case of a shear wave reflection, this would therefore be:

w
(L−S),(S−S)
ij,xy = Ur

|x− xj|√
((x− xj)2 + (y − yj)2)

(4.24)



113

By also accounting for the 2D geometrical spreading effect, equation (4.24)

becomes:

w
(L−S),(S−S)
ij,xy ∼ 1√

di,xydj,xy

|x− xj|√
((x− xj)2 + (y − yj)2)

(4.25)

Equation (4.25) is the final expression for the new adaptive weights applied to

an shear wave reflection, (for either a longitudinal wave or a shear wave transmission).

4.6 Implementation of the adaptive wave-structure

weights in SAF beamforming

The weights proposed in the previous section can be applied to SAF beam-

forming, on either the simple Delay-and-Sum algorithm, or the MVD algorithm.

4.6.1 DAS

The application to the Delay-and-Sum algorithm for the case of the longitu-

dinal wave reflection becomes:

PDAS,(L−L)or(S−L)
xy =

∣∣∣∣∣
N∑
i

M∑
j

w
(L−L)or(S−L)
ij,xy Aij(τij,xy)

∣∣∣∣∣
2

(4.26)

where

w
(L−L)or(S−L)
ij,xy are given in equation (4.24)

Aij is the amplitude value of the waveform for the i-th transmission to the j-th

receiver at the delayed time τij,xy expressed in equation (4.16) with the appropriate

wave velocities at the denominator

In matrix form, the longitudinal mode reflection becomes the inner product:

PDAS,(L−L)or(S−L)
xy = (w(L−L)or(S−L)

xy )TRxyw
(L−L)or(S−L)
xy (4.27)

For the case of the shear wave reflection, the DAS beamforming with the new

weights becomes:
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PDAS,(L−S)or(S−S)
xy =

∣∣∣∣∣
N∑
i

M∑
j

w
(L−S)or(S−S)
ij,xy Aij(τij,xy)

∣∣∣∣∣
2

(4.28)

or, in matrix form:

PDAS,(L−S)or(S−S)
xy = (w(L−S)or(S−S)

xy )TRxyw
(L−S)or(S−S)
xy (4.29)

where

w
(L−S)or(S−S)
ij,xy are given in equation (4.25)

Aij is the amplitude value of the waveform for the i-th transmission to the j-th

receiver at the delayed time τij,xy expressed in equation (4.16) with the appropriate

wave velocities at the denominator

4.6.2 MVD

The new weights can also be applied to the MVD algorithm. In this case,

for the longitudinal mode reflection, the MVD beamforming with the wave-structure

weights becomes:

PMVD,(L−L)or(S−L)
xy =

∣∣∣∣∣
N∑
i

M∑
j

w
MV,(L−L)or(S−L)
ij,xy Aij(τij,xy)

∣∣∣∣∣
2

(4.30)

where

w
(L−L)or(S−L)
ij,xy calculated from the MVD equation (4.19) with the substitution

of the wave-structure weights in equation (4.24)

Aij is the amplitude value of the waveform for the i-th transmission to the j-th

receiver at the delayed time τij,xy expressed in equation (4.16) with the appropriate

wave velocities at the denominator

In matrix form, the MVD algorithm with the longitudinal reflected wave struc-

ture weights is given by:

PMVD,(L−L)or(S−L)
xy =

1

(w
MV,(L−L)or(S−L)
xy )TR−1xyw

MV,(L−L)or(S−L)
xy

(4.31)
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where

w(L−L)or(S−L) calculated from the MVD equation (4.19) with the substitution

of the wave-structure weights in equation (4.24)

In an analogous manner, the MVD beamforming with wave structure weights

applied to the shear wave reflection can be formulated as:

PMVD,(L−S)or(S−S)
xy =

∣∣∣∣∣
N∑
i

M∑
j

w
MV,(L−S)or(S−S)
ij,xy Aij(τij,xy)

∣∣∣∣∣
2

(4.32)

where

w
(L−S)or(S−S)
ij,xy calculated from the MVD equation (4.19) with the substitution

of the wave-structure weights in equation (4.24)

or, in matrix form, as:

PMVD,(L−S)or(S−S)
xy =

1

(w
MV,(L−S)or(S−S)
xy )TR−1xyw

MV,(L−S)or(S−S)
xy

(4.33)

where

w(L−S)or(S−S) calculated from the MVD equation (4.19) with the substitution

of the wave-structure weights in equation (4.24)

4.7 Image compounding from multiple wave modes

The previous section formulated the beamforming problem utilizing adaptive

weights that focus the ultrasonic array on a reflector target based of the wave structure

of the mode reflected by the target. In general, as discussed above, there are four

wave mode combinations that can exist in the bulk solid material under the array:

L-L (longitudinal wave transmitted, longitudinal wave reflected), L-S (longitudinal

wave transmitted, shear wave reflected), S-L (shear wave transmitted, longitudinal

wave reflected), and S-S (shear wave transmitted, shear wave reflected). Clearly, if

the imaging information independently retrievable by each of the four cases can be

combined, substantial additional gains can be expected without physically increasing

the number of the array elements. This is because the side lobes appearing with

each single mode combination would be suppressed when adding the contributions of
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the other mode combinations. This is in analogy to combining images obtained at

different probing frequencies routinely done, for example, in Matched Field Processing

(A. Baggeroer et al. (1993), A. B. Baggeroer (1988)). The compounding can be done

either incoherently or coherently, similarly, again to incoherent (A. Baggeroer et al.

(1993), A. B. Baggeroer (1988)) or coherent Debever & Kuperman (2007) summation

of images from different frequencies in Matched Field Processing.

Incoherent compounding is simply the incoherent summation of the image

intensities obtained by each of the four wave Mode Combinations MC (L-L, L-S, S-L

and S-S). Hence:

P INCOHERENT
xy =

∑
MC

PMC
xy (4.34)

where MC = (L−L), (L−S), (S−L), (S−S) and the image PMC
xy for a given

mode combination can be either the Delay-and-Sum beamforming from equations

(4.26) to (4.29) (appropriately chosen for either an longitudinal wave reflection or

an shear wave reflection), or the MVD beamforming of equations (4.30) to (4.33).

It should be noticed that in the incoherent compounding of equation (4.34), the

summation is done after squaring the signal amplitudes inside each image, and so no

cross-mode terms exist.

Coherent compounding would, instead, include cross-mode terms because the

summation would be done before squaring. This is in analogy with the cross-frequency

terms appearing in coherent frequency summation in Matched Field Processing (De-

bever & Kuperman, 2007). In the coherent case, therefore:

PCOHERENT
xy =

(∑
MC

∣∣∣√PMC
xy

∣∣∣)2

(4.35)

where, again, MC = (L − L), (L − S), (S − L), (S − S) and the images are

given in equations (4.26) to (4.29) for DAS and in (4.30) to (4.33) for MVD.
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Figure 4.11: Depiction of summation of images generated from different wave mode
structure adaptive weights.

4.8 Global matched coefficients

This section will discuss a novel addition to the SAF frameworks. A new set

of Global Matched Coefficients (GMC) is introduced. In essence, the global response

is often neglected in the SAF frameworks. These beamforming algorithms consider

each element as an independent contribution to the overall image. Because of this,

noise is usually introduced, causing artifacts, and large side lobes in an image. Some

algorithms apply apodization weights across the array to minimize side lobes, but

these weights do not consider the statistical correlation of the measured response and

expected response.

For N transmissions and M receivers, there are NM amount of waveform data

sets at each pixel. This implies that the pixel already has a contribution of NM times

the noise of one waveform. Due to reverberations, multiple reflections, and speckles,

from the NM data sets, there will be some sets that have a higher energy in the

noise, therefore, the noise level is at least NM times more.

The idea here is the GMC compares each dataset, at each pixel, to an expected

response for a scatterer at that pixel. From this, a cross-correlation of the measured

data set and expected response data set will produce α or the GMC.
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4.8.1 Global matched coefficients derivation

In concept, the global matched coefficients is: a matched filter at zero lag,

the cross-correlation at zero-lag, or the inner product, of the expected values vector

and the observed data set vector. From this, the data sets are reevaluated: the more

similar the two vectors are, the more relevant the observed data set is.

To show its contribution, consider a data set from one transmission i that

exploit correlations between amplitudes. Let:

Ai,xy be the Mx1 vector of extracted amplitudes, calculated for the i − th

transmission

ei,xy be the Mx1 expected vector of amplitudes computed for the i− th trans-

mission and a scatterer at (x, y)

If all N transmissions are considered, Axy be the NMx1 vector of extracted

amplitudes, calculated for i = 1 : N transmission

exy be the NMx1 expected vector of amplitudes computed for i = 1 : N

transmission and a scatterer at (x, y)

Then the GMC can be computed as one super-vector:

αxy =
N∑
i

M∑
j

eij,xyAijj(τij,xy) (4.36)

or

αxy = exyAxy (4.37)

To show demonstrate its effectiveness, assume a linear M -element array was

used to image the medium, then consider a medium with a defect located at (x, y).
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Figure 4.12: Global matched coefficient (based on expected amplitudes) depiction at
(x, y) for a response to an i− th transmission with a defect at (x, y).

Figure 4.13: Global matched coefficient (based on expected amplitudes) depiction at
(x′, y′) for a response to an i− th transmission with a defect at (x, y).

As before, assume:

Axy be the super-vector of extracted amplitudes, calculated for all transmis-

sions and a scatterer at (x, y)

exy be the expected super-vector of amplitudes computed for all transmissions

and a scatterer at (x, y)

Ax′y′ be the super-vector of extracted amplitudes, calculated for the i − th

transmission and a scatterer at (x′, y′)

ex′y′ be the expected super-vector of amplitudes computed for all transmissions
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and a scatterer at (x′, y′)

For simplicity, suppose that the extracted amplitudes are the same: Ai,xy =

Ai,x′y′ even though the extracted amplitudes of (xy) should be greater than the am-

plitudes extracted at (x′y′) because of the scatterer.

Then:

eij,xyAij,xy > eij,x′y′Aij,x′y′

αij,xy > αij,x′y′

and therefore:

N∑
i

M∑
j

αij,xyAij,xy >
N∑
i

M∑
j

αij,x′y′Aij,x′y′

This result is significant. If the intensity value for pixels (x, y) and (x′, y′) did

not have the additional GMC or α terms, then the intensity would be equal. Because

of the GMC addition, there is a distinction between the pixels, even if the extracted

amplitudes have the same summation.

This global matched coefficient can analyze the correlation between any set of

data, as long as the data set has some degree of correlation between the measured

and expected responses. In the above example, the data chosen were the extracted

amplitudes of across the receivers for a certain transmission, and the expected re-

sponse vectors were unique sets of amplitudes. The expected amplitudes could be

calculated from time of arrival (discussed in the next section), attenuation, or wave

modes (discussed in the previous section).

However, to consider alternatives to this approach, the data set could have

been a different metric. For example, for a particular transmission, if the locations of

the max amplitudes (maxima index) for each receiver were known for each pixel, then

the global matched coefficients would be the cross correlation between the vector of

maxima indices from the measured response and the vector of expected indices.

For example, let:

ψmax be the super-vector of maxima indices of the waveform all transmissions

exy be the expected super-vector of indices where the maximum of the wave-

form should occur for all transmissions and a scatterer at (x, y)
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ex′y′ be the expected super-vector of indices where the maximum of the wave-

form should occur for all transmissions and a scatterer at (x′, y′)

For simplicity, suppose that the vector of extracted amplitudes are the same

at the two pixel locations considered: Ai,xy = Ai,x′y′ .

Figure 4.14: Global matched coefficient (based on expected maxima indices) depiction
at (x, y) for a response to an i− th transmission with a defect at (x, y).

Figure 4.15: Global matched coefficient (based on expected maxima indices) depiction
at (x′, y′) for a response to an i− th transmission with a defect at (x, y).



122

Then, as before:

eij,xyψ
max > eij,x′y′ψ

max

αij,xy > αij,x′y′

and:

N∑
i

M∑
j

αij,xyAij,xy >

N∑
i

M∑
j

αij,x′y′Aij,x′y′

Again, if the extracted amplitudes were the same for these two pixels, then the

intensity level would be the same when processed through the conventional imaging

frameworks. With the addition of the global matched coefficient, the set of extracted

amplitudes corresponding to the scatterer has more significance than the other set of

extracted amplitudes.

Furthermore, there is an endless amount of sets of parameters or features that

can be extracted from a waveform. To consider another example, one can correlate

the delays of maximum amplitudes between all receivers for a transmission. To apply

this concept in a further step, a vector of expected delays of maximum amplitudes

for a subset of receivers and a subset of transmitters could be also used (i.e., every

other element, or the outer left and right elements, etc.). The expected response

could be the ratio of the first three maxima values in a waveform. The frequency

domain makes available an abundant amount of information that could be exploited.

In another potential set of data to correlate, the magnitude for a specific frequency

band could be modeled, and therefore, be used as the expected response.

The objective of the GMC is to find some metric that will indicate a level

of correlation between the extracted delayed amplitudes. This metric will determine

how much significance the amplitudes will have in the final pixel intensity value. It

is important to note that the GMC addition is only as effective as the goodness of

the metric. This implies that if the expected response models are not statistically

significant enough to discriminate the measured data, then the addition of the GMC

will not be as effective. For example, extracting the expected maximum values in

a waveform may not be as effective as the ratio of several amplitudes, as the latter

brings a higher degree of correlation.
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To apply the GMC to the imaging frameworks in this dissertation, two sets

of expected response values are considered. The first utilizes the expected time-

of-arrival. This is one of the fundamental step in a conventional DAS algorithm.

By using the knowledge that all of the elements in an array must have a maxima

or minima at specific times for both longitudinal and shear waves, the image will

drastically reduce in noise.

This section also aims to exploit the propagation of longitudinal and shear wave

modes which exist in a homogeneous medium, and thus, this section will investigate

this physical phenomenon and its effect on imaging in a global response interpretation.

Therefore, the expected response were modeled from the expected displacement at

the location where the sensors are placed. These expected response are identical

to the weights introduced in the previous section. This includes a combination of

displacements and attenuation of the two wave modes. From using these response

vectors, the image will also reduce in noise.

4.8.2 Application of global matched coefficients to existing

frameworks

Global matched coefficients applied to DAS

For the conventional DAS algorithm, the global matched coefficients are ap-

plied as:

PDAS
xy =

∣∣∣∣∣
N∑
i

M∑
j

αij,xywij,xyAij(τij,xy)

∣∣∣∣∣
2

(4.38)

where

αij,xy is the global matched coefficient for the pixel (x, y) for the i-th trans-

mission and the j-th receiver.

wij,xy is the unique weighting coefficient for the i-th transmission, the j-th

receiver, and the pixel (x,y)

Aij is the amplitude value of the waveform for the i-th transmission to the j-th

receiver at the delayed time τij,xy

In matrix form, it can be expressed as:

PDAS
xy = α2

xyw
T
xyRxywxy (4.39)
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where:

αxy is the global matched coefficient for the pixel (x, y).

wxy is the vector of weighting coefficients, wij,xy for the pixel (x,y)

T denotes the Hermitian transpose

Rxy is the auto-correlation matrix: rxyr
T
xy

rxy is the vector of all Aij(τij,xy) values for the pixel (x,y)

Global matched coefficients applied to MVD

For the MVD framework considering the αi,xy terms, the image operator can

be expressed as:

PMVD
ij,xy =

∣∣∣∣∣
N∑
i

M∑
j

αij,xyw
MV
ij,xyAij(τij,xy)

∣∣∣∣∣
2

(4.40)

where:

αij,xy is the global matched coefficient for the pixel (x, y) for the i-th trans-

mission and the j-th receiver.

wij,xy is the unique weighting coefficient for the i-th transmission, the j-th

receiver, and the pixel (x,y)

Aij is the amplitude value of the waveform for the i-th transmission to the j-th

receiver at the delayed time τij,xy

In matrix form:

PMVD
xy =

α2
xy

(wxy)TR−1xy (wxy)
(4.41)

where:

α is the global matched coefficient for the pixel (x, y).

wxy is the vector of weighting coefficients, wij,xy for the pixel (x,y)

T denotes the Hermitian transpose

Rxy is the auto-correlation matrix: rxyr
T
xy

rxy is the vector of all Aij(τij,xy) values for the pixel (x,y)
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4.9 Expected responses

The next sections will discuss the formulation of the two sets of expected

responses based on the two wave modes that propagate in the medium. Because the

two modes travel at different velocities, and the particle displacement are in different

directions, the displacement field will be different. Namely, the displacement at the

location of where the sensors are considered. From this, one set of expected response

will be based on particle displacement, and the other will be based on time-of-arrival

due to the scatterer.

4.9.1 Wave mode particle displacements

The expected displacements were discussed as adaptive weights in the previous

sections 4.5.1 and 4.5.2. These wave mode weights can effectively be used as the

expected displacement vectors because it predicts the expected particle displacement,

and thus the expected amplitude. These are shown as expected vectors:

e
(L−L),(S−L)
ij,xy =

∣∣∣∣∣ y − yj
((x− xi)2 + (y − yi)2)

1
2 ((x− xj)2 + (y − yj)2)

∣∣∣∣∣ (4.42)

e
(L−S),(S−S)
ij,xy =

∣∣∣∣∣ x− xj
((x− xi)2 + (y − yi)2)

1
2 ((x− xj)2 + (y − yj)2)

∣∣∣∣∣ (4.43)

(4.44)

The particle displacement will be have a different profile over the length of

the array. It is noted that the two replica vectors are orthonormal, indicating that

the particle displacement will move orthogonal to each other. Also note that these

expected vectors have the geometrical spreading terms.

4.9.2 Time-of-arrival expected response

In a typical delay-and-sum algorithm, the physical interpretation is to calculate

an echo’s expected time-of-arrival for an assumed scatterer at pixel (x, y). Thus, for

each pixel, the cumulative intensity is from a NM number of transmitter-receiver

time calculation.
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Using the same physical interpretation of time-of-arrival for a scatterer, certain

intensity contributions outweigh others. A metric to measure this is to correlate the

index of a signal’s maxima to the expected index. For a pixel (x, y), the i − th

transmitter at (tix, tiy) and the j− th receiver at (rjx, rjy), using the (L−L) response,

it can be calculated as:

e
(L−L)
ij,xy =

√
(tix − x)2 + (tiy − y)2

vL
+

√
(rjx − x)2 + (rjy − y)2

vL
(4.45)

For the (L− S) response:

e
(L−S)
ij,xy =

√
(tix − x)2 + (tiy − y)2

vL
+

√
(rjx − x)2 + (rjy − y)2

vS
(4.46)

For the (S − L) response:

e
(S−L)
ij,xy =

√
(tix − x)2 + (tiy − y)2

vS
+

√
(rjx − x)2 + (rjy − y)2

vL
(4.47)

For the (S − S) response:

e
(S−S)
ij,xy =

√
(tix − x)2 + (tiy − y)2

vS
+

√
(rjx − x)2 + (rjy − y)2

vS
(4.48)

All of these expected values should be normalized so it the normalized expected

response vector, ẽxy is bounded between 0 and 1:

ẽxy =
(exy −min(exy))

max(exy −min(exy))
β (4.49)

Because the specific values of the vectors have been removed, a parameter, β

is introduced to consider the offset or bias between the vectors:

β is a normalization factor:

β =
1

1 +
√

(ψmax1 − exy,1)2 + (ψmaxM − exy,M)2
(4.50)

Because this normalized response vector is compared to the measured response

vector, the measured response vector also needs to be normalized. By normalizing the

indices, the biased of longer time-of-arrivals having a larger contribution is removed.

This forces the global matched coefficient to correlate relative values. Let ψmaxxy be

the measured response of maxima indices, then:
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ψ̃maxxy is the normalized vector of ψmax:

ψ̃max =
(ψmax −min(ψmax))

max(ψmax −min(ψmax))
(4.51)

4.10 Case studies: imaging an aluminum block

To determine how these different methods compare using the new adaptive

weights and GMC, an aluminum block with several defects (top drilled holes) was

the test subject. Three overall cases were considered. Numerical simulations were

conducted to extract waveforms for one case. Experiments were carried out for all

three cases, and the waveforms were collected. The waveforms for the first case were

compared to verify the simulation results. Imaging algorithms were then applied to

both simulation waveforms and experimental waveforms.

• Case 1: Accuracy in location of one scatterer and axial resolution (simulation

and experimentation)

• Case 2: Accuracy in location of two scatterers spaced roughly 3 mm apart edge

to edge (simulation and experimentation)

• Case 3: Lateral resolution by imaging three scatterers spaced apart on a line

parallel to the array (simulation and experimentation)

In all cases, a set baseline was initially considered and subtracted from col-

lected data. This removes any initial noise from the excitation and any boundary

reflections shown in Figure 4.16.
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Figure 4.16: Example of a baseline waveform (top), and test waveform (bottom).

4.10.1 Case 1: imaging with one defect

Numerical simulation

Numerical simulations were carried out using k-Wave, an open source MAT-

LAB toolbox used to model elastic waves. (MATLAB (2010) Treeby et al. (2014))

From the simulation, a FMC data structure can be captured. The FMC provided sets

of waveform data to be processed in the prior discussed conventional beamforming

frameworks with and without the global matched coefficients.

Several numerical models were conducted. First, numerical models were con-

ducted with a defected aluminum block. Typical synthetic aperture excitations pro-

duced waveforms to be used in conventional beamforming frameworks and global



129

adaptive beamforming frameworks. These results will be validated with experimental

results, presented in the next section. Numerical simulations with a defective rail

were also conducted.

The model was a aluminum block in 2D with a defect (hole) towards the center

of the plate (Figure 4.17). Impulse excitations centered at 2.25 MHz were generated

with linear array. A 32-element linear array was simulated at the side of the block.

The arrays followed a synthetic focusing aperture scheme, exciting element by element

with a FMC. The TOF can be extracted using trigonometry relationships as described

in equation (4.16).

Simulations also included cases when the aluminum block had no defects to

serve as a baseline.

Table 4.1: Simulated aluminum block

density 2710 kg/m3

vL 6150 m/s
vS 3050 m/s

width 57.7 mm
length 57.7 mm
height 57.7 mm
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Figure 4.17: Configuration of linear array on the side of the aluminum block with a
defect (cylindrical void).

Experimental configuration

The experiment involves an aluminum block with identical cross section di-

mensions as in table 4.1. However, only a portion of the block is used to minimize

boundary reflections. The block with the defect is shown below. The excitation

mode is identical to the simulation, with an element-by-element excitation, each with

a FMC.
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Figure 4.18: Image of defective block with a top drilled hole considered in experiment.

The array used has the properties below in table 4.2. The acquisition system

is made by Advanced OEM Systems (Advanced OEM Systems , n.d.). This digitizer

is an FPGA system that handles the entire data acquisition. Data is extracted and

loaded into MATLAB for analysis.

Table 4.2: Linear array

elements 32
f0 2.11 MHz

frequency band 0.1 MHz
pitch (p) 0.6 mm
connector Omniscan
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Figure 4.19: Image of the linear array on the side of the aluminum block.

Waveform comparison

The simulation provided a FMC, consisting of all the waveforms for each trans-

mitter’s excitation. To validate the results of the simulation, waveforms were also

experimentally gathered later from an aluminum block of the same dimensions and

defect size. Some waveform results are shown below.
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Figure 4.20: Waveforms extracted for element 28 firing an excitation and element 8
receiving. Top: Simulation results. Bottom: Experimental results.

A quick calculation will show that the two wave modes are at the correct

time-of-arrival:

TOF(L−L) =
60.0mm

6.120mm/us
= 9.80us (4.52)

TOF(L−S) =
30.0mm

6.120mm/us
+

30.0mm

3.05mm/us
= 14.74us (4.53)

4.10.2 Case 2: imaging two defects close to each other

Experimental configuration

To investigate the accuracy of two very closely located scatterers, the exper-

iment involves the same aluminum block with identical cross section dimensions as

in table 4.1. A different portion of the block is used involving two drilled holes. The

block with the two closely spaced holes is shown below. The excitation mode is as

before, with an element-by-element excitation, each with a FMC.
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Figure 4.21: Image of defective block with two top drilled hole considered in
experiment.

Figure 4.22: Dimensions of the holes.
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4.10.3 Case 3: imaging with three defects

Experimental configuration

To explore the axial resolution, the experiment involves the same aluminum

block with identical cross section dimensions as in table 4.1. A different portion of

the block which includes the three holes in case 1 and case 2. The block with the

defects with three holes is shown below. The excitation mode is as before, with an

element-by-element excitation, each with a FMC.

Figure 4.23: Image of defective block with the combined defects considered in
experiment.
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Figure 4.24: Dimensions of the holes.

4.10.4 Results

Images generated from the frameworks of: DAS, DAS with GMC, MVD, and

MVD with GMC (using wave mode displacement as expected response vectors) are

produced from the simulated waveforms. The images are shown below. The last set

of images, are an incoherent sum of the (L − L) and (L − S) wave mode images.

Before the incoherent summations, all (L− L) and (L− S) wave mode images were

normalized to its max. This is because the image intensity of the images are not on

the same magnitude, specifically the images from (L − S) wave modes will have a

significantly less pixel intensity as compared to the (L−L) images. In these studies,

the shear wave transmissions (here the (S − L) and (S − S) combinations) were not

studied because the array was coupled with conventional ultrasonic gel which does

not allow itself to shear wave penetration.

After the incoherent summation, all images are then normalized to its maxi-

mum intensity:
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P normalized
xy =

Pxy
max(Pxy)

(4.54)

Also shown, are the point spread functions, plotted in dB scale:

PSF = 20 log10(P
normalized
xy ) (4.55)

The point spread functions are chosen to capture the maximum peaks, or

where the defects are at.

Furthermore, to display the effectiveness of a time-of-flight based expected

response vector, results for the first case will also be showed in this section.
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Case 1: simulation results, with wavemode based expected response

Figure 4.25: Case 1 simulation: Images for conventional DAS (top), DAS with GMC
(bottom) using the (L−L) wavemode combination from simulation. (Dimensions are
in [mm].)
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Figure 4.26: Case 1 simulation: Images for conventional MVD (top), MVD with GMC
(bottom) using the (L−L) wavemode combination from simulation. (Dimensions are
in [mm].)
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Figure 4.27: Case 1 simulation: (L-L) Point spread function for the four methods
mentioned in Figures 4.25 and 4.26. Top: Lateral resolution (y = 32). Bottom: Axial
resolution (x = 28).
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Figure 4.28: Case 1 simulation: Images for conventional DAS (top), DAS with GMC
(bottom) using the (L−S) wavemode combination from simulation. (Dimensions are
in [mm].)
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Figure 4.29: Case 1 simulation: Images for conventional MVD (top), MVD with GMC
(bottom) using the (L−S) wavemode combination from simulation. (Dimensions are
in [mm].)
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Figure 4.30: Case 1 simulation: (L-S) Point spread function for the four methods
mentioned in Figures 4.28 and 4.29. Top: Lateral resolution (y = 32). Bottom: Axial
resolution (x = 28). (Dimensions are in [mm].)
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Figure 4.31: Case 1 simulation: Images for conventional DAS (top), DAS with GMC
(bottom) using both the (L−L) and (L−S) wavemode combination from simulation.
(Dimensions are in [mm].)
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Figure 4.32: Case 1 simulation: Images for conventional MVD (top), MVD with GMC
(bottom) using both the (L−L) and (L−S) wavemode combination from simulation.
(Dimensions are in [mm].)
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Figure 4.33: Case 1 simulation: (L-L) and (L-S) Point spread function for the four
methods mentioned in Figures 4.31 and 4.32. Top: Lateral resolution (y = 32).
Bottom: Axial resolution (y = 28). (Dimensions are in [mm].)

For a simulated defect at (28mm, 30mm), the simulations prove to be effective.

In figures 4.25, 4.26, 4.28, 4.29, 4.31, and 4.32, the images produced with the addition
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of the GMC show significant improvement. Furthermore, in figures 4.27, 4.30, and

4.33, the resolution in both axial and lateral directions have a higher dynamic range

when the images are produced with the GMC.
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Case 1: experimental results, with wavemode based expected response

Figure 4.34: Case 1 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L − L) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.35: Case 1 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L − L) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.36: Case 1 experimental: With (L-L) wave mode: Point spread function
for the four methods mentioned in Figures 4.25 and 4.26. Top: Lateral resolution
(y = 29). Bottom: Axial resolution (x = 29). (Dimensions are in [mm].)
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Figure 4.37: Case 1 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L − S) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.38: Case 1 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L − S) wavemode combination from experimental data.
(Dimensions are in [mm].)



153

Figure 4.39: Case 1 experimental: With (L-S) wave mode: Point spread function
for the four methods mentioned in Figures 4.37 and 4.38. Top: Lateral resolution
(y = 29). Bottom: Axial resolution (x = 29). (Dimensions are in [mm].)
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Figure 4.40: Case 1 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using both the (L − L) and (L − S) wavemode combination from
experimental data. (Dimensions are in [mm].)
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Figure 4.41: Case 1 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using both the (L − L) and (L − S) wavemode combination from
experimental data. (Dimensions are in [mm].)
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Figure 4.42: Case 1 experimental: With both (L-L) and (L-S) wave modes: Point
spread function for the four methods mentioned in Figures 4.40 and 4.41. Top: Lateral
resolution (y = 29). Bottom: Axial resolution (x = 29). (Dimensions are in [mm].)

For a drilled hole at about (29mm, 29mm), the images prove to be very clear.

In figures 4.34, 4.35, 4.37, 4.38, 4.40, and 4.41, the images produced with the addition
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of the GMC show significant improvement. Furthermore, in figures 4.36, 4.39, and

4.42, the resolution in both axial and lateral directions have a higher dynamic range

when the images are produced with the GMC. The experimental results are very

comparable to the simulation results.
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Case 1: simulation results, with time-of-flight based expected response

Figure 4.43: Case 1 simulation: Images for conventional DAS (top), DAS with GMC
(bottom) using the (L−L) time-of-flight from simulation. (Dimensions are in [mm].)
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Figure 4.44: Case 1 simulation: Images for DAS with GMC (top) using the (L− S)
time-of-flight, DAS with GMC (top) using the (L − L) and (L − S) time-of-flight
combination from simulation. (Dimensions are in [mm].)
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Figure 4.45: Case 1 simulation: Point spread function for the four methods using
time-of-flight expected responses, mentioned in Figures 4.43 and 4.44. Top: Lateral
resolution (y = 29). Bottom: Axial resolution (x = 29).
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Case 1: experimental results, with time-of-flight based expected response

Figure 4.46: Case 1 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L − L) time-of-flight from experimentation. (Dimensions
are in [mm].)
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Figure 4.47: Case 1 experimental: Images for DAS with GMC (top) using the (L−S)
time-of-flight, DAS with GMC (top) using the (L − L) and (L − S) time-of-flight
combination from experimentation. (Dimensions are in [mm].)
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Figure 4.48: Case 1 experimental: Point spread function for the four methods using
time-of-flight expected responses, mentioned in Figures 4.46 and 4.47. Top: Lateral
resolution (y = 29). Bottom: Axial resolution (x = 29). (Dimensions are in [mm].)
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Case 2: experimental results

Figure 4.49: Case 2 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L − L) wavemode combination from experimental data.
(Dimensions are in [mm].)



165

Figure 4.50: Case 2 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L − L) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.51: Case 2 experimental: With (L-L) wave mode: Point spread function
for the four methods mentioned in Figures 4.49 and 4.50. Top: Lateral resolution
(y = 22). Bottom: Axial resolution (x = 29). (Dimensions are in [mm].)
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Figure 4.52: Case 2 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L − S) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.53: Case 2 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L − S) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.54: Case 2 experimental: With (L-S) wave mode: Point spread function
for the four methods mentioned in Figures 4.52 and 4.53. Top: Lateral resolution.
Bottom (y = 22): Axial resolution (x = 29). (Dimensions are in [mm].)
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Figure 4.55: Case 2 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using both the (L − L) and (L − S) wavemode combination from
experimental data. (Dimensions are in [mm].)
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Figure 4.56: Case 2 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using both the (L − L) and (L − S) wavemode combination from
experimental data. (Dimensions are in [mm].)
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Figure 4.57: Case 2 experimental: With both (L-L) and (L-S) wave modes: Point
spread function for the four methods mentioned in Figures 4.55 and 4.56. Top: Lateral
resolution (y = 22). Bottom: Axial resolution (x = 29). (Dimensions are in [mm].)

For two holes spaced roughly 6mm apart, the (L-L) wavemode can image this

difference pretty well. In figures 4.49, 4.50, 4.52, 4.53, 4.55, and 4.56, the images

produced with the addition of the GMC show significant improvement. Furthermore,

in figures 4.51, 4.54, and 4.57, the resolution in both axial and lateral directions have

a higher dynamic range when the images are produced with the GMC. However,

for in figures 4.52 and 4.53, it is difficult to distinguish the two defects. Because
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they are drilled so closely together, the reflections cause constructive and destructive

interferences in the waveform. Particularly, the shear wave propagation contained

very little energy in the amplitudes to distinguish, thus giving not as accurate images..
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Case 3: experimental results

Figure 4.58: Case 3 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L − L) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.59: Case 3 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L − L) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.60: Case 3 experimental: With (L-L) wave mode: Point spread function for
the four methods mentioned in Figures 4.58 and 4.59. Axial resolution only (x = 29).
(Dimensions are in [mm].)
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Figure 4.61: Case 3 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L − S) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.62: Case 3 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L − S) wavemode combination from experimental data.
(Dimensions are in [mm].)
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Figure 4.63: Case 3 experimental: With (L-S) wave mode: Point spread function for
the four methods mentioned in Figures 4.58 and 4.59. Axial resolution only (x = 29).
(Dimensions are in [mm].)
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Figure 4.64: Case 3 experimental: Images for conventional DAS (top), DAS with
GMC (bottom) using both the (L − L) and (L − S) wavemode combination from
experimental data. (Dimensions are in [mm].)
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Figure 4.65: Case 3 experimental: Images for conventional MVD (top), MVD with
GMC (bottom) using both the (L − L) and (L − S) wavemode combination from
experimental data. (Dimensions are in [mm].)
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Figure 4.66: Case 3 experimental: With both (L-L) and (L-S) wave modes: Point
spread function for the four methods mentioned in Figures 4.64 and 4.65. Axial
resolution only (x = 29). (Dimensions are in [mm].)

For three holes spaced roughly 6mm apart and 39mm apart, the (L-L) wave-

mode can image this difference fairly well. In figures 4.58, 4.59, 4.61, 4.62, 4.64, and

4.65, the images produced with the addition of the GMC show significant improve-

ment. Furthermore, in figures 4.60, 4.63, and 4.66, the resolution in both axial and

lateral directions have a higher dynamic range when the images are produced with

the GMC. Similar to case 2, for figures 4.61 and 4.62, it is difficult to distinguish the

two defects.

4.10.5 Performance metrics

Accuracy metrics

To determine the level of accuracy of locating scatterers, the measured defect

location and intensities were compared to the actual locations of the defects for each

of the cases examined. The normalized intensity [dB] is defined as in equation (4.55):
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Table 4.3: Case 1 (simulation): defect at (28,32) [(mm,mm)]

Wave mode(s) measured location normalized intensity
(x,y) [(mm,mm)] [dB]

(L− L)DAS (28,32) 0
(L− L)DAS/GMC (28,32) 0
(L− L)MVD (28,32) 0
(L− L)MVD/GMC (28,32) 0

(L− S)DAS (28,29) 0
(L− S)DAS/GMC (28,29) 0
(L− S)MVD (28,29) 0
(L− S)MVD/GMC (28,29) 0

(L− L,L− S)DAS (28,32) 0
(L− L,L− S)DAS/GMC (28,32) 0
(L− L,L− S)MVD (28,32) 0
(L− L,L− S)MVD/GMC (28,32) 0

Table 4.4: Case 1 (experimental): defect at (28,29) [(mm,mm)]

Wave mode(s) measured location normalized intensity
(x,y) [(mm,mm)] [dB]

(L− L)DAS (28,29) 0
(L− L)DAS/GMC (28,29) 0
(L− L)MVD (28,29) 0
(L− L)MVD/GMC (28,29) 0

(L− S)DAS (28.5,29) 0
(L− S)DAS/GMC (28.5,29) 0
(L− S)MVD (28.5,29) 0
(L− S)MVD/GMC (28.5,29) 0

(L− L,L− S)DAS (28.5,29) 0
(L− L,L− S)DAS/GMC (28.5,29) 0
(L− L,L− S)MVD (28.5,29) 0
(L− L,L− S)MVD/GMC (28.5,29) 0

For case 1, in both simulation and experimentation, the accuracy of locating

defects is excellent. The intensities are normalized to the maximum, and for all wave

modes in this case, the maximum was precisely where the defect lies.
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Table 4.5: Case 2 (experimental): defects at (26,28) and (29,28) [(mm,mm)]

Wave mode(s) measured location normalized intensity
(x,y) [(mm,mm)] [dB]

(L− L)DAS (24,28) / (28,29) 0 / -4
(L− L)DAS/GMC (24,28) / (28,29) 0 / -6
(L− L)MVD (24,28) / (28,29) 0 / -6
(L− L)MVD/GMC (24,28) / (28,29) 0 / -12

(L− S)DAS (18,28) / (23,29) 0 / 0
(L− S)DAS/GMC (18,28) / (23,29) 0 / 0
(L− S)MVD (18,28) / (23,29) 0 / -1
(L− S)MVD/GMC (18,28) / (23,29) 0 / -1

(L− L,L− S)DAS (24,28) / (28,29) 0 / -3
(L− L,L− S)DAS/GMC (24,28) / (28,29) 0 / -6
(L− L,L− S)MVD (18,28) / (24,29) -6 / 1
(L− L,L− S)MVD/GMC (18,28) / (24,29) -9 / 0

In locating the the two holes, the best performer is the (L-L) wavemode. This

is due to the fact that the wavelength is within the sensitivity of the 3mm diameter

holes. Here, the addition of the shear mode (L-S) did not help the final incoherently

summed image of (L-L) and (L-S).

Table 4.6: Case 3 (experimental): defects at y = 5, 44, and 47 [mm]

Wave mode(s) measured location normalized intensity
(x,y) [(mm,mm)] [dB]

(L− L)DAS 5 / 44 / 49 -5 / 0 / -5
(L− L)DAS/GMC 5 / 44 / 49 -10 / 0 / -10
(L− L)MVD 5 / 44 / 49 -10 / 0 / -10
(L− L)MVD/GMC 5 / 44 / 49 -20 / 0 / -19

(L− S)DAS 15 / 44 / 50 -2 / 0 / -2
(L− S)DAS/GMC 15 / 44 / 50 -5 / 0 / -5
(L− S)MVD 15 / 44 / 50 -3 / 0 / -2
(L− S)MVD/GMC 15 / 44 / 50 -9 / 0 / -9

(L− L,L− S)DAS 5 / 44 / 49 -8 / 0 / -5
(L− L,L− S)DAS/GMC 5 / 44 / 49 -12 / 0 / -8
(L− L,L− S)MVD 5 / 44 / 49 -12 / 0 / -8
(L− L,L− S)MVD/GMC 5 / 44 / 49 -23 / 0 / -15
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Similar to case 2, the best performer is the (L-L) wavemode. Also similarly,

the addition of the shear mode (L-S) did not help the final incoherently summed

image of (L-L) and (L-S). However it is quite impressive that the three holes were

not directly in the beam path of the array.

In all cases, the accuracy of the beamforming frameworks are comparable. The

difference is the intensity levels decreases from DAS to MVD with GMC. However,

when the noise floor of the images are considered, the SNR decreases from DAS to

MVD with GMC.

Resolution metrics: wavemode expected response

This section will provide quantitative metrics on the lateral and axial reso-

lutions of the images produced with the wavemode expected responses. Here the

dynamic range is considered. The difference between the highest point (from the

scatterer) and the next highest point (from a non-scatterer) is defined as the dynamic

range for this metric.

Table 4.7: Case 1 (simulation): lateral range

(L− L)DAS -22 dB
(L− L)DAS/GMC -43 dB
(L− L)MVD -43 dB
(L− L)MVD/GMC -90 dB

(L− S)DAS -10 dB
(L− S)DAS/GMC -18 dB
(L− S)MVD -18 dB
(L− S)MVD/GMC -30 dB

(L− L,L− S)DAS -18 dB
(L− L,L− S)DAS/GMC -20 dB
(L− L,L− S)MVD -20 dB
(L− L,L− S)MVD/GMC -36 dB

In all cases, the GMC addition dramatically increases the lateral dynamic

range. This allows the distinction of the scatterer from the medium.
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Table 4.8: Case 1 (simulation): axial range

(L− L)DAS -2 dB
(L− L)DAS/GMC -3.2 dB
(L− L)MVD -4.1 dB
(L− L)MVD/GMC -9 dB

(L− S)DAS -2 dB
(L− S)DAS/GMC -4 dB
(L− S)MVD -6 dB
(L− S)MVD/GMC -8 dB

(L− L,L− S)DAS -3 dB
(L− L,L− S)DAS/GMC -4 dB
(L− L,L− S)MVD -4 dB
(L− L,L− S)MVD/GMC -5 dB

Table 4.9: Case 1 (experimental): lateral range

(L− L)DAS -9 dB
(L− L)DAS/GMC -18 dB
(L− L)MVD -18 dB
(L− L)MVD/GMC -36 dB

(L− S)DAS -5 dB
(L− S)DAS/GMC -10 dB
(L− S)MVD -11 dB
(L− S)MVD/GMC -19 dB

(L− L,L− S)DAS -8 dB
(L− L,L− S)DAS/GMC -12 dB
(L− L,L− S)MVD -13 dB
(L− L,L− S)MVD/GMC -21 dB
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Table 4.10: Case 1 (experimental): axial range

(L− L)DAS -9 dB
(L− L)DAS/GMC -18 dB
(L− L)MVD -18 dB
(L− L)MVD/GMC -36 dB

(L− S)DAS -2 dB
(L− S)DAS/GMC -4 dB
(L− S)MVD -6 dB
(L− S)MVD/GMC -8 dB

(L− L,L− S)DAS -2 dB
(L− L,L− S)DAS/GMC -3.8 dB
(L− L,L− S)MVD -4 dB
(L− L,L− S)MVD/GMC -7.5 dB

In both simulation and experimentation, the axial dynamic range also increases

as the GMC term is added. However, the increase is not as substantial as the change

in the lateral direction.

Cases 2 and 3 will only consider the (L-L) axial resolution as performance

metrics, as the (L-S) mode cannot distinguish these holes effectively.

Table 4.11: Case 2 (experimental): axial range

(L− L)DAS -12 dB
(L− L)DAS/GMC -25 dB
(L− L)MVD -25 dB
(L− L)MVD/GMC -50 dB

Table 4.12: Case 3 (experimental): axial range

(L− L)DAS -12 dB
(L− L)DAS/GMC -23 dB
(L− L)MVD -24 dB
(L− L)MVD/GMC -45 dB

Similar to case 1, the dynamic range increases from DAS, DAS with GMC,

MVD, and finally MVD with GMC. Overall, the conclusion is that the resolution

increases with the addition of GMC.
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For all cases, the lateral resolution is superb. In the (L-S) modes, the resolution

is limited to identifying scatterers that are at least 6mm apart. Case 2 study shows

this. However, it is effective in identifying the existence of a scatterer at that location.

The images from the (L-L) wave mode are excellent, and show very clear promise in

the ability to characterize and image defects.

From this, the imaging frameworks benefit from both the wave mode structures

and the addition of GMC, and with defects less than 6mm apart, only the (L-L) mode

is effective in distinguishing the defects from one another.

Resolution metrics: time-of-flight expected response

This section will provide quantitative metrics on the lateral and axial reso-

lutions of the images produced with thetime-of-flight expected responses. Here the

dynamic range is considered. The difference between the highest point (from the

scatterer) and the next highest point (from a non-scatterer) is defined as the dynamic

range for this metric.

Table 4.13: Case 1 (simulation): lateral range

DAS -22 dB
DAS/GMC(L− L) -70 dB
DAS/GMC(L− S) -90 dB
DAS/GMC(L− L), (L− S) -170 dB

In all cases, the GMC addition dramatically increases the lateral dynamic

range. This allows the distinction of the scatterer from the medium.

Axial resolution

Table 4.14: Case 1 (simulation): axial range

DAS -22 dB
DAS/GMC(L− L) -75 dB
DAS/GMC(L− S) -85 dB
DAS/GMC(L− L), (L− S) -160 dB
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Table 4.15: Case 1 (experimental): lateral range

DAS -22 dB
DAS/GMC(L− L) -80 dB
DAS/GMC(L− S) -100 dB
DAS/GMC(L− L), (L− S) -180 dB

Table 4.16: Case 1 (experimental): axial range

DAS -18 dB
DAS/GMC(L− L) -70 dB
DAS/GMC(L− S) -80 dB
DAS/GMC(L− L), (L− S) -150 dB

In both simulation and experimentation, the axial dynamic range also increases

as the GMC term is added. However, the increase is not as substantial as the change

in the lateral direction.

From this, the imaging frameworks benefit from the addition of GMC, im-

proving the dynamic range in both directions of resolution by at least 50 dB. This

dramatic improvement clearly shows its effectiveness.

4.11 Conclusions

In this chapter, the background of wave propagation and how its properties

allow for images to be produced were presented. Wave mode structure weights were

introduced and applied to the DAS and MVD SAF frameworks. These wave modes,

specifically the longitudinal and shear in reception, and the longitudinal wavemode

in transmission, exploit the out-of-plane displacement field with respect to the trans-

ducers, effectively modeling the expected relative amplitudes of the received signals.

Also, a new global matched coefficient (GMC) addition to the existing beamforming

framework was presented and formulated. A unique set of time-of-flight dependent

expected response, or replica vectors were also discussed.

The GMC addition was applied to the conventional DAS and MVD frame-

works. The reconstruction of images using ultrasound are presented in both of



190

DAS and MVD frameworks of a defected aluminum block. Additionally, images

constructed utilizing the GMC addition are also presented.

Over all, with the additions of the wave mode structure weights used in the

DAS and MVD frameworks and the global matched coefficients, the images have

higher dynamic range and spatial resolution in both lateral and axial directions.

Accuracies are similar for all beamforming frameworks, however, the SNR improves

with the addition of GMC.

These studies then provide an excellent foundation to be applied to an exper-

imental prototype concept for rail defect imaging, that will be discussed in the next

chapter.
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5.1 Abstract

The ability to image the internal defects is necessary and allows better char-

acterization of the flaw, such as its size, dimensions, and location. Having this ability

to visually see the internal flaws, the technician can then make the appropriate prog-

nosis, whether it is to replace the rail, or declare an expected life expectancy of the

rail.

This chapter will present applications of the ultrasonic imaging conclusions

from the previous chapter to rail defect imaging. By applying the wave mode struc-

tures, namely the longitudinal and shear in reflection due to a longitudinal transmis-

sion, (L-L) and (L-S), modes, the images are shown to have higher dynamic range and

better spatial resolution. Furthermore, a practical concept of munging 2D images to

compile a 3D point cloud (and thus, a 3D image), is introduced. This allows for faster

computation time due to the synthetic aperture focusing frameworks computing the

images in 2D space instead of 3D space.

Preliminary results will be shown from experimental data of artificial flaws in

rail. These experimental tests validate the concept of munging 2D images to produce

a 3D volumetric image of the rail.

5.2 Introduction

In the second stage of rail inspection procedures, if a flaw is detected, it must be

verified and sized. Therefore, a 3D imaging concept of rail internal flaws is very ideal.

Current research efforts in rail imaging is very limited. Only a few have undergone

development. (Gilmore et al., 1993) (Sato et al., 2006) (Li & Hayward, 2011). These

methods use 2D arrays to produce entire 3D volumetric images. Because of the usages

of these 2D arrays in 3D space, the computational time is heavy.

An alternative to these methods involves a concept borrowed from the medical

imaging field. By capturing cross sectional images of a volume, the images can be

merged and stitched together to produce a comprehensive 3D image. (Udupa & Her-

man, 2000) Although this method of image reconstruction usually are implemented

in CT scans using X-ray radiation or MRI scans using magnetic resonance, it can also
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be applied to ultrasonic imaging.

Figure 5.1: 3D image reconstruction concept. Top left: 3D reconstruction of a human
head using micro CT scans. Top right: 3D reconstruction of a human heart using
multiple MRI scans. Bottom: 3D reconstruction concept of a rail’s head.

The chapter is structured in the follow portions: (1) the general requirements

of the rail imaging prototype, (2) hardware components, (3) software components (4)

preliminary imaging results, (5) conclusions.

5.3 Rail imaging prototype general requirements

For rail defect characterization, the demand is unique. Because of the com-

plexity in geometry and variety in rails, it requires careful design. As such, the

subsystems requirements and implementations to accomplish these requirements are

further discussed in this section.
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Table 5.1: Imaging prototype objectives

(1) fast, near real-time results
(2) memory efficient, low computational cost in generation and reception
(3) clear and accurate imaging
(4) ability to save and load previous images
(5) ability to save and load baseline data

The preliminary concept is to have linear arrays on both sides of the rail’s

head. This will provide views from both perspectives, thereby improving the clarity

and resolution of the image. A schematic is shown below.

Figure 5.2: Concept of the proposed rail defect imaging prototype.

5.4 Hardware

5.4.1 Hardware Requirements

To accomplish the objectives, the hardware involves a few components:

• Linear arrays, with a centered frequency of at least 2 MHz
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• An elevator mechanism to capture different cross sections of the rail

• Fast analog-to-digital hardware

• Computer to process waveforms into images

• Display to view the images

5.4.2 Hardware Implementation

This section will discuss the possibility of hardware that will accomplish the

requirements. In response to the list in the previous section:

• The arrays proposed are Olympus linear arrays, with 32-elements, centered at

2.11 MHz.

Figure 5.3: Olympus linear array.

• A 3D printed ABS device with a screw conveyor was designed to facilitate the

elevation controls.
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Figure 5.4: 3D printed ABS device used on a rail (top) and aluminum block (bottom).
Turn handle on top to move the device in the vertical direction.

• The Advanced OEM Solutions (AOS) analog-to-digital system proves to be

extremely flexible and fast in generating excitations and FMC mode. This

system has a gigabit Ethernet port connection, and can upload a large amount

of data very at a high rate. It has a built in analog amplifier.



197

Figure 5.5: AOS analog-to-digital device and a gigabit Ethernet switch used to trans-
fer data.

• A laptop will suffice to process the waveforms and images and display the results.

Figure 5.6: Imaging hardware.
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5.5 Software

5.5.1 Software Requirements

The framework behind the imaging algorithms can be imposed in many soft-

ware languages. In this section, all components are coded in MATLAB. For the

software design, the following were considered:

• Flexibility: be able to control specific transmitters and/or transmissions (de-

layed times and which elements)

• Controls for different wave mode, probes, and which ones to consider

• Display images in near real-time, A-scans and 2D images

• Have the ability to view different pixel intensities or contrasts in an image

• Save and load raw waveforms, baselines, and past images

• Have the ability to build ”layered” images, or, to produce a 3D volumetric image

5.5.2 Software Implementations

The heart of the software is the AOS software wrapper implementation in

MATLAB. It allows MATLAB to load a configuration onto the AOS device and

generate signals with unique time delays to each element of the array. Simultaneously,

it allows for a FMC of the array. From here, the waveform can be manipulated. Below

is a depiction of the graphical user interface written for the proposed prototype.
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Figure 5.7: Imaging software: graphical-user-interface input.

This interface allows the user to input in the parameters of the medium, such

as the dimensions and medium sound speed. It also allows the user to choose between

the (L-L), (L-S), or both wave modes to be used in the imaging algorithms. The user

is able to acquire, save, or load new baselines used in baseline subtraction. A-scans

will allow the user to determine the quality of the signals and make adjustments

accordingly. At each elevation, a 2D scan can be evaluated and then added to a

”3D volumetric” database, if the user is satisfied with the scan. Threshold controls

can move between different scatterers if the intensities are different. Either a ”point-

cloud” can be plotted in 3D space, or three 2D planes or slices can make up the 3D

space. Each will have its own advantages and disadvantages.
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Figure 5.8: Imaging software: example a point-cloud ”3D volumetric” image of a set
of 2D images.

Figure 5.9: Imaging software: example a 2D slices ”3D volumetric” image of a set of
2D images.
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Figure 5.10: Imaging software: changing the range of the threshold will allow for
accurate size and locations of different scatterers.

5.6 Preliminary imaging results

As a proof of concept, a rail with an artificial side drilled hole was considered.

The dimensions of the hole is shown below. A linear array was used to image the

hole from the other side of the rail’s head. Four cases were considered. The first two

cases investigates an artificial hole 4mm in diameter and 36mm in length. The third

case involves a artificial hole 3mm in diameter and 20mm in length. The fourth case

attempts to reconstruct a 3D image of a side drilled hole shown in Figure 5.11.
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Figure 5.11: Side drilled hole (4mm in diameter and 36mm in length) located in the
head of the rail.

Figure 5.12: Side drilled hole (3mm in diameter and 20mm in length) located in the
head of the rail.

5.6.1 Case 1: rail with a 4mm diameter side drilled hole (cen-

tered to array)

The first case, the linear array was placed directly on the other side of the

hole. The artificial hole is about 40 mm away from the array.
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Figure 5.13: Side drilled hole (4mm in diameter and 36mm in length) located in the
head of the rail.

Four images were produced, utilizing the four frameworks using the (L-L) wave

mode.
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Figure 5.14: Side drilled hole, case 1: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L−L) wavemode combination. (Dimensions are in [mm].)
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Figure 5.15: Side drilled hole, case 1: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L−L) wavemode combination. (Dimensions are in [mm].)
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Figure 5.16: Side drilled hole, case 1: With (L-L) wave mode: Point spread function
for the four methods mentioned in Figures 5.14 and 5.15. Top: Lateral resolution
(y = 35). Bottom: Axial resolution (x = 38). (Dimensions are in [mm].)
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5.6.2 Case 2: rail with a 4mm diameter side drilled hole (off-

set from array)

In the second case, the array was shifted down the rail by roughly 15mm as

shown below. The objective of this case is to confirm that the array can see defects

that are not directly in the beam’s path.

Figure 5.17: Depiction of the array shifted away from the artificial hole.

Similar to the previous case, four images were produced, utilizing the four

frameworks using the (L-L) wave mode. The results are shown below.
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Figure 5.18: Side drilled hole, case 2: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L−L) wavemode combination. (Dimensions are in [mm].)
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Figure 5.19: Side drilled hole, case 2: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L−L) wavemode combination. (Dimensions are in [mm].)
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Figure 5.20: Side drilled hole, case 2: With (L-L) wave mode: Point spread function
for the four methods mentioned in Figures 5.18 and 5.19. Top: Lateral resolution
(y = 322). Bottom: Axial resolution (x = 32). (Dimensions are in [mm].)
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5.6.3 Case 3: rail with 3mm diameter side drilled hole (cen-

tered to array)

In the third case, the side drilled hole has a smaller diameter, and is not as

deep. The defect is now 55 mm away from the array.

Figure 5.21: Depiction of the array shifted away from the artificial hole.

Similar to the previous cases, four images were produced, utilizing the four

frameworks using the (L-L) wave mode. The results are shown below.
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Figure 5.22: Side drilled hole, case 3: Images for conventional DAS (top), DAS with
GMC (bottom) using the (L−L) wavemode combination. (Dimensions are in [mm].)
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Figure 5.23: Side drilled hole, case 3: Images for conventional MVD (top), MVD with
GMC (bottom) using the (L−L) wavemode combination. (Dimensions are in [mm].)
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Figure 5.24: Side drilled hole, case 3: With (L-L) wave mode: Point spread function
for the four methods mentioned in Figures 5.22 and 5.23. Top: Lateral resolution
(y = 39). Bottom: Axial resolution (x = 23). (Dimensions are in [mm].)

5.7 Performance metric comparisons

The location of the defect in the images for all cases are very accurate. Com-

paring the performance metrics shown below in tables 5.2 to 5.5. As expected, the
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dynamic range in both lateral and axial directions improve with the GMC addition.

In case two, it is observed that by shifting the array, the amount of energy from the

reflected wave decreases, resulting in a lower dynamic range. The smaller side drilled

hole was also imaged accurately.

The dynamic range were calculated as:

PSF = 20 log10

(
Pmax
xy

Pmin
xy

)
(5.1)

where Pmax
xy and Pmin

xy are the pixel intensity values for the maximum and minimum

levels or plateau along the lateral or axial axis of interest.

Table 5.2: Case 1 (side drilled hole): lateral range, at y = 38mm

Imaging mode dynamic range [dB]

(L− L)DAS -5 dB
(L− L)DAS/GMC -12 dB
(L− L)MVD -12 dB
(L− L)MMVD/GMC -23 dB

Table 5.3: Case 1 (side drilled hole): axial range, at x = 38mm

Imaging mode dynamic range [dB]

(L− L)DAS -15 dB
(L− L)DAS/GMC -20 dB
(L− L)MVD -20 dB
(L− L)MMVD/GMC -40 dB

Table 5.4: Case 2 (side drilled hole): lateral range, at y = 32mm

Imaging mode dynamic range [dB]

(L− L)DAS -3 dB
(L− L)DAS/GMC -5 dB
(L− L)MVD -5 dB
(L− L)MMVD/GMC -7 dB
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Table 5.5: Case 2 (side drilled hole): axial range, at x = 22mm

Imaging mode dynamic range [dB]

(L− L)DAS -10 dB
(L− L)DAS/GMC -15 dB
(L− L)MVD -15 dB
(L− L)MMVD/GMC -32 dB

Table 5.6: Case 3 (side drilled hole): lateral range, at y = 39mm

Imaging mode dynamic range [dB]

(L− L)DAS -5 dB
(L− L)DAS/GMC -10 dB
(L− L)MVD -10 dB
(L− L)MMVD/GMC -20 dB

Table 5.7: Case 3 (side drilled hole): axial range, at x = 23mm

Imaging mode dynamic range [dB]

(L− L)DAS -7 dB
(L− L)DAS/GMC -17 dB
(L− L)MVD -17 dB
(L− L)MMVD/GMC -25 dB

In these three cases, the ability to image voids in the rail head is prevalent,

and the concept proves to have tremendous potential. The fourth case applied the

concept of combining 2D scans to compile one comprehensive internal image.

5.8 3D image reconstruction demonstration

As a proof of concept for 3D reconstruction using 2D images, the side drilled

hole experimental setup from the first two case was considered. The 2D images

were produced layer by layer and stacked in a sequential matter. Below is a general

depiction of the array direction and 2D images.
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Figure 5.25: Depiction of the 2D images produced by sequential steps of incremental
vertical elevation of the array.

Figure 5.26: Imaging prototype configuration for 3D point cloud renderings.
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Figure 5.27: Imaging prototype configuration for 2D or planar slice images.

A 3D point cloud image was rendered for the two extreme cases: either DAS

or MVD with GMC for the case in Figure 5.26.
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Figure 5.28: Rendering of 3D point cloud using DAS framework: (Top) with a thresh-
old set at half the maximum. (Bottom) with a threshold set at 0.9 of the maximum.
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Figure 5.29: Rendering of 3D point cloud using MVD with the GMC framework:
(Top) with a threshold set at half the maximum. (Bottom) with a threshold set at
0.9 of the maximum.

Another method of visualizing the 3D image is to view planar slices in the

three directions. Shown below are the comparisons of both DAS and MVD with

GMC for the case in Figure 5.27.
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Figure 5.30: Rendering of three planar slices using DAS framework.
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Figure 5.31: Rendering of three planar slices using MVD with the GMC framework.

In the sets of the two extreme cases of DAS and MVD with GMC, the latter

set show a higher dynamic range, showing the edge of the side drilled hole clearly and

accurately. These results also show a tremendous potential of rendering 3D images

from 2D cross sectional ultrasonic images.

5.9 Conclusions

In this chapter, a prototype for rail defect imaging was proposed with clear

objectives. Preliminary design and implementations were presented. Utilizing the

computational speed of 2D imaging, a 3D volumetric set of combined intensity will

suffice in providing a clear image of internal defects. Preliminary case studies of the

prototype shows potential for it to be a valuable advancement in rail track defect

imaging and characterization technology.

The imaging advances made in Chapter 4 from the introductions and applica-

tions of the adaptive weights with the GMC are vital to providing a high resolution
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3D image. The wave mode structures adaptive weights effectively increase the gain of

the array without physically changing its aperture. The GMC reduce the side lobes

and remove unwanted noise, thereby, providing a clear and accurate 3D rendering of

the rail’s internal defects. When comparing the two extremes of synthetic aperture

focusing techniques, namely the conventional DAS framework and the GMC applied

MVD, the improvement is prominent and clear.

The advance imaging framework requires a capable hardware/software config-

uration to be robust and practical in 3D imaging. Therefore, implementation of the

hardware utilizes a fast and robust data acquisition component which can generate

excitations from elements in the array in any sequence, and simultaneously acquire a

full matrix capture from all the elements in the array. This hardware coupled with a

custom designed imaging framework implemented in MATLAB provides a practical

and usable tool that can be used to image rail defects. The MATLAB software is

flexible, providing the user to input appropriate medium parameters such as wave

velocities and geometrical dimensions. It also allows the user to view the images in

various scales, from the raw waveform data (also known as A-scans) to 2D images

(or C-scans) to a finalized 3D rendered image. The flexible software allows the user

to change the level of threshold in image intensities, to view different scatterers (or

defects) individually.

In summary, the concept of 3D imaging from reconstructing multiple planar

cross sectional images produced by ultrasound can be applied to defect imaging in

solids, particularly internal rail defect imaging. The advances in synthetic aperture

focusing (SAF) frameworks mentioned above improves the resolution and precision of

the images for the 3D reconstructed images to be usable. This advancement ultimately

provides a better visualization of the defect, allowing the inspector to make well

informed post-detection decisions regarding the maintenance of the defective rail.
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6.1 Summary of novel contributions

Many ideas were seeded throughout the journey of this research, and con-

tributed to advancements in ultrasonic non-destructive evaluation technologies.

Figure 6.1: Rail defect detection system (pulled by a Hy-Railer).

First, the rail defect detection prototype analysis involves a unique statistical

framework that classifies outliers from a training set. The adaptive training set allows

the outlier detector to be robust and efficient by continuously updating the training

data with new relevant measured data. Due to the changing conditions of the rail

such as the geometry and surface conditions, this addition of the adaptive training

set proves to be essential in the accuracy of detecting rail defects.

The software development in this project proved to be both challenging and

rewarding. Coding the controls and analysis of this prototype with the end goal

of producing results in real-time is only made possible from precise planning. The

robustness of the framework is credited to optimizing the speed of the routines and

to managing the data consumption. Parallel processing allows vital time variant

processes to run on different cores of the computer processors in synchronization.

The efficiency in memory management is credited to the clever munging, bundling,

and conversion of data types to minimize bottlenecks and therefore maximize the

data processing speed.

Next, contributions in synthetic aperture focusing (SAF) frameworks allow for

images with higher dynamic range and better spatial resolution. A novel set of wave

mode structures adaptive weights are introduced and the results show an increase in

dynamic range and spatial resolution of the resulting images. These adaptive weights
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are based on the physics of the reflective modes propagating in the solid, namely

the longitudinal wave and shear wave modes. An addition of a statistical correlation

parameter, called the Global Matched Coefficient (GMC) is introduced. Its applica-

tion to the SAF frameworks also show tremendous improvements in the images by

comparing sets of test data (measurements) to sets of training data (or the expected

measurements). From this comparison metric, the data are weighted differently, en-

hancing images by the removing unnecessary noise from an image. Overall, these new

steps drastically increase the dynamic range and spatial resolution of the final image.

Figure 6.2: Proposed 3D rail defect imaging system.

The contributions discussed above are implemented in an initial version of a

rail imaging prototype. The proposed concept involves producing a 3D volumetric

image from 2D ultrasonic images. Because of the simplicity and robustness of the

3D reconstruction framework, this 3D imaging technique proves to be very effective

and efficient to image internal rail defects. The proposed prototype uses an efficient

data acquisition system in tandem with a customized user-friendly GUI framework

implemented in MATLAB.
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6.2 Recommendations for future improvements

Even with these advancements in ultrasonic nondestructive evaluation and

imaging, there are several challenges that require further investigations on.

Suggested improvements to the rail flaw detection prototype include:

A. Investigating a controls system to determine and correct the misalignment of

sensors.

B. Using a LIDAR or another technology that allows profiling of the rail to deter-

mine welds, joints, and abnormalities in the the geometry. This will allow for

the correction in the analysis or outlier detection.

C. Enabling higher speeds. This will involve solving the problem of the signal

wraparound to decrease the pulse repetition rate (shown in Figure 6.3).

Figure 6.3: Proposed 3D rail defect imaging system.

Suggested improvements to the defect imaging work include:

A. Developing practical ways to explore shear wave transmissions (S-L and S-S

combinations) in addition to the longitudinal wave transmission.

B. Performing additional investigations of expected response metrics for the GMC

computation. This will allow for more options that may help identify edges,

boundaries, and multiple reflections from the complexities of the medium ge-

ometry.

C. Applying multiple arrays with different frequencies for better imaging of small

defects.

D. Utilizing adaptive gates to eliminate the need for a baseline subtraction.
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