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P-type point contact (PPC) HPGe detectors are a leading technology for rare event searches in
germanium due to their excellent energy resolution, low thresholds, and multi-site event rejection
capabilities. α particles incident on the passivated surface of these detectors lead to a previously
poorly understood background. We have characterized a PPC detector’s response to α particles
incident on the sensitive passivated and p+ surfaces. The detector studied is identical to those in the
Majorana Demonstrator experiment, a search for neutrinoless double-beta decay (0νββ) in 76Ge.
α decays on most of the passivated surface exhibit significant energy loss due to charge trapping.
These waveforms are also distorted, with a delayed charge signature caused by the slow recovery of a
fraction of the trapped charge. This signature can be used to reliably identify α background events
on the passivated surface of the detector. In this measurement, this method is complementary to
existing rising-edge-based analysis methods of α identification. We demonstrate effective rejection
of all surface α events (to within statistical uncertainty) with a loss of only 0.2% of bulk events by
combining the delayed charge recovery (DCR) discriminator with previously-used methods. The
DCR discriminator has been used to reduce the background rate in the 0νββ region of interest
window by an order of magnitude in the Majorana Demonstrator, and is planned for use in the
upcoming LEGEND-200 experiment.
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I. INTRODUCTION

A. α Backgrounds in Neutrinoless Double Beta
Decay Searches

The discovery of neutrinoless double-beta decay (0νββ)
would indicate that neutrinos are Majorana particles and
that lepton number is not conserved. It could also provide
information on the absolute mass scale of the neutrino,
the source of the neutrino’s mass, and the origin of the
matter/anti-matter asymmetry of the universe [1–3]. This
radioactive decay would occur only rarely; sensitivity
limits from current experiments indicate that the half-
life is over 1026 yrs [4, 5]. Detecting it therefore requires
large-mass experiments with extremely low background
rates and the best possible energy resolution.

P-type point contact (PPC) High-Purity Germanium
(HPGe) detectors [6] are a key technology for rare event
searches, capable of detection thresholds below 1 keV and
energy resolutions of 0.12% (2.5 keV) at the 0νββ region-
of-interest of 2039 keV [7]. They have been used to search
for low-energy nuclear recoils from external sources, such
as in dark matter [8] and coherent neutrino-nuclear scat-
tering experiments [9], and in 0νββ searches, where the
detector itself is the source [5, 7]. The 0νββ experiments
using PPC detectors have the lowest background rates of
any of the currently-operating experiments [5].

A troubling source of backgrounds for such experiments
is the decay of radon isotopes and their progeny, partic-
ularly 222Rn, on or near the surface of the detectors.
Long-lived α-emitters such as 210Po are the most concern-
ing; the 138 day half-life of this isotope makes the use
of timing correlation-based rejection prohibitively high-
sacrifice, and if its decay is supported by the decay of
210Pb, the associated 22 year half-life will make the 210Po
rate approximately constant throughout the life of the ex-
periment. Since the α particle is emitted with 5.304 MeV
and that energy is easily degraded when passing through
even a thin layer of inactive material, it can appear in the
region of interest (ROI) around the 76Ge 0νββ Q-value
of 2.039 MeV.

Because the range of a 5.304 MeV α particle in germa-
nium is less than 20µm [10], all α decays from sources
outside the detector are considered surface events in HPGe
detectors. There is no evidence for bulk α events, which
would have to originate from contaminants in the HPGe
material. If these events did occur, they would not con-
tribute to the 0νββ ROI, since their full energy would be
deposited inside the detector.

In PPC detectors, the majority of the surface is covered
in a 1-2 mm thick lithium-diffused dead layer forming the
n+ contact [11], and is therefore completely insensitive to
α decays. The remaining sensitive surfaces are those of the

†† Present address: Jet Propulsion Laboratory, California Institute
of Technology, Pasadena, CA 91109, USA

central p+ contact region, formed by boron implantation
in the germanium bulk, and the passivated surface, a
∼ 0.1µm layer of amorphous germanium or silicon. The
dimensions of these regions depend on the chosen detector
geometry; two common designs are the Mirion 1 BEGe
PPC and ORTEC PPC detectors. The ORTEC PPC
detectors used in the Majorana Demonstrator have
a passivated surface that covers an entire circular face
of the detector, with area of approximately 30 cm2 per
detector.

The response of a PPC detector to events near the
passivated surface is difficult to predict, and depends on
the detector manufacturing process. Charge trapping has
been observed on similar surfaces in other Ge detector
geometries [12], but the charge collection properties can
differ depending on the surface treatment and field config-
uration. In the Demonstrator detectors, events have
been observed in which α particles originating on this
surface are significantly degraded in energy, appearing in
the 0νββ ROI, as discussed in Ref. [7]. We performed a
dedicated study of α interactions on this surface, leading
to more reliable models of the α energy spectrum and the
distinctive pulse-shape characteristics of these signals.

B. The Delayed Charge Recovery Effect

Based on the characteristics of α interactions, it appears
that charge mobility is drastically reduced on or near the
passivated surface. Therefore, a fraction of the charge
from these interactions is slowly released on the timescale
of waveform digitization, leading to a measurable increase
in the slope of the tail of the waveform.

An offline digital filter can be used to identify these
events, allowing for the efficient rejection of passivated
surface α events [7]. The goal of such a filter is to detect
the presence of slow charge collection occurring after the
bulk charge collection has been completed. This filter is
used to calculate the Delayed Charge Recovery (DCR)
parameter. In a waveform that has been corrected for the
electronic response function, this appears as a positive
slope of the tail, as seen in Fig. 1.

The delayed component of the surface α signal can
be modeled by considering the motion of electrons and
electron-holes near the passivated surface. In the “slow
surface drift” model [13], the electron component of the
signal from a surface event is restricted to move along the
surface of the detector, where its drift velocity is signif-
icantly lower than that of the electron-hole component,
which moves through the bulk in the usual fashion. Alter-
natively, in the “bulk trapping” model some fraction of
the electron-hole component may be trapped in a few-µm-
thick region just below the passivated surface and then
slowly re-released, dominating the observed slow charge

1 formerly Canberra
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FIG. 1. Baseline-removed and pole-zero corrected waveforms
from PONaMa-1 events, taken with the TUBE scanning sys-
tem. Both the bulk γ event (in blue) and the surface α event,
taken with the source incident at r= −7.5 mm (in red), have
2615 keV of energy. The waveform regions used to calculate the
DCR parameter for each waveform, determined as described
in Sec. II D, are indicated by the shaded boxes, shown in the
same color as the waveform they correspond to. The points
used for the drift time determination, determined as described
in Sec. II C, are indicated by the points.

collection behavior. In this case, the electrons can be
collected promptly, as they are in bulk events, collected
slowly, as in the slow surface drift model, or trapped at
the detector surface due to positive passivated surface
charge build-up, contributing negligibly to the signal.

In both cases, part of the energy of the event appears
as a normal, fast pulse, and the remainder of the charge
is collected slowly. The models can be distinguished by
their different predictions of event energy and DCR as
the position of the α interaction on the passivated surface
changes. A dedicated scan along a radial path of a PPC
detector’s passivated surface with a collimated α-emitting
source can distinguish between the two models. The bulk
trapping and slow surface drift effects may both be present,
with the radial behavior governed by the dominant effect.

The expected 0νββ sacrifice of the DCR pulse-shape
discriminator can be determined from single-site 228Th
events, as discussed in Ref. [8]. Its leakage (i.e. the fraction
of α events that are misidentified as signal-like events),
however, requires a priori knowledge of the number of
α events in the detector. Since the DCR varies as a
function of interaction position, the leakage can also vary
as a function of position, requiring additional knowledge
of the spatial α event distribution. A dedicated surface
scan using an α source of known activity is one of the
few reliable ways to measure the DCR discriminator’s
leakage.
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FIG. 2. A simplified cross-sectional view of the TUBE scanner,
showing key dimensions in millimeters. Details of the detector
cup, front-end electronics, and cold-finger are removed for
clarity. Both the detector holder (unlabeled) and the IR cup
are held at the ground potential, with an insulating spacer
placed between the detector holder and the n+ surface of the
detector, which is at high voltage.

II. EXPERIMENTAL SETUP AND
CALIBRATION

A. The TUBE Scanner

The TUM (Technische Universität, München) Upside-
down BEGe (TUBE) scanner is a custom-built cryostat
first made to study the backgrounds in GERDA due to
surface interactions on the p+ electrode and groove of
Mirion BEGe PPC detectors [14]. It allows a PPC detec-
tor’s passivated surface to be scanned with a collimated
source. Key aspects of the scanner design, following mi-
nor modifications needed for use with an ORTEC PPC
detector, can be seen in Fig. 2.

Measurements of the detector’s α response were taken
with a 40 kBq 241Am α spectrometry source, which was
mounted in a 1 mm-diameter collimator. The entire
68.9 mm diameter of the detector’s passivated surface was
scanned, save for a 6-mm “blind spot” on the detector
surface that is occluded by signal electronics components.
The p+ contact is only partially occluded by the signal
electronics. The 0◦ and 180◦ positions along the scanned
diameter are distinguished by assigning them positive
and negative radial positions. The source beam had a
1.8 mm-diameter spot size on the detector surface.

When calculated from the background-subtracted data
as described in Sec. III C, the average α event rate (includ-
ing only source positions where the beam is not occluded)
was 17.9± 0.5 mHz. This is consistent with the 17.6 mHz
expected rate derived from the collimator geometry and
manufacturer-cited source strength. A muon veto system
was used to reduce backgrounds from cosmogenic muons
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PONaMa-1 Properties
Diameter 68.9 mm
Height 52.0 mm
n+ Dead Layer Thickness 1.2 mm
Passivated Surface Diameter 60 mm
P+ Contact Diameter 3.2 mm
P+ Contact Depth 2.0 mm
Capacitance 1.8 pF
Depletion Voltage 850 V
Leakage Current 10 pA
Resolution at 1332 keV 2.05 keV

TABLE I. Dimensions and operating parameters of the
PONaMa-1 PPC detector. The dimensions were determined
by the detector manufacturer. The n+ dead layer thickness,
capacitance, depletion voltage, leakage current, and resolu-
tion were determined by the detector manufacturer and then
confirmed with independent measurements conducted as part
of the Majorana Demonstrator detector characterization
campaign [15].

at high energy. Events from both the detector and the
muon veto system were recorded with a Struck SIS3302
digitizer, sampling at 100 MHz with a trace length of
30µs. Offline analysis was used to reject multi-site events,
reducing the rate of background γ events, as described in
Sec. II C.

The scanned detector, named PONaMa-1 (PPC from
ORTEC made from Natural Material), was produced
by ORTEC. Its fabrication was identical and geometry
similar to the 76Ge-enriched detectors used in the Majo-
rana Demonstrator. The hemispherical p+ contact
was made by boron implantation and is 0.3µm thick. The
passivated surface covers nearly an entire circular face of
the crystal, and has a radius of 30 mm. The dimensions
and other key characteristics of the detector are given in
Table I.

See Appendix A for more details about the source,
collimator, and scanner.

B. Scanning and Calibration Measurements

The detector was operated with a bias voltage of 1050 V,
which is 200 V above the depletion voltage of the crystal.
Measurements were taken every 1.5 mm along a radius
with intermediate 0.75 mm points near the p+ contact
and passivated surface edge. Each measurement lasted
24 hours. Several multi-day runs were taken to study the
stability of the system, and a subset of scanning positions
were repeated non-contiguously to study the long-term
stability of the DCR parameters.

The data analyzed herein correspond to two deploy-
ments of the detector. The first deployment was a set
of scans taken over 217 days of continuous operation.
During this time, the detector was kept biased, cooled,
and under vacuum. After these 217 days, the detector
was warmed and the cryostat was opened. The source
position was adjusted to give a higher α event rate, and

the detector was put back into operation. The data from
this second deployment are used only for studies of the
detector response stability, and are not included in other
analyses.

The high ambient background rate allowed the energy
to be calibrated independently for each data set, without
the need for dedicated calibration runs. Additional runs
with 232Th and 228Th sources were also used to confirm
the energy estimation performance and calibrate pulse
shape discrimination parameters. For a description of
the calibration procedure and discussion of the detector
energy scale stability, see Appendix B.

C. Rising-Edge-Based Pulse Shape Discrimination
Parameters

In PPC detectors, the charge drift time varies dramati-
cally as a function of the interaction position. This prompt
charge drift forms the shape of the rising edge of the wave-
form. Pulse shape discriminators that are sensitive to this
portion of the signal can provide information including
the interaction location and whether interactions occurred
at multiple sites within the crystal. The rising edge is also
sensitive to changes in the electric field within the bulk
of the crystal. In the present analysis, one algorithm, A
vs. E, is used for multi-site γ background event rejection;
another, A/E, is used to identify near-point-contact α
events. These algorithms measure the peak value of the
current pulse (A), normalized with respect to the event
energy (E). They differ in how the normalization is ap-
plied, but are otherwise similar. Their implementation
is described in Refs. [16, 17]. A third algorithm, which
directly measures the drift time of the pulse, is used to
track the stability of the detector’s electric field over time.
α events are intrinsically single-site, since the particles

have short range in germanium. Ambient background
events, which are primarily high-energy γ Compton in-
teractions, are often multi-site. These backgrounds can
be reduced via the use of a multi-site event cut. The
most common techniques rely on the peak amplitude of
the derivative of the waveform (A, which corresponds
to the maximum signal current) as a function of energy
(E), which is reduced in multi-site events relative to its
value in single-site events. Applying a lower bound to this
rising-edge-based discrimination parameter preferentially
removes multi-site events. In this work, we use the A
vs. E algorithm described in Ref. [17].

A similar parameter, A/E [16], can be used to reject
(or select) near-point-contact events. The fast drift times
of these events increase their peak current values for a
given energy. Therefore, an upper-bound cut on A/E
preferentially cuts events that occur near the p+ contact.
See Refs. [18] and [14] for more discussion of this approach.

Fig 3 shows the A/E and A vs. E distributions with
respect to energy in a 228Th calibration data set. A vs. E,
which has higher signal efficiency at low energy, is used
to reject multi-site γ events, as in the analysis employed
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in the Majorana Demonstrator [17]. A/E is used
to identify near-point-contact events, as in the GERDA
experiment, where it is used to reject α and β surface
events [18]. A/E can also be used to identify multi-site γ
events, but it is not used for that purpose in this analysis.

A vs. E and A/E were calibrated based on two 228Th
calibrations, one taken at the start of data-taking and
the second taken following an observed gain shift. Both
are calibrated such that the lower-bound threshold cut on
the parameter accepts 90% of events in the 208Tl double-
escape peak. See Refs. [17] and [18] for more details.

The upper-bound bulk acceptance values of A/E are
calibrated using runs with no γ or α calibration sources
present. They are based on the acceptance of events with
energies between 1 and 2.63 MeV after the application
of a muon veto cut and a basic pile-up cut. No multi-
site event rejection cut is applied. The A/E distribution
is normalized so that the 99% acceptance value occurs
at a value of 1. With this normalization, the 99.9%
acceptance value of A/E is found to be 2.00± 0.05. A cut
of A/E> 1.5, which is used to select near-point-contact
events in the α energy analysis (see Sec. III A), is found
to accept 99.8% of events. As seen in Fig. 3, employing
a similar near-point-contact event cut in A vs. E would
require an energy-dependent upper threshold. Therefore,
A vs. E is not used to select near-point-contact events in
this analysis.

To study the electric field stability in the detector, as
described in Appendix E, we also compute the “t0 to t50”
drift time of each pulse. The start time of the pulse, t0, is
found by applying a trapezoidal filter with an integration
time of 1.5µs and a collection time of 1µs, identifying
the time at which the filtered pulse passes a fixed level
threshold of 5 ADC counts, and then correcting for the
trapezoidal filter timing offset. The 50% rise time of
the pulse, t50, is found by linearly interpolating between
sampled points and identifying the first time at which
the waveform crosses 50% of its maximum value. The
difference between the start time and 50% rise of the pulse
is taken to be the drift time. See Fig. 1 (left inset) for
an example. The t0 parameters were chosen to provide
sensitivity to the sharp initial rise of near-point-contact
events without being subject to noise, and the t50 point is
used to avoid the degradation of the drift time parameter
by the DCR effect itself.

D. Tail-Based Pulse Shape Discrimination
Parameters

In a PPC detector operated above its depletion voltage,
bulk events exhibit a sharp, step-like transition from the
rising edge of the waveform to its tail, as seen in the γ
event shown in Fig. 1. All of the charge collection occurs
promptly and ends at that transition. Passivated surface
α events, on the other hand, exhibit additional slow charge
collection after the prompt signal has ended. This DCR
effect can be measured via pulse shape discrimination

parameters that are sensitive to the shape of the waveform
tail.

To calculate the DCR parameter, the resting baseline,
taken to be the average ADC value of the first 5µs (500
samples) of each waveform, is subtracted from the wave-
form. Then the shaping effect of the pre-amplifier, which
adds a 44.390µs decay constant to the signal, is decon-
volved from each waveform. Second-order shaping effects
remain, but their effects are minimized by selecting wave-
form regions for the DCR calculation that are slightly
delayed relative to the end of the waveform rise.

The tail slope (δ) of each waveform is found from a
two-point slope calculation. This approach minimizes the
parameter computation time per waveform. It can be
expressed as:

δ =
V (t2)− V (t1)

(t2 − t1)
(1)

where V (ti) is the average value of the waveform (in ADC)
in the 1µs time window starting at ti. The first point,
t1, is 2µs after the 97% rise point of the waveform, and
t2 is set so that the second average is over the final 1µs
of the waveform. In this case, 30µs traces are recorded,
so t2 is set to be 29µs after the start of the waveform.
The delayed charge recovery continues beyond the end of
the digitization window. See Fig. 1 (right inset) for an
example.

This unnormalized tail slope δ gives the rate of delayed
charge collection. Ed, the energy that is collected as
delayed charge during the digitization window, is given
by:

Ed = attδ (2)

where a is the linear energy calibration constant and tt
is the length of the tail of the waveform (18µs, in this
case). Since the digitization window is limited to 30µs,
this measured delayed charge does not include all of the
delayed charge from each event. Given the limitations of
the digitizer used and the high ambient background rate,
the true total charge recovered cannot be measured in
TUBE.

The calculation of the normalized DCR value is based
on calibration data sets, which are contiguous sets of
228Th or 232Th calibration runs. Following the application
of a muon veto and basic pile-up cut, the distribution of
values of δ for single-site calibration events with energies
between 1000 and 2380 keV was fit with a Gaussian peak.
The fit range excluded the high-DCR tail. The 99% and
99.9% acceptance values of DCR are calculated from the
same event population.

The normalized DCR value is then given by:

DCR =
µ− δ
σ99

(3)

where µ is the centroid of the fit, δ is the tail slope,
calculated as in Eqn 1, and σ99 is the 99% acceptance
value of the shifted δ distribution.
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FIG. 4. The DCR distribution in a 228Th calibration data
set. Non-muon single-site events with energies between 1 and
2.63 MeV are used to calibrate the DCR parameter. The
centroid of a Gaussian fit (shown in red) is used to shift
the tail slope δ, and the distribution is normalized to the
99% acceptance value (in blue). The 99.9% acceptance value
(shown as a dashed violet line) is also provided for reference.

After parameter calibration, the mean value of DCR
is 0 and 99% of bulk events have DCR< 1. The 99.9%
acceptance value is 4.3± 0.9. The DCR parameter was
recalibrated during each 232Th or 228Th calibration run,
with calibration occurring every 2 to 4 weeks. The nor-
malized DCR distribution for calibration run events is
shown in Fig. 4.

We note that the delayed charge component of the
waveform tail observed is not truly linear; it is more accu-
rately fit by an exponential rise. Fitting an exponential

function to each waveform, however, adds computational
complexity to the waveform processing without measur-
ably improving α event rejection. Therefore the faster
first-order DCR algorithm given by Eqns. 1 and 3 is stud-
ied here. The full exponential fit can be used to find the
time constant of delayed charge collection, as discussed
in Sec. III B.

III. α EVENT RESPONSE

A. α Event Energy

By studying the measured energy of fixed-energy α
events at a variety of positions on the detector surface, we
can probe the mechanism of energy degradation. These
measurements can also be used to create more accurate
spectral models of α-emitting background sources in low-
background experiments such as the Majorana Demon-
strator.

241Am α events distributed in a broad peak are observed
for every source position incident on the passivated surface
or p+ contact. When the source beam is partially or
entirely incident on the p+ contact, an α peak in the
spectrum appears at nearly the full energy of the emitted
α. For positions incident on the passivated surface, the α
events are degraded in energy, with the peak energy and
width varying with radius.

Across most of the detector surface, muon veto, pile
up rejection, and multi-site rejection cuts are applied,
and the remaining α peak in the energy spectrum is
fit with a Gaussian function. For positions with radii
smaller than 6 mm, an additional pulse shape cut is used to
identify near-point-contact events, and the α peak fitting
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function contains an additional component accounting
for the peak’s low energy tail. At the smallest radii
(|r| < 3 mm), the Gaussian+tail model fit fails. For scans
with |r| ≤ 4.5 mm, an additional estimated energy range
of the observed α events is given, either in lieu of or to
supplement the description of the α energy spectra given
by the fit results. See Appendix C for details of the cuts
applied in each case and the peak fitting procedure.

All of the peak energies of the fits to the α energy spec-
tra are depicted in Fig. 5. For positions with the source
incident on the passivated surface, the full width at half
maximum (FWHM) of the α peaks ranges from 50 keV, at
large-radius positions, to 240 keV, at the smallest-radius
positions. At the p+ contact, the width of the peak is
narrower, with a FWHM of 21 keV.

The peak energies at the positive- and negative-radii
scanning positions have a discrepancy of up to 11%. The
bulk event energy scale, as measured with dedicated cali-
bration runs and environment background γ peaks, was
stable to within 1 keV (see Appendix B for more details).
This apparent asymmetry can be ascribed to the insta-
bility of the DCR parameter discussed at length in Ap-
pendix E. Subsequent measurements of the same scanning
position (with the source unmoved between the measure-
ments) demonstrate an average α energy peak drift of
0.2% per day, to increasing energies. The ordering of the
measurements matches the deviation seen in Fig. 5: mea-
surements began with small-magnitude negative radii and
moved to ever-larger-magnitude negative radii, followed
by measurements moving from large-magnitude positive
radii to small-magnitude positive radii. Scans of posi-
tive and negative small-radius positions were separated
in time by up to three months; these positions also show
the largest observed energy deviation. Minimal appar-
ent asymmetry is seen in scans of large-radius positions,
which occurred within one month of one another.

B. α Event Pulse Shape

Depending on the charge collection properties of the
detector at their point of incidence, α events can exhibit
distinctive pulse shapes in a variety of ways. Two com-
plementary discriminators, A/E and DCR, were studied
in the TUBE scans.

The A/E values of pulses in PPC detectors depend
strongly on the event incidence radius [19], rising as the
radius falls to 0. In detectors with small passivated surface
radii, α events therefore have anomalously high A/E
values, a signature used by the GERDA Collaboration
to reduce the impact of α backgrounds [18]. In these
measurements, the DCR effect reliably identifies α events
at large radii, where A/E loses sensitivity as an α event
discriminator. We study the value of DCR as a function
of position on the passivated surface to determine how the
expected α event rejection efficiency may vary depending
on the geometric distribution of α-emitting contaminants
and to provide a detailed comparison to rising-edge-based
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FIG. 5. The centroids of the α energy peaks in each data set;
certain positions were studied in multiple data sets. Negative
(positive) radius positions are indicated by blue downward-
pointing (red upward-pointing) triangles. For scanning posi-
tions with significant low-energy tailing, the black box depicts
the estimated full energy range of α events. At positions that
are partially or completely incident on the point-contact, an
additional peak appears at nearly the full incident α energy.
The vertical error bars (not visible) depict the uncertainty
in the peak position from the maximum-likelihood fit of the
peaks, and the horizontal errors depict the 0.75 mm estimated
uncertainty of the source position.

FIG. 6. The DCR and energy distribution measured with the
α source incident at r = 18.0 mm. The tail of events degraded
in energy and DCR is thought to be due to α’s that scatter in
the source or collimator. Events with low values of DCR are
caused by pile-up.

α event discriminators. These measurements also allow
us to study the mechanism underlying the DCR effect, as
discussed in Sec. IV.

In the DCR distribution for each data set with |r| ≥
4.5 mm, approximately 90% of α events fall in a Gaussian
peak. The remaining 10% of events have both degraded
energies and DCR values, as seen in Fig. 6. We find,
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FIG. 7. The centroids of the DCR peaks in each data set;
certain positions were studied in multiple data sets. Negative
(positive) radius positions are indicated by blue downward-
pointing (red upward-pointing) triangles. The vertical error
bars give the 5σ-width of the DCR distribution peaks, and the
horizontal errors depict the 0.75 mm estimated uncertainty of
the source position. The dashed (dotted) line indicates the
99% (99.9%) bulk event acceptance DCR cut.

however, that their DCR value and prompt energy have
the same ratio as those events falling in the energy peak.
Under the fixed-fraction models of DCR discussed in
Sec. IV, this is the behavior expected for α particles
that enter the passivated surface with reduced initial
energies. These events are likely due to scattering upon
exiting the source or in the collimator, rather than due
to detector response effects. Therefore, we disregard the
events falling outside the α energy peak when evaluating
the DCR response.

The DCR distribution for each scan is fit with a Gaus-
sian, and the underlying background events are fit with a
step function centered at the mean of the Gaussian. Given
an appropriate fitting range, the step function accounts
for the high-DCR tail of the bulk event distribution. As
in the analysis of the α peak energy, an additional pulse
shape cut is applied to select near point-contact events
when studying small-radius scans (in this case, those with
|r| < 3 mm). Events incident on the point contact itself
do not have a distinct peak in DCR. In this case, the
peak position is fit using an energy window in which the
α events dominate the spectrum; a 5σ window around
the peak energy is used. See Appendix D for details.

The DCR peak positions found in the fits are depicted
in Fig. 7, along with their 5σ peak widths. At positions
with |r| ≥ 4.5 mm, the DCR values of α events are con-
sistently much higher than those of background events,
and the DCR parameter is a highly efficient pulse shape
discriminator, as shown in Sec. III C.

The DCR values differ by up to a factor of 2 at the 0◦

and 180◦ scanning positions due to instability of the DCR
parameter over the course of scanning. As discussed in
Appendix E, several indicators of the passivated surface

conditions point to positive charge build-up over time,
driven by the incomplete α event charge collection. This
instability had a minor but measurable effect on the
observed energy of the α events, and a major effect on
the observed slow charge recovery rate (i.e. DCR). The
instability led to rising values of DCR over time, which
would improve the surface α rejection efficiency. The
surface charge instability did not affect the bulk event
charge collection efficiency or energy resolution, and is
expected to be minimal in low α rate environments like
those found in 0νββ searches.

To further study the charge collection properties at
the passivated surface, we perform exponential fits to the
tails of a set of pole-zero corrected waveforms from each
position included in the model fits. We limit the data
used to the first 3000 runs taken (1500 hours, taken over
the first 78 days of the first 151-day detector deployment),
to reduce the effects of the surface charge instability. The
average time-constant of delayed charge release, regardless
of the position on the passivated surface, is found to be
τ = 900 ± 100µs. If the rate of delayed charge release
remains constant over the full course of the event, this
implies that time required to achieve full charge collection
of an α event is approximately 5τ = 4.5 ms.

Since the magnitude of the DCR effect observed in this
detector is largest for events with large incident radii on
the passivated surface, it is highly complementary to the
A/E-based α rejection approach. The distributions of
α events incident at various radii in the A/E vs. DCR
parameter space (see Fig. 8) clearly show the expected
complementarity. At the smallest radii, the DCR effect
is small, and the α events are not well-separated from
bulk events in the DCR parameter space. These events,
however, have larger A/E than 99.9% of bulk events. At
larger radii, the reverse is true; the α events have large
DCR values and A/E values similar to those of many
more bulk events. This suggests that the combination of
the two parameters should provide effective α background
rejection with the lowest-possible bulk event sacrifice.

C. α Rejection Efficiency

Though the expected 0νββ sacrifice of the DCR pulse-
shape discriminator can be determined using readily-
available γ calibration data (see Ref. [8]), the rate at
which α background events are misidentified as signal-like
can only be determined from this dedicated α event study.
It is determined here as a function of radial position on the
passivated surface using both the DCR-only α rejection
approach and a combined DCR and A/E-based rejection
approach.

To calculate an α rejection fraction, we calculate the
excess counts in the 5σ region centered at the mean value
of the α peak energy before and after applying a cut
rejecting α events. The expected background rate is
determined from both a sideband window in the source
run and the spectral shape measured in a source-free data
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FIG. 8. The distribution of A/E and DCR values for a range of scanning positions (indicated by the color scale) and a data set
with no α source shining on the detector surface (in black). All single-site non-muon events with energies between 1 and 6 MeV
are included. The dashed blue line indicates the 99.9% acceptance value of A/E and the dotted red line indicates the 99.9%
acceptance value of DCR.
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FIG. 9. The energy spectra measured with the TUBE detector
without the α source incident on the passivated surface, in blue,
and with the source incident at r=18.0 mm, in red. Spectra
are shown before (the solid lines) and after (the dashed lines)
the application of the DCR cut.

set. The sideband window determination is described in
Appendix F. S and B are the signal and sideband regions
in the data set taken with the source, and C and D are

the corresponding regions, respectively, in the source-free
data set. The spectra before and after the application of
the α event rejection cut are indicated by the subscripts
u and c, respectively. See Fig. 9 for an example.

The α rejection efficiency is given by:

ε =
Sc − BuCc

Du

Su − BuCu

Du

. (4)

This is an expanded version of the sideband-subtracted
efficiency given in Ref. [17]; in this case, the source-free
runs give us additional information about the spectral
shape that can be used to constrain the background rate
in the signal region before and after the cut is applied.

Event counts (Su, Sc, etc.) are determined separately
in each data set, using the α signal energy windows and
pulse shape parameters found for that data set. Then all
Deployment 1 data sets taken at each particular source
incidence position are combined to give a single efficiency
evaluation for each position on the detector surface. The
measurements in different regions are independent of one
another, and given the low statistics, uncertainties are
assumed to be Poisson-distributed. The full binomial un-
certainty estimation is taken into account in the statistical
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α Event Cut Avg. Rej. (%)
99.9% bulk acc. DCR 95 ± 5
99% bulk acc. DCR 97 ± 6
99.9% A/E and 99.9% DCR 102 ± 8

TABLE II. The average α rejection efficiencies of each cut. All
included positions are weighted equally in the averages. The
uncertainties given are purely statistical, and assume that the
error at each scanning position is independent.

uncertainty. Due to a slight (1 to 2◦) misalignment of the
scanning and IR cup axes, the source beam is partially
occluded at large-magnitude negative radius scanning
positions. This leads to reduced α event rates and in-
creased statistical uncertainty at these positions. For
more discussion of factors affecting the uncertainty, see
Appendix F.

The α acceptance rates of three different α event cuts
are evaluated: the DCR cut is tested at bulk acceptance
rates of 99 and 99.9%, and a cut using both DCR and
A/E pulse shape parameters is also studied. In the latter
case, we apply both a 99.9% bulk acceptance DCR cut
and a 99.9% bulk acceptance A/E cut eliminating near-p+

contact events, for a total bulk acceptance of 99.8%.

The α rejection efficiency for each cut as a function
of passivated surface position is shown in Fig. 10. The
uncertainties shown are purely statistical. The average
rejection efficiency for each cut is also given in Table II.
Any weighting strategy that attempts to account for the
true incident α event rate at different positions on the
detector surface requires an assumption about the α event
source distribution and the effect of incidence angle. Since
the incidence angle effect was not studied in these mea-
surements and the source distribution depends on the
experimental setup, all included positions are weighted
equally in the average.

The α rejection efficiency in every scan with |r| ≥ 2 mm
is consistent with 100% to within 1.5σ. As expected, the
99% bulk acceptance cut has slightly higher average α
rejection capability than the looser 99.9% bulk acceptance
cut. Because the efficiency calculation is background-
corrected, it is found to be greater than 100% in some
data sets. This can occur if the true α rejection efficiency
is close to 100% and the background rate in the signal
window fluctuates to below its average value during a data
set. At the positions closest to the p+ contact, only the
combined DCR and A/E-based α identification parameter
is effective. Even in the relatively high-noise environment
of the TUBE cryostat, this combination of pulse shape
discriminators eliminates 100% of α background events
(to within the statistical uncertainty of the measurement)
across the entire detector surface with just 0.2% signal
event sacrifice.
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FIG. 10. The α rejection efficiency of three possible α event
cuts, applied at each scanning position. The efficiency of the
99% (99.9%) bulk event acceptance DCR cut is given by the
red (blue) points, with the average rejection efficiency shown
by the dotted red (dot-dashed blue) line. The black points
indicate the efficiency of an α event rejection cut using both
the DCR and A/E parameters, each applied at the 99.9%
bulk event acceptance level, with average rejection efficiency
shown by the dashed black line. The regions indicated here
correspond to the variables in Eqn. 4.

IV. MODELING THE α EVENT RESPONSE

Using a model of signal formation in the detector, we
can investigate the mechanism underlying the observed
α energy degradation and delayed charge effect. The
electron component of the α events contributes negligibly
to the observed signal and between 15 and 19% of the
electron-hole component is lost or slowed, depending on
the presence of a dead layer. Furthermore, we find that
the slow release of trapped electron-holes is responsible
for the DCR effect, with 10.2% of the “lost” electron-
hole component energy (1.9% of the total electron-hole
component of the events) recovered within the first 18µs
following the event.

The detector may have a true, fully inactive layer on
the passivated surface. Such a dead layer would affect
electrons and electron-holes in exactly the same way, and
the α energy loss incurred would not vary by position on
the passivated surface. The maximum allowable thickness
of this dead layer can be calculated from the maximum
observed energy of αs on the passivated surface, which is
4.746 MeV. Using the Bethe formula as calculated in the
NIST ASTAR database [10], we find that the maximum
dead layer that is compatible with our observations is
3.5µm thick.

In TUBE, the observed energy of α interactions varies
dramatically depending on the incident radius of the α.
This indicates that while a thin dead layer may be present,
charge loss must also be occurring. The radial dependence
of energy indicates that positive and negative charge
carrier contributions are affected differently. Therefore,
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we use a more sophisticated model of signal formation to
investigate the detector response to surface α events.

As described in Ref. [20], the Shockley-Ramo theorem
can be used to calculate the induced signal expected
at the point-contact of the detector, and can be used
to decompose the signal into the portions induced by
the positive and negative charges. Signals are simulated
using the mjd siggen software package [21], which has two
parts. From the known impurity gradient and geometry
of the detector, the electric field inside the detector is
calculated using the stand-alone mjd fieldgen software.
The mjd siggen software is then used to calculate the
expected total energy as a function of radius for events
occurring at the passivated surface of this detector. More
details on the pulse shape simulation of this detector can
be found in Ref. [22].

We limit the data used for fits to siggen-based models
of charge collection on the passivated surface to just the
first 3000 runs (1500 hours, taken over 78 days) of the
first 151-day detector deployment period. Using the data
from this period allows us to reduce the effect of the
surface charge instability while retaining measurements
from across a full range of radial source positions. The
energy and DCR peak positions found from fits of the
42 included data sets are averaged together by position,
with fit uncertainties summed in quadrature. Datasets
with r < 3 mm are excluded from the fits, since at these
scanning positions, the source is partially or fully incident
on the p+ contact.

The siggen charge collection behavior can be modified
to reflect various charge loss mechanisms. Several models
are considered:

• Energy Model 1: Charge collection for both elec-
trons and electron-holes occurs as it does for bulk
events. This model is provided for reference.

• Energy Model 2: Some fraction of each of the elec-
tron and electron-hole signals does not contribute to
the prompt energy. The fractions are held constant
with respect to radius but allowed to float indepen-
dently in the fit. This model matches the behavior
expected if both bulk trapping of the electron-holes
and slow surface drift of the electrons were con-
tributing to the prompt energy loss, with some mea-
surable fraction of the electron component collected
promptly.

• Energy Model 3: The electron component does not
contribute to the prompt energy, and a fraction of
electron-holes (held constant with respect to radius,
but allowed to float in the fit) is trapped instead
of being collected promptly. This model matches
the behavior expected if both bulk trapping and
slow surface drift were contributing to the prompt
energy loss, with none of the electron component
collected promptly.

• Energy Model 4: The electron component does not
contribute to the prompt energy, and electron-holes

are as they are in bulk events. This model matches
the behavior expected if electron drift on the passi-
vated surface were the only source of prompt energy
loss.

Models 2-4 are all potential behaviors exhibited by
a detector in which positive charges are present on the
passivated surface. The instability in the charge drift time
seen in these measurements (see Appendix E) confirms
that positive charges are accumulating on the surface over
the course of the scanning measurement.

Another category of energy loss models, corresponding
to Models 2-4 but with the signs of the charges reversed,
is also possible. In these models, electron-holes exhibit
surface drift, and are partially or entirely missing from
the prompt signal. Some fraction of the electrons can
also be trapped in the bulk. These models, which de-
scribe possible behaviors of a detector with a net-negative
charge on its passivated surface, lead to α energies that
fall with increasing incidence radius. Since this is oppo-
site to the behavior we observe, we did not study these
models in detail. Under different operating conditions,
however, negative charge build-up could occur, and these
models would be appropriate descriptions of the observed
behavior.

We also study a variation of Models 1-4 that allows
for the possibility of a fixed-thickness dead layer over
the entire passivated surface. Such a dead layer would
degrade incoming α particle energies by a fixed amount,
regardless of their position. In the case of Models 1 and
4, the dead layer thickness is set to its maximum allowed
value of 3.5µm. In the case of Models 2 and 3, it is
allowed to float. Table III summarizes which parameters
are held fixed and which are allowed to float in each
model’s fit. The variant of each model with an added
dead layer thickness is indicated by the addition of a ‘d’
to the model number.

Using only the centroid values from the passivated sur-
face α peaks, we minimize the residual sum of squares
between the model and the peak data. Since the sys-
tematic uncertainty associated with the charge collection
instability is not well-characterized and we cannot assume
that this uncertainty is Gaussian-distributed, the abso-
lute value of the reduced χ2

red (i.e. whether its value is
near 1) cannot be used to quantify the goodness-of-fit.
We can, however, use it for model comparison, and to
find the best-fit value for the electron-hole and electron
contributions in Models 2 and 3.

Models 1, 3, 4, and their dead-layer variants are shown
in Fig. 11a along with the average peak positions in the
data and the α energy ranges observed in the smallest-
radius data sets. The best-fit is found in Model 3, when
19% of the electron-holes are lost to charge trapping.

The addition of a dead layer does not improve the
goodness-of-fit, but it does result in a non-zero best-fit
thickness. In this case, the best fit is found when incident
α particles lose 245 keV upon entry, corresponding to a
dead layer that is 1.2µm thick, and 15% of the electron-
holes are lost to charge trapping. Though a thin dead
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FIG. 11. The results of siggen simulations of energy loss (left) and delayed charge recovery (right) of events occurring on the
passivated surface. The average values of spectral/DCR distribution fits to the data are given by blue circles, with blue boxes
indicating the α event energy range in cases where the peak position does not adequately capture the distribution shape.

E Model Free Param. Fixed Param.
1 None fe = 1, fh = 1, d = 0µm
1d None fe = 1, fh = 1, d = 3.5µm
2 fh, fe d = 0µm
2d fh, fe, d None
3 fh fe = 0, d = 0µm
3d fh, d fe = 0
4 None fh = 1, fe = 0, d = 0µm
4d None fh = 1, fe = 0, d = 3.5µm

TABLE III. A summary of the α energy response models
studied. fe and fh are the fraction of the electron and electron-
hole charge collection signals that contribute to the prompt
event energy, and d is the dead layer thickness.

layer may be present, these measurements are not able to
distinguish its effects from those of incomplete electron-
hole component collection. Future measurements of the
passivated surface with lower-range incident particles, like
low-energy γ and β sources, should allow us to study these
effects independently.

The preferred fit in Model 2 was found when the elec-
tron component of the signal was 0%. We can conclude
that if electrons do contribute to the measured prompt
energy, their effect is below the sensitivity threshold of
these measurements. Determining this contribution would
require measurements to be conducted using a setup with
a smaller source spot size on the detector surface, and
focusing on α’s incident at the smallest-radii positions.

Model 3 matches the observed α energy most closely,
but does not match the data exactly. A possible source of
the deviation is the instability, which is described in more

detail in Appendix E. As discussed there, the prompt
energy of the passivated surface α events increased over
time. This corresponds to a decrease in the electron-hole
trapping fraction over time or an increase in the fraction
of trapped electron-holes that are released within the
first 3µs of the signal. Variation in the trapping layer
properties as a function of radius could also be responsible
for some of the deviation. Both of these possibilities will
be explored in future measurements.

Given this near-match, we conclude that all or nearly
all of the negative charge is being trapped and/or slowed
for interactions near the passivated surface, and that a
fraction of the positive charge is also being trapped and/or
slowed. These behaviors occur for events on the passivated
surface regardless of the radial position of the interaction.
Events incident on the p+ contact, on the other hand,
do not show indications of significant charge trapping.
The average energy loss observed at these positions is
consistent with the loss seen in scans of the point contact
of BEGe-type PPC detectors [14], and corresponds to a
dead layer of 0.3 to 0.5µm.

Since we can conclude that both electrons and electron-
holes are trapped and/or slowed in passivated surface
events, the slow release of charges from either component
could be responsible for the observed DCR effect. We
consider the effects of both possibilities, and compare
them to total energy collected as delayed charge at each
scanning position. In this study, we disregard the effects
of a thin fully-dead layer at the passivated surface, which
would be minimal. The delayed energy is calculated
as given in Eqn. 2, which gives the amount of energy
collected as delayed charge in the first 18µs of waveform
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DCR Model Free Param. Fixed Param.
A ge, gh None
B ge gh = 0
C gh ge = 0

TABLE IV. A summary of the α delayed charge collection
models studied. ge and gh are the fraction of the electron and
electron-hole charge collection signals that contribute to the
delayed event energy.

digitization following the end of the prompt rise.
Three models of the DCR effect are considered:

• DCR Model A: Both electron drift on the passi-
vated surface and the slow release of electron-holes
are allowed to contribute to the energy released as
delayed charge. Each contributes a constant frac-
tion of the component’s total prompt energy, as
described below.

• DCR Model B: The DCR effect is caused by electron
drift on the passivated surface. The charge drift
velocity is constant for a particular drift direction
relative to the crystal axis, so the amount of delayed
energy recovered in the first 18µs is a constant
fraction of the electron component energy.

• DCR Model C: The DCR effect is caused by the slow
release of electron-holes that have been trapped in
the near-passivated-surface bulk region. They are
released at a fixed rate, so the amount of delayed
energy recovered in the first 18µs is a constant
fraction of the trapped electron-hole component
energy.

As in the case of the energy models, these correspond to
the potential behaviors exhibited by a detector in which a
net-positive charge is on the passivated surface. A differ-
ent set of models, with the signs of the charges reversed,
would be relevant if the behavior of the α energies in-
dicated that a net-negative charge was present on the
passivated surface.

As seen in Fig. 11b, siggen simulations of Models B
and C show opposite behavior as a function of the radial
position on the passivated surface. Table IV summa-
rizes the free and fixed parameters in each model. The
best-fit is found in Model C, when 10.2% of the missing
electron-hole component (i.e. 1.9% of the total electron-
hole component of the signal) is released during waveform
digitization. Adding the effect of a passivated surface
dead layer increases these fractions slightly, but does not
change the qualitative behavior. As in the energy degra-
dation model, the electron component contribution to the
delayed energy was driven to 0 in Model A. Slow electron
transport may also be occurring, but it contributes neg-
ligibly to the signal shape in the 18µs window studied
here.

Model B correctly predicts that low DCR values will be
observed at the smallest radii. Though the value of DCR
at each position changes over time in these measurements

(as discussed in Appendix E), DCR remains lower at small
radii than at large radii (see Fig. 15). This indicates that
though the electron-hole trapping and/or release rate may
be unstable, under the conditions found in the TUBE
scanner, electron-hole release is always responsible for the
DCR effect.

V. α BACKGROUNDS IN 76Ge 0νββ SEARCHES

The complementarity of rising-edge-based and delayed-
charge-based α background identification strategies moti-
vates the differing approaches taken by the Majorana
and GERDA collaborations. For detectors in which the
α-sensitive surface is small in radius, like those used in the
GERDA experiment, a drift-time-based PSD parameter
like A/E can be used as the sole strategy to reject α events
with minimal sacrifice. The enriched detectors used in
the Majorana Demonstrator, however, have much
larger-radius α-sensitive surfaces; the sacrifice induced by
such a cut would be unacceptably large. In this case, the
DCR parameter is a far more effective alternative.

In the Gerda Experiment’s point-contact detectors,
234 α events at high energy are identified in 5.8 kg yr
of exposure [18], indicating an α rate of at least
0.110 counts/(kg day). Since Mirion’s BEGe geometry
[19] (which has only a small annular passivated ditch
region) is used for the point-contact detectors, a cut on
high-A/E events can serve as the sole identifier of α events
[23]. This rising-edge-based cut incurs a fiducial volume
sacrifice of (2.69 ± 0.06)% in the 228Th double-escape
(DEP) peak, which is used as a proxy for 0νββ events
[24].

Given the larger-radius passivated region of the Ma-
jorana Demonstrator enriched detectors, a similar
approach would incur a sacrifice of over 10%. The DCR
method of α event identification, on the other hand, has a
sacrifice of between 0.8 and 3.1%, depending on the noise
conditions of the data set [7]. Using the DCR discrimina-
tor, an α rate of at least 0.276 counts/(kg day) is identified
between 1 and 5.5 MeV. Unlike the high-A/E discrimi-
nator, this method is relatively insensitive to near-p+ α
interactions; if all the events between 2.7 and 5.5 MeV that
are retained after the application of all analysis cuts [8]
are assumed to be due to α interactions, the unidentified
α’s contribute an additional 7.5× 10−3 counts/(kg day).
Based on the results shown above (see Fig. 8), the imple-
mentation of an additional rising-edge-based estimator
tuned to sacrifice 0.1% of bulk events would be expected
to eliminate this remaining background contribution.

However, the measurements described above indicate
that these events are unlikely to lie in the 0νββ ROI, and
should appear at higher energies unless they are signifi-
cantly degraded before reaching the detector surface. The
DCR cut is most effective at removing highly-degraded
passivated surface events, which are most likely to impact
the background rate in the ROI. These features are seen
in the spectrum of events identified as α interactions by
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FIG. 12. Energy spectra from the Majorana Demonstra-
tor’s enriched detectors, including all data from Datasets 0
through 6 [7]. The red lines indicate the events kept by all
other analyses (data cleaning, environmental, muon veto, mul-
tiplicity, and A vs. E multi-site cuts). The blue line shows the
events remaining after all cuts, including the DCR cut. The
inset shows the effect of the DCR cut in the background esti-
mation window. The regions excluded due to γ backgrounds
are shaded in green and the 10 keV window centered on Qββ
is shaded in blue.

the DCR PSD and in high-energy events remaining after
all cuts (see Fig. 12). The spectrum of identified α events
shows structure from 1 to 3 MeV, a feature that can be
used to constrain the spatial distribution of the α emit-
ters when building the full Demonstrator background
model.

Background projections based on the Majorana assay
program and simulations predict a flat background be-
tween 1950 and 2350 keV after rejecting possible γ peaks
within that energy range. We exclude ±5 keV ranges
centered at 2103 keV (208Tl single escape peak), 2118 and
2204 keV (214Bi), and 2039 keV (0νββ) from the back-
ground estimation window. In the remaining 360 keV
window, the use of the DCR discriminator reduces the
background rate from 69.5× 10−3 counts/(kev kg yr) to
6.1× 10−3 counts/(kev kg yr), over an order of magnitude
reduction [7].

The upcoming LEGEND experiment [25] will com-
bine techniques from both the GERDA and Majorana
Demonstrator experiments, including the use of both
rising-edge and DCR-based α rejection. LEGEND-200,
the first stage of this project, will use existing PPC detec-
tors of varying geometries, as well as new inverted-coaxial
detectors [26]. Our experience with PPC detectors demon-
strates that the effect of a large passivated surface has to
be taken into account when rejecting α events in analy-
sis, and that the unique charge collection properties at
this surface can help reduce the impact of such events in
low-background experiments.

We are also exploring the possibility of detector designs
that minimize or avoid passivation entirely. Further study
of these and existing BEGe-type detectors will focus on

the effectiveness of the DCR technique in these alternative
geometries. LEGEND, like GERDA, will use a liquid ar-
gon shield, potentially leading to 42K β background events
from the decay of 42Ar. Future studies of charge collection
near the passivated surface will determine whether these
events exhibit a DCR component, allowing them to be
identified.

VI. CONCLUSION

This paper presented data taken with a p-type point
contact detector produced by ORTEC that reproduces
the design of the Majorana Demonstrator enriched
detectors. The design of the TUBE cryostat and detector
mount allows the passivated surface and p+ contact of
the detector to be scanned using a collimated α source.
This enables a detailed study of the detector response to
backgrounds from surface deposition of 222Rn progeny on
parts and the detectors themselves. Due to degradation
of the α particle energy in inactive materials and poor
charge collection in the detector itself, these events can
be a significant background source in experiments like the
search for 0νββ in 76Ge. The work shown here, however,
demonstrates that these events can be effectively rejected
based on their pulse shape characteristics, with minimal
signal event sacrifice.

We find that α’s incident on the p+ contact do not
exhibit the DCR effect and are observed at nearly their
full energy. α’s incident on the passivated surface, on the
other hand, exhibit significant charge trapping and can
be highly degraded in energy, depending on their radius
of incidence. Modeling the process of signal-formation in
this detector, we find that the observed α event energies
are most consistent with a total loss of the electron-driven
component of the signal, and a loss of between 15 and
19% of the electron-hole-driven component. The energy
recovered as delayed charge in the first 18µs following the
prompt signal corresponds to a recovery of 10.2% of that
trapped electron-hole charge. The trapped electron-holes
appear to be released with a 0.9 ms time constant. The
sharply reduced energies and DCR effects measured at
these near-p+ positions suggest that electrons do not play
a significant role in the signal formation in the timescale
of digitization. The formation mechanism of the DCR
signal makes the DCR-based pulse shape discriminator
highly effective at identifying α events on the passivated
surface of the detector, particularly for α’s incident at
positions far from the p+ contact.

Subsequent measurements of this same detector in an-
other α event characterization test-stand have found oppo-
site behavior from that observed with the TUBE scanner,
with the DCR component of α events decreasing with
increasing event incidence radius 2. These measurements

2 F. Edzards, private communication.
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seem to indicate that the passivated surface becomes neg-
atively charged, instead of the positive charge build-up
we observe. This indicates that environmental conditions
may impact the observed α event response. In this case
the vacuum conditions are believed to play a major role in
the differing observed behavior, but future measurements
will also study the role of the chosen detector bias voltage
and the ground plane position.

Based on the presence of the DCR component and ex-
isting rising-edge-based α discrimination techniques, we
are able to reliably identify α events on all of the detector
surface with 102±8% efficiency, while incurring 0.2% bulk
event sacrifice. Both discriminators are expected to per-
form even more efficiently in the low-noise environment of
the Demonstrator. Using the combined discriminator
technique, we achieve a full order-of-magnitude improve-
ment in the bulk event acceptance rate over the approach
using only the rising-edge discriminator [18].

Applying the DCR technique in the Majorana
Demonstrator, we find that the background rate in the
0νββ ROI is reduced by an order of magnitude. Given the
observed position dependence of the reconstructed α en-
ergy, the spectrum of rejected α events should allow us to
identify the source of 222Rn backgrounds with appropriate
simulations in an upcoming full background model of the
Demonstrator. The Majorana Collaboration is also
developing an improved version of the DCR discriminator
that corrects for bulk-trapping effects, which is beyond
the scope of this paper. Further study will also determine
whether the DCR technique can be used to identify passi-
vated surface events in other detector geometries, like the
inverted-coaxial p-type point contact detectors planned
for use in the upcoming LEGEND experiment.
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Appendix A: Scanner Engineering and Operation

The scanner (seen in Fig. 2) consists of three main parts:
the cryostat, detector holder, and collimator assembly.
Details of the design of each aspect of the system are
addressed here.

The cryostat features a rail system that is mounted at
the top of the vessel, with a rotational feedthrough on
the side wall that allows the collimator radial position
to be changed while the system is under vacuum. The
collimator assembly is mounted to the carriage of this
rail system, which has a pitch corresponding to 1.5 mm of
travel for every turn of the spindle. A 6-mm “blind spot”
on the detector surface is occluded by the contact pin and
narrow plastic (polytetrafluoroethylene, or PTFE) holder
that also provides routing for the signal cable running
from the contact pin to the front-end electronics.

The source position was set by hand and recorded
throughout data-taking. Using this method, the uncer-
tainty in step size between scanned positions is less than
0.3 mm. The absolute position of the source is determined
by taking data with the source at half-turn (0.75 mm) in-
tervals near the edges of the detector. The α event rate
drops to 0 when the source beam is no longer incident
on the detector surface, and the results of these measure-
ments are combined with the known detector geometry
to determine the source position on the detector surface.
Given the 1.8 mm beam spot size, a finer-grained scan
would not improve the position determination. The re-
sulting uncertainty in the source position is 0.75 mm.

PPC detectors are highly infrared-shine sensitive, par-
ticularly with respect to their passivated surfaces; there-
fore the cryostat features multiple layers of IR shielding.
The detector is housed inside a copper infrared (IR) shield
(called the “IR cup”) with a 3 mm-wide slit running along

http://arxiv.org/abs/de-sc/0012612
http://arxiv.org/abs/de-sc/0014445
http://arxiv.org/abs/de-sc/0018060
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its diameter. This slit defines the axis that is scanned
along, as the source beam shines through it onto the de-
tector surface. Further shielding is provided by a cooled
copper “IR umbrella” shield, mounted on the tip of the
collimator and moving along with the source.

The IR cup shield is held at the ground potential,
and is located 10 mm above the detector’s passivated
surface. The combination of the IR cup and umbrella
shields restricts the vacuum conductance into the area
immediately surrounding the detector; though the vacuum
level of the cryostat was measured to be 2.4× 10−6 mbar,
it is possible that the vacuum at the detector itself may
have been worse by an order of magnitude.

The source used is a 40 kBq 241Am open source, with an
expected full width at half maximum for the 5.486 MeV
α peak of less than 20 keV. It held in the 53 mm-long
collimator and suspended from the carriage of the rail
system. The collimator bore is made of PTFE plastic,
with a 10 mm-thick copper end-cap, seen in Fig. 2. The
collimator is held at an incidence angle of 65◦, measured
relative to the plane of the detector surface. The spot size
of the source on the detector surface, which is calculated
based on the known scanner and collimator geometry, is
1.8± 0.1 mm in diameter.

Given the source strength and collimator geometry, a
source rate of 18 mHz (65 events/hour) is expected at the
detector surface. 84.8% of these events, corresponding
to a rate of 15 mHz (54 events/hour) should include a
5.486 MeV α emission. Another 13.1% of events include
a 5.443 MeV α emission [27]. If the energy resolution of
the α events is sufficiently reduced by interactions in the
passivated surface, these peaks will be indistinguishable,
and 98% of the total activity will lie in the observed peak,
for an expected signal rate of 17.6 mHz.

Since the scanner is operated near sea-level (480 m ele-
vation), the expected cosmic muon rate is approximately
620 mHz [28]. Given the low α source event rate, an
active veto system is used to reduce the cosmic muon
background rate. It consists of a 82× 60× 5.5 cm-thick
plastic scintillator panel coupled to a 2”-diameter pho-
tomultiplier tube, placed on top of the cryostat. This
reduces the muon background rate to 175 mHz in the
2.7 to 6 MeV energy region where muons dominate the
ambient background for these measurements.

Appendix B: Energy Calibration and Stability

Data from γ calibration runs and α scan runs are pro-
cessed with the same basic analysis pipeline. Waveforms
are baseline-subtracted using the average of the first 500
samples (5µs) to calculate the baseline offset. They are
pole-zero corrected for the dominant exponential decay of
the pulses, driven by the resistive feedback preamplifier.
The needed pole-zero correction is calculated by fitting
an exponential decay to the tail of 1000 pulses in the
2615 keV peak of a 228Th calibration run. The energy
of each pulse was calculated from the maximum energy

of a trapezoidal filter with an integration time of 8µs
and a collection time of 3µs. The long collection time is
chosen to avoid potential low-energy tailing in energy due
to ballistic deficit, and also leads to a stable energy scale
in spite of the drift time instability discussed in Appendix
E.

To calibrate the energy spectrum, fourteen peaks with
energies between 295 keV and 2615 keV are fit simultane-
ously with a Gaussian peak, low energy tail, negligible
high-energy tail, and step function centered at the Gaus-
sian centroid. This is the same peak shape function used
to fit the energy spectrum in the Majorana Demon-
strator analysis; see Appendix A of Ref. [29] for details
concerning the peak shape and the fitting procedure.

The Gaussian peak centroids (in keV) are constrained
to a quadratic function (in ADC), which is used to cali-
brate the energy scale. The quadratic component in the fit
function corrects for small (less than 1 keV) nonlinearities
in the digitizer response [30]. The remaining non-linearity
was measured by re-fitting the peaks with the peak cen-
troids floated independently from one another; all peaks
were fit to within 0.5 keV of their original positions. The
average FWHM at the 2615 keV peak for all data sets is
3.2± 0.6 keV. This resolution is similar to that obtained
during the initial detector characterization (see Table I),
and no attempts were made to further optimize the energy
resolution.

The energy stability, which was evaluated on a run-by-
run basis using ambient background peaks, was found
to be good, with an average shift in the 2615 keV peak
of 0.68± 0.60 ADC, corresponding to 0.92± 0.81 keV. A
single larger gain jump occurred halfway through data
taking, likely due to changing environmental conditions
(particularly room temperature) in the lab. All analysis
parameters were re-calibrated following this gain change
to avoid increased uncertainty due to the instability.

Appendix C: α Spectral Peak Fits

Events from the α scanning runs are processed with
the same analysis pipeline used for γ calibration events.
The analysis cuts applied for spectral analysis and the α
peak shape fitting functions used vary depending on the
incident radius of the α events.

For positions with radii larger than 6 mm in magnitude,
the mean α energy is larger than 2615 keV, limiting the
γ-interaction background contribution in the peak region.
See Fig. 13a for an example. Therefore, despite the low
α interaction rate, the peak can be clearly identified and
fit with a Gaussian peak and linear background spectral
component that accounts for surviving muon and pile-up
events, as shown in the inset of Fig. 13a. No cut in A/E
is used to select near-point-contact events in these data
sets; it is not necessary to clearly distinguish the α event
peaks in the energy spectra, and would in fact exclude
the α event population at the largest scanning radii.

At radii smaller than 6 mm, the α peak falls in an energy
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(a) Spectra taken without the α source incident on the
passivated surface (in blue), and with the source incident at

r=18.0 mm (in red). The α peak is fit with a Gaussian function
(see inset).
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(b) Spectra taken with the α source incident on the passivated
surface at r = −4.5 mm (in red, left inset), and with the source

incident on the p+ contact (r = −0.75 mm) (in blue, right
inset). The α peaks are fit with the combination of a Gaussian

and low-energy tail (see insets).

FIG. 13. TUBE energy spectra and fits to α peaks (in black),
with (bottom) and without (top) an additional cut to select
near-point-contact events.

region of high ambient background rates. Due to the low
α rate, the peak position cannot be identified without ap-
plying a pulse-shape cut to select the source events. A cut
of A/E > 1.5 selects near-point contact events (i.e. those
from the α source) while rejecting 99.8% of background
events. The α event peak is highly non-Gaussian, as in
Fig. 13b, because of the wide range of weighting potential
values sampled by the source beam width at small radii.
In these peaks, there is significant low-energy tailing, and
an exponentially-modified Gaussian tail is included in the
fit (see left inset of Fig. 13b).

In this case, the full function used to fit the peak is:

n(E) =
A(1− fT )√

2πσ
Exp(− (E − µ)2

2σ
)

+
AfT
2τ

Exp(
σ2

2τ2
− E − µ

τ
)Erfc(

σ√
2τ
− E − µ√

2σ
)

+mE + b

(C1)

where A is the amplitude (i.e. the total number of counts
in the Gaussian and tail functions), µ and σ are the mean
and standard deviation, respectively, of the Gaussian
function, fT is the fraction of the amplitude taken up by
the low-energy tail, and τ is the decay constant of the
tail exponential. m and b are the linear proportionality
constant and flat portion of the background, respectively.
fT is fixed at 0 for data sets with r ≥ 6 mm, which show
no low-energy tailing. More details concerning the peak
shape function and fitting procedure can be found in
Ref. [29].

At small radii, the source beam width spans a large
range of weighting potential values. In other words, the
the source spot size is large relative to the scale of the
potential gradient in the detector at these positions, and
therefore samples a larger range of electric field conditions.
This leads to smearing of the energy peak, which appears
as a significant low-energy tail. In these cases, the Gaus-
sian peak width does not give an accurate energy range for
the α events observed in these data sets. For scans with
|r| ≤ 4.5 mm, the estimated energy range of the observed
α events given in Fig. 5 is determined from the upper and
lower energy bounds of the high-A/E event population
that appears only in these α source runs. Since the events
occur very near to the point contact, they have reliably
high values of A/E.

The event rate at these positions that are fully or
partially-incident on the point contact is reduced due
to the occlusion of the p+ region by the contact pin.
Again, an A/E cut selecting near-point-contact events
(A/E> 1.5) is applied to reduce the muon background rate,
originally 0.1 events/hr/keV, by 2 orders of magnitude.
The peak shape is well-approximated by the sum of a
Gaussian and an exponentially-modified Gaussian. See
the right inset of Fig. 13b. In this case, the low-energy
tail of the peak is due to α energy loss in the 0.3µm-thick
dead layer found at the p+ contact surface.

Appendix D: DCR Distribution Fits

The DCR of each event is determined as described in
Sec. II D. In all data sets with the source incident on the
passivated surface, the distribution is fit with a Gaus-
sian, and the underlying background events are fit with a
step function centered at the mean of the Gaussian that
accounts for the high-DCR tail of the bulk event distri-
bution. The analysis cuts applied in fitting the resulting
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(b) The DCR distribution of single-site non-muon events with
energies between 0.5 and 6 MeV and A/E> 1.5 without the α

source incident on the passivated surface (in blue), and with the
source incident at r = 1.5 mm (in red).

FIG. 14. DCR parameter distributions and α peak fits. The
peaks are fit with the sum of a Gaussian curve and a step
function accounting for the tail of the bulk event distribution
(in black, see insets).

DCR distributions vary depending on the incident radius
of the α events.

The DCR spectra used for scans with |r| > 3 mm in-
clude all non-muon single-site events with energies be-
tween 1 and 6 MeV. For |r| > 3 mm, the energies of all
observed α events fall in this range. Furthermore, the
DCR value in the peak is sufficiently above the DCR dis-
tribution for normal events that the peaks can be clearly
distinguished, and the high-DCR peak can be fit without
any additional cuts (see Fig. 14a).

For data sets with |r| < 3 mm, the relevant energy range
extends below 1 MeV and the DCR values approach those
of γ background events, making the α event peak difficult
to distinguish. As in the fits to the energy spectra, a
pulse shape cut selecting near-point contact events (A/E
> 1.5) is applied to reduce the background rate and allow
a fit to the α events (see Fig. 14b). A broad energy range

of 0.1 to 6 MeV is included in the fit.
Events incident on the point contact itself do not have

a distinct peak in DCR when the broad energy range of
1 to 6 MeV is used. Instead, the peak must be fit using
an energy window in which the α events dominate the
spectrum; a 5σ window around the peak energy is used.
Due to the low event and background rate after these
cuts are applied, the peak is fit using only a Gaussian
distribution, with no underlying step function. This ap-
proach is used only for the data sets with r = −0.75 mm,
the source position at which the beam is entirely incident
on the point contact.

Appendix E: Surface Charge Instability

Throughout the 9 months of data-taking with PONaMa-
1 in the TUBE scanner, a variety of indications of surface
charge build-up in the detector were observed. Though
the drift time distribution of bulk γ events was affected
(see Fig. 16), the detector gain and calibration peak pulse
shapes are observed to be stable. This indicates that the
bulk charge collection efficiency was not affected by the
instability. The effect on surface α event energy and DCR,
however, was significant.

The leading candidate for the surface and near-p+-
contact charge build-up is charging of the detector surface
by the trapped change resulting from α interactions near
the detector surface. Passivated surface charge build-up
over time has been observed in other PPC detectors [12],
and our measurements of the observed energy indicate
that significant charge is being lost on or near the surface.
Another possible source of the charge build-up is poor
vacuum near the detector, due to poor vacuum conduction
in the cryostat.

A variety of radial positions were re-scanned after the
4 months of initial data taking were complete to study
the stability of the DCR response. In all of these mea-
surements, the α events exhibited higher DCR values in
the later data set. A thermal and vacuum cycle of the
detector reduced the DCR values at all scanning positions,
but it is unclear if the detector was completely restored
to its original state, as the DCR values at some locations
are larger than at the time they were first measured. The
energy of the α peaks followed the same pattern, though
with a smaller shift in magnitude, as seen in the top two
panels of Fig. 15.

The rise in both observed energy and DCR is self-
consistent; if trapped charge is being released more quickly,
as indicated by the higher values of DCR, a larger fraction
of that trapped charge will be collected promptly enough
to contribute to the measured energy (within the 3µs col-
lection time of the trapezoidal filter). The full magnitude
of the energy shift, however, cannot be accounted for by
the change in the constant trapped charge release rate
indicated by the shift in the DCR values. A non-constant
component of the release rate may be responsible for the
energy shift, or the fraction of the total charge that is
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FIG. 15. Stability studies of the surface charge conditions.
The thermal and vacuum cycle date is indicated by the dashed
line. Top: Energies of the α peak with the source incident
at several positions on the passivated surface, with positive
and negative-radii scans combined. Second from top: DCR
values of the α peak in the same data sets. The error bars in
the energy and DCR plots indicate the 3σ width of the peak.
Second from bottom: The long drift time peak centroid (see
fit results in Fig. 16) in each of the data sets displayed in the
upper panels. Bottom: The steady-state leakage current in
the detector, measured at the test point of the 2002c Mirion
preamplifier.

trapped could be changing along with its release rate.

The instability of the DCR parameter matches what
would be expected to occur if passivated surface of the
detector were becoming charged over time. There were
two additional indications of this charge build-up. The
steady-state leakage current of the detector, monitored
by measuring the leakage current test-point of the Mirion
2002C preamplifier, was 10 pA before deploying the de-
tector in the TUBE cryostat. Though the leakage current
was not recorded regularly during the beginning of the
first deployment, it was monitored after signs of DCR
instability were found. It increased dramatically over
the course of data-taking, as seen in the bottom panel of
Fig. 15, rising to 234 pA before thermal/vacuum cycling.
After cycling the system, it was restored to 12 pA, and
subsequently began to rise again.

Indications of surface charge build-up can also be seen
in the drift time distribution for all events. As seen in
Fig. 16, the distribution, which under normal operating
conditions is constant over time, became broader over
the course of data-taking. The collection time of the
trapezoidal filter was set to 3µs, long enough to avoid
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FIG. 16. The drift time distribution for all events with energies
between 1 and 6 MeV during two data sets with the source
incident at r = −4.5 mm, taken after 33 days of data-taking
(in blue) and 151 days of data-taking (in red). The peak of
(bulk) long drift-time events is fit with a Gaussian (in black)
to study the drift time stability over time. The small peak
seen at drift times less than 100 ns is due to the α events.

incurring ballistic deficit even under the longest drift-
time conditions. Therefore the bulk event energy and
calibration peak shapes, including the energy resolution of
the detector, were stable. The broadening of the drift time
distribution, which corresponds to rescaling the original
distribution by a constant, indicates that positive charge
is building up near the p+-contact, slowing the portion of
the signal created by electron-hole drift, which dominates
the drift time of bulk events.

To quantify the change in the drift time distribution
over time, we fit the peak of long drift time events with a
Gaussian, as shown in Fig. 16. When the centroids are
plotted in several data sets, as in Fig. 15, they show a
rise over time. The vacuum/thermal cycle of the system
restored the drift times to their original values. The rate
of rise in drift times during the second deployment was
larger than in the first deployment. This is consistent
with our hypothesis that surface and near-p+-contact
charge build-up driven by α interactions near the detector
surface is responsible for the instability, since the α event
rate was higher in the second deployment.

In lower α rate environments (such as the Majorana
Demonstrator, which has an α event rate at least 6
orders of magnitude lower than the TUBE rate), the insta-
bility of the drift time and DCR parameter due to charge
build-up is minimal. As is indicated by A vs. E stability
over the course of the Majorana Demonstrator data
sets (see Fig. 7 in Ref. [17]), no drift time rise over time
is observed in the Demonstrator. This indicates that
surface charge conditions in the detectors are stable.
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Appendix F: α Rejection Efficiency Determination
and Associated Uncertainties

Save for the exceptions discussed here, the data sets
are treated identically when determining their α rejection
efficiency. The expected background events are deter-
mined from the event rate in a 500 keV window starting
5σ above the centroid of the α peak. Only a high-energy
sideband window is used, since scattered α source events
contribute to the energy spectrum below the peak energy.

The α rejection efficiency at a given bulk sacrifice level
is sensitive to the noise in the system and to the quality of
the pole-zero correction, since these factors set the width
of the bulk-event DCR distribution. The uncertainty in
the efficiency is sensitive to the α event rate and any
changes in the background event rate over the course
of data-taking. The background γ rate at and below
2614.5 keV was far more variable than the cosmic µ rate
above this energy.

In two cases, the data sets taken at source positions of
r = −7.5 and -4.5 mm, the signal window is shrunk by 52
and 31 keV, respectively, to avoid the 208Th 2614.5 keV
peak region. In both cases, the signal region is narrowed

by less than 1σ in energy, and we still expect the efficiency
calculation to include over 90% of α peak events. In these
cases, including the γ background peak in the signal region
unnecessarily increases the statistical uncertainty of the
efficiency determination. In another case (the data set
with the source incident at r = −3 mm), the entire α
signal region overlaps with features of the background γ
ray spectrum; this data set is not included in the study of
α event rejection efficiency, since the resulting uncertainty
is very high (over 89%) in all cases.

In the data set with the source incident at r =
−2.25 mm, the calculated α event rate is found to be
unphysical, which indicates that there was an excess of
background events in the α energy window compared to
the rate expected from the sideband rate and the shape
of the source-free spectrum used for background subtrac-
tion. The partial occlusion of the source beam leads us to
expect a small number of α events at this position (about
150 in total), and their large energy range (see Fig. 5)
and the high ambient backgrounds at these energies make
relatively large fluctuations in the background rate likely.
The α rejection efficiencies are not given for this position,
and are not included in the average rejection values.
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A. Holtkamp, T. Hyodo, K. D. Irwin, K. F. Johnson,
M. Kado, M. Karliner, U. F. Katz, S. R. Klein, E. Klempt,
R. V. Kowalewski, F. Krauss, M. Kreps, B. Krusche, Y. V.
Kuyanov, Y. Kwon, O. Lahav, J. Laiho, J. Lesgourgues,
A. Liddle, Z. Ligeti, C.-J. Lin, C. Lippmann, T. M. Liss,
L. Littenberg, K. S. Lugovsky, S. B. Lugovsky, A. Lusiani,
Y. Makida, F. Maltoni, T. Mannel, A. V. Manohar, W. J.
Marciano, A. D. Martin, A. Masoni, J. Matthews, U.-G.
Meißner, D. Milstead, R. E. Mitchell, K. Mönig, P. Mo-
laro, F. Moortgat, M. Moskovic, H. Murayama, M. Narain,
P. Nason, S. Navas, M. Neubert, P. Nevski, Y. Nir, K. A.
Olive, S. Pagan Griso, J. Parsons, C. Patrignani, J. A.
Peacock, M. Pennington, S. T. Petcov, V. A. Petrov, E. Pi-
anori, A. Piepke, A. Pomarol, A. Quadt, J. Rademacker,
G. Raffelt, B. N. Ratcliff, P. Richardson, A. Ringwald,
S. Roesler, S. Rolli, A. Romaniouk, L. J. Rosenberg,
J. L. Rosner, G. Rybka, R. A. Ryutin, C. T. Sachrajda,
Y. Sakai, G. P. Salam, S. Sarkar, F. Sauli, O. Schnei-
der, K. Scholberg, A. J. Schwartz, D. Scott, V. Sharma,
S. R. Sharpe, T. Shutt, M. Silari, T. Sjöstrand, P. Skands,
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