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Abstract

Tropical Pacific climate and El Niño strength over the past five million years
By Sarah White

The tropical Pacific has an outsized influence on global climate – it is the center of the El Niño-Southern Oscillation (ENSO), the dominant source of interannual climate variability, and the seat of the West Pacific Warm Pool (WPWP), a major source of energy to the atmosphere. The future evolution of the tropical Pacific is unclear; the WPWP’s response to increased $pCO_2$ is not well constrained, and ENSO may either strengthen or weaken. To investigate ENSO's dependence on the mean climate, and on various positive and negative feedbacks, I collected paleo-ENSO data from time periods with different mean climate: the mid- and early Holocene, and the Pliocene. My data are based on Mg/Ca measurements of individual foraminifera from marine sediment cores from the central and eastern equatorial Pacific. By measuring many individuals in a sample, I reconstruct the distribution of temperatures. Differences in the warm “tail” of the distribution are attributable to changes in El Niño amplitude.

I found that El Niño amplitude was dampened (relative to the late Holocene) during the mid- and early Holocene and throughout the early Pliocene, whereas during the mid-Pliocene, El Niño amplitude varied on centennial and/or orbital timescales, in agreement with modeling studies. Though modeling studies agree on changes in past ENSO, they disagree on the mechanisms of change, and here the proxy data (on both ENSO and mean climate) provide key constraints for model
validation. The dampening mechanism best supported by proxy data, and which provides a unified explanation of our findings from all time periods, is that a deeper thermocline in the mid- and early Holocene and in the early Pliocene weakened the upwelling and thermocline feedbacks, thus weakening ENSO. This work highlights the importance of the thermocline, which should help predict ENSO’s response to anthropogenic change.

To investigate the WPWP’s response to varying $p\text{CO}_2$, I focus on the Pliocene, the most recent epoch in which $p\text{CO}_2$ was higher than preindustrial. Only two Pliocene temperature records exist from the heart of the WPWP, and they show different trends. The foraminiferal Mg/Ca-based SST record shows Pliocene WPWP temperatures similar to today, but the TEX86 temperature proxy indicates a WPWP cooling trend since the Pliocene. The TEX86 studies, which claim that Pliocene WPWP temperatures were warmer than today, echo the claims of modeling studies, which produce a warmer WPWP whenever $p\text{CO}_2$ is higher than preindustrial. Though much of the debate over Pliocene WPWP SSTs has focused on changes in seawater Mg/Ca, spatial variations in proxy agreement point to dissolution as a key factor. Dissolution, which imparts a cool bias to Mg/Ca temperatures, varies across ocean basins depending on $\Delta[\text{CO}_3^{2-}]$, the difference from the carbonate ion concentration needed for calcite saturation. By necessity, dissolution corrections use the modern value of $\Delta[\text{CO}_3^{2-}]$ for the entire record, so it is possible that Pliocene proxy discrepancies could stem from varying $\Delta[\text{CO}_3^{2-}]$ over time. To constrain the effect of
changing dissolution on the Mg/Ca SST record, I collected benthic foraminiferal B/Ca data (a proxy for Δ[CO$_3^{2-}$]) from the WPWP spanning the past 5.5 Myr.

I found no long-term trend in Δ[CO$_3^{2-}$] over the past 5.5 Ma, implying no dissolution bias in the trend of the Mg/Ca record. After accounting for changes in seawater Mg/Ca, I estimate the temperature of the WPWP during the Pliocene to be ~1°C warmer than today. As such, the 2-2.5°C trend shown in TEX$_{86}$ records is not supported by the Mg/Ca data, and likely stems from a bias in the TEX$_{86}$ data toward subsurface temperatures.
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Chapter 1: Introduction

This dissertation explores tropical Pacific mean climatic state and El Niño strength during warm periods of the past five million years (Myr), including the Holocene (modern to 11,700 years ago) and the Pliocene (2.58 to 5.33 million years ago, Ma). The El Niño-Southern Oscillation (ENSO) is the strongest mode of interannual variability in the modern climate. El Niño events are centered in the tropical Pacific, and affect precipitation and ecosystems throughout the Pacific basin. ENSO’s response to climate forcing from greenhouse gases or changes in insolation is unclear; models disagree on whether ENSO will strengthen or weaken with anthropogenic climate change [e.g. Chen et al., 2017; Christensen et al., 2013; Kim et al., 2014b]. Model studies also disagree on the reason for the disagreement [Chen et al., 2017; Ham and Kug, 2016; Kim et al., 2014a; Rashid et al., 2016; Zheng et al., 2016]. Paleo-proxy data on ENSO strength from warmer climates of the past are thus necessary to test the relationships between mean state and ENSO, and deduce the relative importance of various drivers and feedbacks in causing changes in ENSO. There are also gaps in our knowledge of tropical Pacific mean state, which must be filled in order to provide context for paleo-ENSO data and elucidate how the mean state itself responds to climatic forcing. Gathering proxy data to determine paleo-ENSO strength and constrain uncertainties in past mean state is thus a primary goal of this dissertation.

The Holocene provides an excellent test of the effect of changes in climate forcing on El Niño strength. During the mid- and the early Holocene, Earth’s
perihelion occurred during northern hemisphere autumn and summer, respectively, instead of during northern hemisphere winter as it does today. Studies using an idealized model found that an imposed warming in the tropics, such as that from increased insolation, caused dampened ENSO [Clement et al., 1996]. Dampered model ENSO appeared to be caused by “dynamical cooling” in the eastern equatorial Pacific, which increased the east-west temperature gradient across the Pacific basin and quelled incipient El Niño events [Clement et al., 1996]. The model was most sensitive to warming in late summer/early fall, leading the authors to surmise that higher September insolation in the mid-Holocene caused dampened ENSO [Clement et al., 1999]. However, the model used by Clement et al. was restricted to the tropics, so it inherently could not test extratropical mechanisms of ENSO change. Liu et al. [Liu et al., 2000] used a different idealized model to show that changes in insolation could force changes in ENSO strength via the thermocline, whose waters originate mostly in the southern extratropics. In this model, higher June insolation caused dampened ENSO by dampening the upwelling feedback (a positive ocean-atmosphere feedback that helps generate ENSO). This scenario was verified in a fully coupled general circulation model with transient forcing over the past 21,000 years [Liu et al., 2014]. The mechanisms proposed by Clement et al. and Liu et al. predict different timings of dampened ENSO during the Holocene: the Clement et al. mechanism calls for dampened ENSO during the mid- but not early Holocene, whereas the Liu et al. mechanism calls for dampened ENSO during both time periods.
Over the past 20 years, numerous researchers have gathered paleo-ENSO data, with emphasis on the mid-Holocene [Chen et al., 2016; Cobb et al., 2013; Conroy et al., 2008; Driscoll et al., 2014; Duprey et al., 2012; Koutavas and Joanides, 2012; McGregor and Gagan, 2004; McGregor et al., 2013; Moy et al., 2002; Rodbell et al., 1999; Sadekov et al., 2013; Thompson et al., 2017; Tudhope et al., 2001; Woodroffe, 2003; Zhang et al., 2014b]. Many records show dampened El Niño strength in the mid-Holocene, but studies disagree on ENSO strength in the early Holocene, such that the mechanism by which insolation influences ENSO is unclear. In 2013, a compilation of coral data was published that spanned the past 7,000 years and appeared to show no trend in ENSO strength at all, throwing the entire premise of insolation-forced changes in Holocene ENSO into question [Cobb et al., 2013]. Gaps and limitations in existing Holocene ENSO data prevent better understanding of ENSO’s response to climate forcing. Specifically, the paucity of data from the early Holocene makes it difficult to determine whether there is a trend in ENSO strength, and what its timing is. Also, many records of Holocene ENSO are based on precipitation proxies, and/or are sourced from the far eastern or western Pacific, so they do not directly record the sea-surface temperature (SST) anomalies in the equatorial band in the central and eastern Pacific that define El Niño events [Trenberth, 1997].

Chapter 2 of my dissertation fills these data gaps by collecting proxy data on paleo-SSTs from the central equatorial Pacific spanning the mid- and early Holocene. These data enable me to address the following questions: 1) Was there a trend in
Holocene ENSO strength that could be attributed to insolation forcing, and if so, 2) by what mechanism did insolation change ENSO?

The data for Chapter 2 are based on trace metal measurements of individual mixed-layer dwelling foraminifera. The ratio of magnesium to calcium in foraminiferal calcite is a proxy for calcification temperature; more magnesium substitutes into the calcite crystal lattice at higher temperatures [Lea et al., 1999]. By measuring many individual foraminifera in a marine sediment sample, I was able to reconstruct the distribution of temperature in the mixed layer during the time interval reflected in each sample. To extract information about El Niño strength from the temperature distributions, I constructed quantile-quantile (QQ) plots comparing each downcore sample to the most recent sample. Differences in the warm “tail” of the downcore distribution are attributable to changes in El Niño amplitude. Simpler metrics for analyzing distributions, such as standard deviation, are also affected by seasonality and so cannot isolate changes in El Niño.

I found that El Niño amplitude was dampened in both the mid- and the early Holocene, implying forcing of ENSO strength by June insolation [White et al., 2018]. This is consistent with modeling studies: Models with mid- and early Holocene boundary conditions unanimously show dampened ENSO due to changes in insolation. To determine which mechanism of change is best supported by proxy data, I undertook a compilation of previously published data on tropical Pacific mean state. The Liu et al. mechanism [Liu et al., 2000; Liu et al., 2014], which entails a weakening of the upwelling feedback due to insolation-forced warming of
thermocline source waters, is the mechanism best supported by existing proxy data 
[White et al., 2018].

To further test the importance of the thermocline in determining El Niño strength, and to explore the effect of other changes in mean state, I turned to the Pliocene. During the Pliocene, global average temperatures were 1.8°C to 3.6°C warmer than preindustrial [Haywood et al., 2013], and $pCO_2$ was higher than preindustrial and similar to current levels [Bartoli et al., 2011; Pagani et al., 2009; Seki et al., 2010]. SSTs in the eastern equatorial Pacific (EEP) were much higher than today [Dekens et al., 2007; Lawrence et al., 2006; Rousselle et al., 2013; Zhang et al., 2014a], but the West Pacific Warm Pool (WPWP) appears to have had a similar temperature to today [Wara et al., 2005] (though this interpretation has recently been called into question). Higher SSTs in the east and relatively unchanged SSTs in the west yielded a much lower zonal temperature gradient [e.g. Fedorov et al., 2013]. The tropical Pacific thermocline was also much warmer and/or deeper in the early Pliocene than today [Ford et al., 2012; Ford et al., 2015b; Seki et al., 2012; Steph et al., 2010]. As such, the Pliocene affords an excellent test of the importance of the thermocline feedback.

Limited proxy data are available on ENSO during the Pliocene. Published studies [Scroxton et al., 2011; Watanabe et al., 2011] report the presence of interannual temperature variability but do not quantify its strength relative to modern, and the data are from the far eastern and western Pacific, which are not the regions in which ENSO anomalies are defined. Published data are also very sparse, and none are
from the early Pliocene, the time period during which the thermocline was deepest [Ford et al., 2015b].

For Chapter 3 of my dissertation, I collected proxy data on paleo-SSTs from the eastern equatorial Pacific (ODP site 849) from eleven time periods during the Pliocene, with emphasis on the early Pliocene. I collected and analyzed data in the same manner as for Chapter 2. Small sample sizes motivated me to undertake a more extensive analysis of uncertainty than I did for Chapter 2. To this end, I developed the “false positive test,” a tool that builds on the Monte Carlo-based confidence intervals used in Chapter 2 to estimate the probability that a sample appearing to show dampened El Niño in fact came from a temperature distribution with the same ENSO as present.

I found that El Niño amplitude was dampened, relative to the late Holocene, throughout the early Pliocene. During the mid-Pliocene, ENSO amplitude varied on orbital and/or centennial timescales, with some samples showing dampened El Niño and some appearing similar to the late Holocene. These findings are consistent with previously published ENSO data and with modeling studies. The observed trend in EL Niño strength mirrors the long-term shoaling of the thermocline and strengthening of stratification in the EEP, pointing to thermocline conditions and the upwelling feedback as an important control on ENSO strength.

For Chapter 4 of my dissertation, I collected data to constrain the temperature of the WPWP during the Pliocene, which has recently been the subject of debate. The WPWP is an important source of sensible and latent heat to the atmosphere. Small
changes in SST have a large effect on convection and energy transfer to the atmosphere [Tian et al., 2001], and its sensitivity to increased $p$CO$_2$ is an important model validation target. It also provides important context for my paleo-ENSO work, because the temperature of the WPWP affects the east-west temperature gradient, which can influence ENSO strength [e.g. Clement et al., 1996].

Only two Plio-Pleistocene temperature records exist from the heart of the WPWP (at ODP site 806), and they show different trends. The foraminiferal Mg/Ca-based SST record shows Pliocene WPWP temperatures similar to today [Wara et al., 2005], but data based on the TEX$_{86}$ temperature proxy indicate a WPWP cooling trend since the Pliocene, differing markedly from the Mg/Ca record [Zhang et al., 2014a]. The TEX$_{86}$ study, which claims that Pliocene WPWP temperatures were warmer than today, echoes the claims of modeling studies, which produce a warmer WPWP whenever $p$CO$_2$ is higher than preindustrial [e.g. Christensen et al., 2013; Haywood et al., 2013; Hill et al., 2014].

Much of the debate over Pliocene WPWP SSTs and the disagreement between the Mg/Ca and TEX$_{86}$ proxy records has focused on changes in seawater Mg/Ca [Evans et al., 2016; Medina-Elizalde et al., 2008; O’Brien et al., 2014; Zhang et al., 2014a]. Although seawater chemistry changes may cause some bias in the foraminiferal Mg/Ca record at 806, it cannot explain spatial variations in proxy disagreement, which point to dissolution as a key factor. Dissolution has long been known to impart a cool bias to Mg/Ca temperatures [Brown and Elderfield, 1996; de Villiers, 2005; Dekens et al., 2002; Fehrenbacher et al., 2006; Johnstone et al., 2011;
Regenberg et al., 2014; Regenberg et al., 2006; Rosenthal and Lohmann, 2002].

Dissolution varies across ocean basins depending on \( \Delta[\text{CO}_3^{2-}] \), the difference between in-situ carbonate ion concentration at the seafloor and the concentration needed for calcite saturation. Foraminiferal Mg/Ca-based temperature records often employ a dissolution correction based on \( \Delta[\text{CO}_3^{2-}] \) [Dekens et al., 2002; Regenberg et al., 2014], but by necessity, they use the modern value of \( \Delta[\text{CO}_3^{2-}] \) for the entire record. Thus, it is possible that Pliocene proxy discrepancies could stem from varying \( \Delta[\text{CO}_3^{2-}] \) over time. To constrain the effect of changing dissolution on the Mg/Ca SST record, I collected benthic foraminiferal B/Ca data, a proxy for \( \Delta[\text{CO}_3^{2-}] \), spanning the past 5.5 Myr. I also collected new planktic foraminiferal Mg/Ca data from the same samples, so that the Mg/Ca data could be corrected for dissolution with contemporaneous (B/Ca-based) values of \( \Delta[\text{CO}_3^{2-}] \).

I found no long-term trend in \( \Delta[\text{CO}_3^{2-}] \) over the past 5.5 Ma, implying no dissolution bias in the trend of the Mg/Ca record. Changes in seawater Mg/Ca create a \( \sim 1.8^\circ \text{C} \) cool bias in the Pliocene Mg/Ca data, though with large uncertainty.

Overall, the WPWP was likely \( \sim 1.1^\circ \text{C} \) warmer in the Pliocene than today. The 2-2.5\(^{\circ} \text{C} \) trend shown in TEX\(_{86}\) records is not supported by the Mg/Ca data, and likely stems from a bias in the TEX\(_{86}\) data toward subsurface temperatures [Dong et al., 2015; Hertzberg et al.; Jia et al., 2012; Liddy et al., 2016; Richey and Tierney, 2016; Seki et al., 2012]. Simulations of mid-Pliocene climate showing a WPWP 1.5-2.0\(^{\circ} \text{C} \) warmer than today [Haywood et al., 2013] could be brought into agreement with my somewhat lower temperature estimate via changes in storm mixing or cloud albedo.
[Barreiro and Philander, 2008; Burls and Fedorov, 2014; Fedorov et al., 2010]. The east-west temperature gradient during the Pliocene was thus much lower than today, in keeping with the original claims of the Wara et al. [Wara et al., 2005] study.

Overall, my dissertation seeks to elucidate connections between climate forcing, tropical Pacific mean climatic state, and El Niño strength. Chapters 2 and 3 show that thermocline conditions are important in determining El Niño strength, and can explain changes in El Niño during both the Holocene and the Pliocene despite differences in climate forcing and other aspects of the mean state. Chapter 4 found that the West Pacific Warm Pool was about 1°C warmer in the Pliocene than today, suggesting that models may be underestimating processes that drain heat away from the warm pool. In sum, these findings should help guide modeling efforts to predict the tropical Pacific’s response to anthropogenic change.
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Chapter 2: Dampened El Niño in the early and mid-Holocene due to insolation-forced warming of the thermocline
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Key Points:

- Our new data show a reduced amplitude of El Niño events during the early and mid-Holocene.
- Overall, proxy data supports both a June insolation-forced trend in ENSO strength, and decadal-centennial variability in ENSO strength.
- The best-supported mechanism for insolation forcing of Holocene ENSO is a weaker upwelling feedback, due to a warmer/deeper thermocline.
Abstract

El Niño-Southern Oscillation (ENSO) dominates interannual climate variability, thus understanding its response to climate forcing is critical. ENSO’s sensitivity to changing insolation is poorly understood, due to contrasting interpretations of Holocene proxy records. Some records show dampened ENSO during the early to mid-Holocene, consistent with insolation forcing of ENSO amplitude, but other records emphasize decadal-centennial fluctuations in ENSO strength, with no clear trend. To clarify Holocene ENSO behavior, we collected proxy data spanning the last ~12 kyr, and find relatively low El Niño amplitude during the early to mid-Holocene. Our data, together with published work, indicate both a long-term trend in ENSO strength due to June insolation forcing and high-amplitude decadal-centennial fluctuations; both behaviors are shown in models. The best-supported mechanism for insolation-driven dampening of ENSO is weakening of the upwelling feedback by insolation-forced warming of thermocline source waters. Elucidating the thermocline’s role will help predict future ENSO change.

1 Introduction

El Niño-Southern Oscillation (ENSO) is a key source of interannual climate variability, with global impacts including drought, floods, coral bleaching, and decreased fisheries yield. It remains uncertain whether ENSO will strengthen or weaken in response to anthropogenic climate change [Christensen et al., 2013], due in part to a lack of understanding of ENSO’s sensitivity to external forcing and
tropical Pacific mean climate. This ambiguity stems from contrasting conclusions
drawn from Holocene proxy reconstructions of ENSO. Many reconstructions,
including those derived from individual foraminifera, precipitation-sensitive indices,
and corals/mollusks, show early and mid-Holocene dampening of ENSO; that is, El
Niño and La Niña events had a lower amplitude and/or were less frequent relative to
the late Holocene [Chen et al., 2016; Conroy et al., 2008; Driscoll et al., 2014;
Duprey et al., 2012; Koutavas and Joanides, 2012; McGregor and Gagan, 2004;
McGregor et al., 2013; Moy et al., 2002; Rodbell et al., 1999; Sadekov et al., 2013;
Thompson et al., 2017; Tudhope et al., 2001; Woodroffe, 2003; Zhang et al., 2014b].
These reconstructions implicate external forcing of ENSO amplitude by insolation.
However, recent compilations of many coral/mollusk records depict a Holocene
ENSO history dominated by decadal-centennial fluctuations, similar to that of the last
millennium [Cobb et al., 2003], with no long-term trend in ENSO strength
attributable to insolation forcing [Cobb et al., 2013; Emile-Geay et al., 2016]. In
contrast to the divergent interpretations of proxy data, modeling studies are
unanimous in finding that changing insolation dampened ENSO during the early and
mid-Holocene [e.g. An and Choi, 2014; Braconnot et al., 2012; Bush, 2007; Chiang
et al., 2009; Clement et al., 2000; Liu et al., 2014; Otto-Bliesner et al., 2003; Roberts
et al., 2014], while also showing high-amplitude decadal-centennial variability in
ENSO strength throughout the Holocene [Liu et al., 2014] similar to coral/mollusk
reconstructions [Cobb et al., 2013; Emile-Geay et al., 2016]. Although model studies
agree that changes in insolation dampened ENSO during the early and mid-Holocene,
they disagree on the mechanism. To validate model results, it is first necessary to develop a consensus view on Holocene ENSO behavior. If the balance of proxy data show a long-term trend in ENSO strength consistent with insolation forcing, then the mechanism by which insolation dampened ENSO can be assessed.

To determine whether there was a long-term trend in Holocene ENSO strength, we reconstructed temperature variability from individual foraminifera from the central equatorial Pacific during the Younger Dryas (YD) and the Holocene, filling key data gaps. Our new findings, together with published studies, provide strong evidence for a long-term trend of dampened ENSO during the early to mid-Holocene, consistent with insolation forcing, superimposed on high-amplitude decadal-centennial fluctuations in ENSO strength. This interpretation reconciles apparently divergent reconstructions of Holocene ENSO, and is consistent with model results. To test model-derived mechanisms for insolation-driven dampening of ENSO, we synthesized proxy data on Holocene tropical Pacific mean climate. We find that a weakened upwelling feedback, stemming from insolation-driven warming/deepening of the equatorial Pacific thermocline, is the best-supported mechanism for early and mid-Holocene ENSO dampening.
2 Methods and approach

2.1 Study site

We used marine sediment cores MGL1208-14MC and 12GC (0°S, 156°W, 3049 m depth) from the central equatorial Pacific, near the Line Islands (Figure S1), where the mixed layer is ~100 m deep and the thermocline is at ~150 m (Figure S2). Our site is ideal for studying ENSO; the seasonal cycle amplitude in the mixed layer is only ±0.4°C, whereas the average peak sea surface temperature (SST) anomaly during El Niño events is +2°C [Carton and Giese, 2008]. Therefore, ENSO dominates SST variability at our site, unlike locations further east [Thirumalai et al., 2013] (Figure S1). The modern SST distribution, based on the past 50 years of data [the SODA v2.1.6 dataset, Carton and Giese, 2008], shows that the warmest temperatures occur exclusively during El Niño events; seasonal variations are confined to the middle of the distribution. Further advantages of the site are that it lies within the Niño3.4 region, where ENSO events are defined [Trenberth, 1997], and enables side-by-side comparison to Line Islands coral records [e.g. Cobb et al., 2013].

2.2 Analytical approach

To reconstruct El Niño amplitude, we acquired Mg/Ca-based temperatures from individual tests of Globigerinoides trilobus, a mixed layer-dwelling foraminifer. We also measured Mg/Ca of pooled tests of G. trilobus through the Holocene and late deglaciation, to elucidate average mixed-layer temperatures at the site. Foraminiferal Mg/Ca was converted to SST using the Anand et al. [2003] multispecies calibration
with the Regenberg et al. [2014] multispecies dissolution correction. Radiocarbon
dates were generated for every interval with individual foraminiferal data. See
supporting information (SI) for details.

Foraminifera capture ~1 month “snapshots” of their environment, so by
measuring 70-90 individuals from each sample, we reconstructed a distribution of
SST representing monthly variability during seven time periods. Bioturbation
broadens the time interval represented in each sample to ~800 years, given a 5 cm
bioturbation depth [Trauth et al., 1997]. To compare the SST distribution in each
downcore interval to that of the coretop, we use quantile-quantile plots, following the
method of Ford et al. [2015a]. Quantile-quantile plots allow visual isolation and
comparison of certain parts of the distribution, enabling separation of ENSO-related
variability from seasonality, which is impossible with a simple metric such as
standard deviation. A distribution with less extreme warm temperatures (that is, the
warmest temperatures are not as far above the mean) indicates lower amplitude of El
Niño events, relative to the coretop. To highlight differences in the warmest quantiles,
downcore quantile data are normalized to the coretop distribution (Figure S3 and SI).

3 Results

3.1 Comparison of coretop G. trilobus temperatures to benchmark datasets
Individual G. trilobus-derived temperatures from the coretop (dated to 4030
YBP) agree with the modern temperature distribution in the mixed layer at our site
[Carton and Giese, 2008] (Figures 1 and S4, SI). This agreement implies that any bias from vertical migration or seasonal preference of the foraminifera is small. Our coretop data are also similar to contemporaneous coral data from nearby Christmas Island [Cobb et al., 2013] (Figure S5 and SI), enabling direct comparison of the datasets. To minimize systematic biases in G. trilobus temperatures due to bioturbation and other processes, we present all downcore data as deviations from the coretop rather than the modern SST distribution. Confidence intervals are estimated by resampling the empirical continuous distribution function of each sample using a Monte Carlo simulation (see SI for details).

Figure 1. G. trilobus as a recorder of modern temperature.
Quantile-quantile (left) and normalized quantile-quantile (right) plots of modern monthly gridded temperatures in the middle of the mixed layer (58 m depth) near our site, (the SODA v2.1.6 dataset, [Carton and Giese, 2008]), plotted versus individual G. trilobus temperatures from the coretop. The coretop matches the modern temperature distribution within 90% confidence intervals (gray region).

3.2 Sensitivity tests
Sensitivity tests, performed by manipulating modern temperatures from the SODA dataset [Carton and Giese, 2008] and subsampling them, show that our
method can detect a decrease in El Niño amplitude as small as 20%, within 90% confidence intervals, and that even a 50% decrease in seasonal cycle amplitude doesn’t affect the warmest quantiles. We also find that our observed trend in El Niño amplitude is unlikely to have arisen from random sampling of decadal-centennial variability in either ENSO strength [as described by Wittenberg, 2009] or in annual mean temperature [as described for the Line Islands region by Cobb et al., 2003] in the absence of a true long-term trend (Figures S6-S8 and SI).

3.3 Downcore temperature data

There is a clear trend in our individual foraminiferal data: the late Holocene and YD intervals are similar to the coretop, whereas the five early and mid-Holocene intervals have less extreme warm temperatures, significant at the 90% confidence level, indicating reduced El Niño amplitude (Figure 2). These findings remain significant at the 80% confidence level after accounting for 0.4°C uncertainty in each data point, which stems from instrumental uncertainty, intratest variations, differential dissolution, and changes in salinity (Figure S9 and SI). Our findings remain similarly significant if we use the late Holocene sample as the baseline for comparison, instead of the coretop (Figure S10). Long-term average Mg/Ca-derived SST estimates at our site show similar trends to those from the East Equatorial Pacific (EEP), with slightly lower temperatures in the mid-Holocene relative to the early Holocene (Figure S11).
Figure 2. Mixed layer temperature distributions from seven time intervals during the Holocene and YD at the Line Islands.

Normalized quantile-quantile plots show the difference of each downcore quantile from the coretop quantile (y-axis) versus the coretop quantiles (x-axis). Patterned region highlights quantiles attributed solely to El Niño events, where points below the zero line indicate reduced amplitude of El Niño events. Gray shaded region indicates 90% confidence intervals.
4 The Holocene history of ENSO

Our finding of reduced El Niño amplitude during the early and mid-Holocene, compared to the late Holocene and YD, is best evaluated in the context of previously published data and model studies, which are synthesized and presented in the following sections. Data (Table S3) from individual foraminifera, precipitation records, and corals/mollusks are consistent with models indicating both high-amplitude decadal-centennial fluctuations and a long-term trend in ENSO strength [Liu et al., 2014], and therefore provide evidence of insolation forcing of ENSO.

4.1 Individual foraminiferal records

Individual foraminiferal data in the EEP [Koutavas and Joanides, 2012] show strongly dampened ENSO in the mid-Holocene but more variability in ENSO strength during the early Holocene. This early Holocene variability was originally interpreted to indicate enhanced ENSO strength; however, it can also be explained by greater decadal-centennial variability in ENSO strength (section 4.3) superimposed on dampened ENSO on average, which agrees with similar data from a nearby site [Sadekov et al., 2013]. Eastern tropical Pacific warm pool subsurface temperatures show slightly dampened variability in the early Holocene, albeit not statistically significant [Leduc et al., 2009]. In any case, these subsurface data do not contradict our results since a deeper thermocline (section 5.1) can alter subsurface variability independently of changes in ENSO. In general, individual foraminiferal records are
consistent with dampened ENSO during the early to mid-Holocene, in agreement with our findings, and support insolation forcing of ENSO.

4.2 Precipitation-based records

Records of El Niño-related precipitation all show dampened El Niño in the mid-Holocene [Chen et al., 2016; Conroy et al., 2008; Moy et al., 2002; Rodbell et al., 1999; Thompson et al., 2017; Zhang et al., 2014b]. Some show dampened El Niño through the entire early and mid-Holocene [Moy et al., 2002; Rodbell et al., 1999] or very dampened El Niño in the mid-Holocene and moderately dampened El Niño in the early Holocene [Chen et al., 2016], but a few studies from a Galapagos lake indicate that El Niño was not dampened in the early Holocene [Conroy et al., 2008; Zhang et al., 2014b]. Overall, for the mid-Holocene, precipitation-based El Niño records agree with our results, but for the early Holocene, these records disagree among themselves and (in some cases) with our data, likely due to greater non-ENSO related precipitation variability in the early Holocene caused by meltwater forcing [Bush, 2007; Liu et al., 2014] (section 4.4). As such, precipitation data do not contradict dampened ENSO during both the early and mid-Holocene.

4.3 Coral and mollusk records

Several coral and mollusk records, which provide decades-long, monthly-resolved records of ENSO from discrete time intervals, show dampened ENSO in the
early and mid-Holocene [Carre et al., 2014; Driscoll et al., 2014; Duprey et al., 2012; McGregor and Gagan, 2004; McGregor et al., 2013; Tudhope et al., 2001; Woodroffe, 2003]. However, compilations of many such records depict a more complex picture, with substantially dampened ENSO from ~3-5 ka, and dampened ENSO on average but more record-to-record variability in ENSO strength during the early Holocene, which was argued to be inconsistent with a long-term trend in ENSO strength [Cobb et al., 2013; Emile-Geay et al., 2016]. The record-to-record variability likely reflects decadal-centennial variations in ENSO strength, as shown in proxy data from the last millennium [Cobb et al., 2013] and in unforced model runs [Wittenberg, 2009; Wittenberg et al., 2014]. These unforced short-term fluctuations were likely present throughout the Holocene, and may have been of similar magnitude to a long-term trend in ENSO strength from insolation forcing [Liu et al., 2014, shown in Figure 3d], making detection of a trend difficult [Liu et al., 2014]. In addition, there may have been forced decadal-centennial fluctuations in ENSO strength during the early Holocene (section 4.4), further hampering detection of a trend. Overall, the coral data can be interpreted as showing dampened ENSO on average during the early to mid-Holocene relative to the late Holocene, consistent with insolation forcing, combined with superimposed decadal-centennial variability in ENSO strength. These two behaviors are not mutually exclusive; both are shown in models [Liu et al., 2014].
4.4 Decadal-centennial forcings of ENSO strength during the early Holocene

Some of the observed decadal-centennial variability in early Holocene ENSO strength may have been forced by changing meltwater [Braconnot et al., 2012; Liu et al., 2014] or total solar irradiance [Marchitto et al., 2010]. Models find that increased meltwater in the North Atlantic strengthens ENSO [Braconnot et al., 2012; Liu et al., 2014; Timmermann et al., 2007]. At 10 ka, sea level was ~40 m lower than today [Bard et al., 1996], so meltwater pulses in the early Holocene could have created decadal-centennial periods of strengthened ENSO superimposed on a long-term insolation-forced dampening of ENSO. Meltwater pulses would also disrupt teleconnections between precipitation-sensitive proxies in the eastern Pacific [Conroy et al., 2008; Zhang et al., 2014b] and Nino3.4 SST, creating an increase in precipitation variability unrelated to ENSO [Liu et al., 2014]. Another potential source of decadal-centennial forcing is total solar irradiance, which varied more in the early Holocene than the mid- to late Holocene [Marchitto et al., 2010]. Changing solar irradiance is theoretically capable of affecting ENSO via ocean dynamical cooling [Emile-Geay et al., 2007], and is correlated with centennial-scale variations in early Holocene ENSO [Marchitto et al., 2010]. Overall, the apparent increase in decadal-centennial variability in early Holocene ENSO strength shown in coral/mollusk records [Cobb et al., 2013; Emile-Geay et al., 2016] is likely an accurate representation of ENSO’s behavior in response to a range of forcings. However, these short-term fluctuations cannot be taken as evidence for the lack of a long-term insolation-forced trend.
4.5 Model results

Model studies are unanimous in simulating dampened ENSO during the early and mid-Holocene [e.g. An and Choi, 2014; Braconnot et al., 2012; Bush, 2007; Chiang et al., 2009; Clement et al., 2000; Otto-Bliesner et al., 2003; Pausata et al., 2017; Roberts et al., 2014]. Model results from discrete time intervals are reported relative to preindustrial conditions, whereas our data are reported relative to the coretop (Figure 3). Despite the difference in baseline, our findings are consistent with model results because both fall on a Holocene-long trend in ENSO strength [Figure 3d, Liu et al., 2014] in which both the early and mid-Holocene had dampened ENSO compared to our two youngest samples. The Liu et al. [2014] results also show high-amplitude decadal-centennial variations in ENSO strength. Overall, model results are consistent with Holocene proxy data in showing a long-term trend in ENSO strength due to insolation forcing, superimposed on short-term fluctuations in ENSO strength. Importantly, models show that these different scales of variability are not mutually exclusive.
Figure 3. Reconstructions of ENSO in the context of model results, thermocline temperatures, and composite SST records from the WEP and EEP.
Wide shaded bars show sample intervals from this study, each spanning ~800 years; pink/blue indicate lower/similar amplitude El Niño events, respectively, to the coretop. Narrow bars show modeling results; dark pink/dark blue show reduced/similar ENSO to preindustrial, from modeling studies at 3.5 ka [Otto-Bliesner et al., 2003], 6 ka [An and Choi, 2014; Bush, 2007; Chiang et al., 2009; Otto-Bliesner et al., 2003], 8.5 ka [Otto-Bliesner et al., 2003; Roberts et al., 2014], 9 ka [Bush, 2007], 9.5 ka [Braconnot et al., 2012], and 11 ka [Otto-Bliesner et al., 2003], respectively. a) September (dashed) and June (solid) insolation at the equator [Berger, 1978]. b) Subsurface temperatures from P. obliquiloculata Mg/Ca in the WEP (light blue [Dang et al., 2012] and purple [Xu et al., 2008]), and N. dutertrei Mg/Ca in the EEP (dark blue [Sadakov et al., 2013]). c) Composite SST anomalies (with respect to average temperature 0-4 ka) from WEP Mg/Ca and coral Sr/Ca records (dark red), EEP Mg/Ca records (orange), and EEP alkenone records (olive green). Colored regions denote standard deviation of temperatures from all composited records. d) Transient model run forced with insolation, CO₂, meltwater, and ice sheets, showing standard deviation of SST in the Nino3.4 box bandpass filtered at 1.5-7 years [Liu et al., 2014] (thin gray line), and 700 yr smoothed model data (thick gray line).
5 Mechanism of observed trend in Holocene ENSO strength

In general, Holocene proxy data show dampened ENSO in the early to mid-Holocene relative to the late Holocene, consistent with insolation forcing of ENSO. This interpretation agrees with numerous modeling and proxy studies [e.g. An and Choi, 2014; Braconnot et al., 2012; Bush, 2007; Chen et al., 2016; Chiang et al., 2009; Clement et al., 2000; Koutavas and Joanides, 2012; Liu et al., 2014; McGregor and Gagan, 2004; Otto-Bliesner et al., 2003; Roberts et al., 2014; Rodbell et al., 1999; Tudhope et al., 2001]. Given data-model agreement, and armed with our new data compilation, we are now poised to address the question: by what mechanism did insolation dampen ENSO? We review three mechanisms, and test whether they are supported by proxy data of tropical Pacific surface and subsurface temperature. We also discuss the implications of June versus September insolation forcing.

5.1 Weaker upwelling feedback

One proposed mechanism for Holocene ENSO dampening is weakening of the upwelling feedback, caused by mean warming of the thermocline due to insolation-forced warming of southern subtropical/midlatitude surface waters [Liu et al., 2000; Liu et al., 2014; Roberts et al., 2014]. A warmer thermocline, with respect to SST, weakens stratification, decreasing the effect of upwelling on SST and weakening a key positive feedback that generates ENSO [Liu et al., 2014]. Thermocline waters in the equatorial Pacific are sourced from surface waters in the subtropics [Hanawa and Talley, 2001] and midlatitudes, with successively deeper layers of the
thermocline/sub-thermocline sourced from successively higher latitudes [Toggweiler et al., 1991]. Importantly, about three times more water is transported into the equatorial thermocline from the south than from the north [Johnson and McPhaden, 1999] because northern waters are blocked by the ITCZ [Johnson and McPhaden, 1999; Lu and McCreary, 1995]. These southern subtropical/midlatitude surface waters, centered on 120°W and ~20°S-40°S, subduct during austral winter when the mixed layer deepens [Hanawa and Talley, 2001; Johnson and McPhaden, 1999; O’Connor et al., 2002; Toggweiler et al., 1991; Wong and Johnson, 2003]. Therefore, the equatorial thermocline temperature is sensitive to SSTs in the subtropical/midlatitude South Pacific during austral winter, and would thus respond to changing June insolation [Liu et al., 2014].

Another thermocline-based mechanism for dampened early and mid-Holocene ENSO is that changes in insolation weakened the trades in late winter/early spring, allowing westerly wind anomalies to generate downwelling Kelvin waves [Karamperidou et al., 2015]. These waves reached the EEP by late summer/early fall and depressed the thermocline, weakening the upwelling feedback and dampening ENSO [Karamperidou et al., 2015]. Because modeled trade wind strength is tied to the subtropical highs [Karamperidou et al., 2015], this mechanism, as with the thermocline warming mechanism [Liu et al., 2014], is likely driven by changes in June insolation.

To test whether the weaker upwelling feedback mechanism is supported by proxy data, we examined tropical Pacific thermocline records. Subsurface
temperatures in the EEP and West Equatorial Pacific (WEP) show a warmer/deeper thermocline in the early Holocene and cooling toward present [Dang et al., 2012; Sadekov et al., 2013; Xu et al., 2008] (Figure 3b), with weaker EEP stratification in the early and mid-Holocene [data from Sadekov et al., 2013]. Subsurface temperatures on the Peru margin were also warmer in the early Holocene [Bova et al., 2015; Kalansky et al., 2015], consistent with evidence for a warmer early and mid-Holocene thermocline in the open ocean. The Karamperidou et al. [2015] mechanism predicts a deeper thermocline only in late summer/early fall, not in the annual average, but this likely aligns with seasonal bias in the proxy record, which emphasizes the upwelling season [Thunell et al., 1983]. No proxy records exist from the thermocline source region, but the nearest record (from the Peru margin at 30°S) shows peak SSTs in the early Holocene that cooled toward present [Kaiser et al., 2008], agreeing with equatorial thermocline records. Climate models also show warmer SSTs in the thermocline source region during austral winter/spring in the early and mid-Holocene, and show this warm anomaly subducting into the equatorial thermocline [Liu et al., 2014], mirroring modern observations [Wong and Johnson, 2003]. Overall, the idea that early and mid-Holocene ENSO dampening resulted from a weaker upwelling feedback due to a warmer/deeper thermocline is well supported.

5.2 Decreased air-sea coupling

Another proposed mechanism for early to mid-Holocene ENSO dampening is that insolation forcing caused cooler SSTs basin-wide, reducing air-sea coupling such
that a given SST anomaly produced a smaller atmospheric anomaly, stabilizing ENSO [e.g. An and Choi, 2014]. To assess whether cooler SSTs existed basin-wide in the early and mid-Holocene, we created composite SST anomaly records for the WEP and EEP (Figure 3), using published Mg/Ca and alkenone records (see Figures S11-S12, Table S4, and SI for details). In both the EEP and WEP, our Mg/Ca-based SST anomaly records show warmer SST in the early Holocene, contrary to predictions of cooler SST. However, as shown by [Gill et al., 2016], alkenone records diverge from Mg/Ca records in showing cooler early Holocene SST (Figures 3 and S11). While alkenone records support cooler early and mid-Holocene SST, the majority of reconstructions are based on Mg/Ca data and do not show cooler SSTs; as such, there is not clear support for the decreased air-sea coupling hypothesis [e.g. An and Choi, 2014].

5.3 Stronger Walker Circulation

An alternative explanation for Holocene ENSO dampening is that Walker Circulation was stronger, either because higher summer/fall insolation created a larger east-west SST difference [Clement et al., 2000; Koutavas and Joanides, 2012; Otto-Bliesner et al., 2003; Sadekov et al., 2013] or because the Asian monsoon and trade winds were stronger [e.g. Braconnot et al., 2012; Bush, 2007]. Evidence for a larger east-west SST difference in the early to mid-Holocene is unclear because Mg/Ca and alkenone records disagree in the EEP (Figure 3c). Comparing Mg/Ca data from the WEP and the EEP yields similar east-west SST differences in the early and
late Holocene, implying that enhanced Walker Circulation cannot explain dampened ENSO in the early Holocene. On the other hand, EEP alkenone data yield a higher east-west SST gradient during the early and mid-Holocene, supporting the Walker Circulation hypothesis. However, given the seasonality of alkenone production in the EEP [Leduc et al., 2010; Timmermann et al., 2014], the alkenone-SST estimates likely reflect winter conditions, which would not be expected to dampen ENSO [Clement et al., 2000]. For clarification, we turn to thermocline tilt, a better indicator of Walker Circulation strength than east-west SST difference [DiNezio et al., 2011].

Warmer early and mid-Holocene temperatures in both the EEP and WEP thermocline [Dang et al., 2012; Sadekov et al., 2013; Xu et al., 2008] suggest basin-wide warming and/or deepening of the thermocline, and do not support a steeper thermocline tilt and strengthened Walker Circulation.

Our conclusion that the stronger Walker Circulation mechanism is not well supported differs from other studies, which argue that changing east-west SST difference does explain variations in ENSO strength [Koutavas and Joanides, 2012; Sadekov et al., 2013]. However, Koutavas and Joanides [2012] rely on ENSO being dampened in the mid- but not early Holocene, contrary to our results, and Sadekov et al. [2013] combine temperature records from the EEP and the eastern tropical Pacific warm pool, which does not represent the EEP or Walker Circulation. Overall, considering our new early Holocene ENSO data and SST synthesis, the stronger Walker Circulation mechanism is not well supported.
5.4 June versus September insolation forcing

Because September insolation is always higher than June insolation at the equator, it was originally proposed as the driver of long-term changes in ENSO \cite{Clement et al., 2000}. Mechanisms that operate entirely within the tropics, including the decreased air-sea coupling and stronger Walker Circulation mechanisms, would thus be expected to produce changes in ENSO that follow September insolation timing. However, our finding of dampened ENSO during both the early and mid-Holocene implicate June, not September, insolation as the driver (Figure 3a). June insolation forcing implies an extratropical mechanism of ENSO dampening, supporting the weaker upwelling feedback hypothesis (including changes stemming from mean annual warming or seasonal deepening).

6 El Niño during the Younger Dryas

Our data from 12,170 YPB, during the YD, show similar El Niño amplitude as the late Holocene. Bioturbation, age uncertainty, and possible changes in sedimentation rate may mean that our sample contains some non-YD specimens; higher resolution data are needed to confirm our observations. However, our findings are in rough agreement with model results and individual foraminiferal records \cite{Liu et al., 2014; Sadekov et al., 2013}, which show slightly stronger ENSO. Similar or strengthened ENSO during the YD cannot be attributed to insolation; instead, it is likely linked to meltwater forcing. Models find that meltwater input to the North Atlantic amplifies ENSO via a southward shift of the intertropical convergence zone.
(ITCZ), which weakens the EEP seasonal cycle and thereby strengthens ENSO via frequency entrainment [Braconnot et al., 2012; Liu et al., 2014; Timmermann et al., 2007]. Data showing a southward shift in the ITCZ over the EEP during the YD [e.g. Benway et al., 2006] support this mechanism.

7 Conclusions

Our new Holocene ENSO data and synthesis supports the idea that changing June insolation dampened ENSO during the early and mid-Holocene. This forced evolution of ENSO was likely accompanied by large decadal-centennial variability in ENSO strength, as suggested previously. However, this variability does not preclude a long-term trend, as has been previously argued. The best supported mechanism for early and mid-Holocene ENSO dampening is a weakening of the upwelling feedback, due to insolation-forced mean warming or seasonal deepening of the thermocline. Mechanisms that invoke decreased air-sea coupling and stronger Walker circulation are not well supported by the data. Currently, the effect of stratification and upwelling relative to Walker Circulation is a source of disparity among predictions of ENSO under anthropogenic climate change [DiNezio et al., 2012]. Given the importance of the upwelling feedback in the Holocene evolution of ENSO, improving its representation in models should be a key target for improving predictions of ENSO behavior.
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Text S1. Analytical Methods

S1.1 Individual foraminiferal analyses

To reconstruct temperature variability, we measured individual *Globigerinoides trilobus* (i.e. *Globigerinoides sacculifer* without sac-like final chamber), which inhabits the mixed layer in the equatorial Pacific [Faul et al., 2000; Watkins et al., 1996]. Individual *G. trilobus* were analyzed for Mg/Ca by laser ablation-inductively coupled plasma-mass spectrometry (LA-ICP-MS) following the protocol of [Sadekov et al., 2009]. To avoid ontogenetic effects [Elderfield et al., 2002], we used a narrow size fraction (350-425 μm). Sample preparation was similar to that described in previous studies [Eggins et al., 2003; Sadekov et al., 2009; Vetter et al., 2013], and included sonicating each specimen in deionized water for two minutes and rinsing with methanol. The final chamber of the foraminiferal shell was then removed from the rest of the shell with a microspatula and mounted onto carbon tape for analysis.

Trace element analyses were performed with a laser ablation system (Photon Machines Analyte.193 with HelEx sample cell) coupled to a Thermo ElementXS inductively coupled plasma-mass spectrometer, using methods similar to [Ford et al., 2015a], which were based on those of [Eggins et al., 2003]. Specimens were analyzed from inner to outer shell surface, and data acquisition lasted on average 40-60 s. Four 50 μm spots were ablated from each specimen and analyzed for selected isotopes.
(11B, 24Mg, 25Mg, 27Al, 43Ca, 44Ca, 55Mn, 66Zn, 88Sr). Elemental ratios from the four ablated spots were averaged to get one representative value. Average intra-test standard deviation for Mg/Ca is 0.09 mmol/mol; specimens with a standard deviation >0.20 mmol/mol were not included in data. 27Al and 55Mn were used as indicators of clay and oxide contamination, and parts of the data traces that had peaks in these isotopes were removed before computing mean elemental ratios, as was the Mg peak associated with the inner surface of the shell. As such, our data should include very little influence from contamination.

NIST glass standard 610 was analyzed repeatedly throughout each analytical run, and was used to compute a time-varying, isotope-specific calibration which corrects for any slight drift in elemental intensities which occurs over the course of an analytical run. The NIST glass was analyzed at 4 Hz and 2.77 J/cm² laser fluence, with a mean value and 1σ standard deviation for Mg/Ca of 8.75 ± 0.06 mmol/mol (n = 333 over 26 analytical days). Carbonate standards and samples were analyzed at 4 Hz and 1.01 J/cm² laser fluence. Carbonate standard mean value and 1σ standard deviation for JCt-1, MACS-3, and JCp-1 for Mg/Ca was 1.20 ± 0.19 mmol/mol (n=404), 7.75 ± 0.44 mmol/mol (n=455), and 4.15 ±0.44 mmol/mol (n=108), respectively.

S1.2 Pooled foraminiferal analyses

Pooled samples of 50 G. trilobus specimens were analyzed to generate a record of average temperature through the Holocene and late deglaciation at the site. Samples (without sac-like final chamber, 350-425 μm size fraction) were gently
crushed, homogenized, and partitioned into aliquots prior to cleaning. Cleaning was performed according to the protocol of Martin and Lea [2002], which includes reductive and oxidative cleaning steps, a weak acid leach, and a final rinse in acid-cleaned vials. Mg/Ca analyses are performed on a PerkinElmer Optima 8300 inductively coupled plasma optical emission spectrometer (ICP-OES). Long-term Mg/Ca reproducibility (1σ) for an in-house liquid consistency standard (FLCS2, mean Mg/Ca=3.30) is 0.03 mmol/mol.

**Text S2. Mg/Ca temperature calculations**

To calculate temperature from foraminiferal calcite, we apply a multispecies dissolution correction to the measured Mg/Ca value [Regenberg et al., 2014], using a modern value of Δ[CO$_3^{2-}$] = 2 μmol/kg calculated with CO2calc software [Robbins et al., 2010], derived from temperature, salinity, and carbon system data collected on the CLIVAR P16 line at 0°N, 151°W [Feely et al., 2008]. We then apply a sediment trap-based multispecies temperature calibration [Anand et al., 2003], Mg/Ca = 0.38±0.02*exp(0.090±0.003*T), where T is temperature. Sixty-eight to ninety specimens were analyzed from each time interval; the number of specimens and average calculated temperature for each interval are shown in Table S1.

**Text S3. Radiocarbon age determination and age model**

Radiocarbon dates were generated for every sediment interval for which we collected single foraminiferal data, including the coretop and five downcore intervals (spaced every 5 cm) in core 14MC, and 24-25 cm and 28-29 cm depth in core 12GC. Radiocarbon ages were obtained from G. ruber, a mixed layer-dwelling species with
very similar depth habitat to the species used for individual foraminiferal analyses (G. trilobus). Samples were sonicated in DI water and rinsed with methanol, then prepared and analyzed at Lawrence Livermore National Laboratory’s Center for Accelerator Mass Spectrometry, following standard methodology in the graphite preparation lab. Radiocarbon ages were converted to calendar ages using the MARINE13 calibration [Reimer et al., 2013] within the CALIB7.1 radiocarbon calibration program [Stuiver and Reimer, 1993] (version 5.0), with a $\Delta R$ of $10 \pm 15$ years, based on data from nearby Christmas Island at $1.8^\circ$N, $157^\circ$W [Zaunbrecher et al., 2010]. We note that the true uncertainty in reservoir age may be higher, in light of modern coral studies from the tropical Pacific showing spatial and temporal variability in $\Delta^{14}C$ due to fluctuations in upwelling and circulation [Druffel and Griffin, 1993; Zaunbrecher et al., 2010]. Median calibrated ages, $1\sigma$, and $2\sigma$ ranges are given in Table S2.

The coretop was dated to 4030 cal YPB; downcore intervals were dated to 3,440, 4,890, 5,600, 6,900, 8,910, 9,730, and 12,170 cal YBP. The apparent age reversal in the top five centimeters is consistent with findings from other cores near the Line Islands [Lynch-Stieglitz et al., 2015], and is likely due to incomplete homogenization by bioturbation combined with coretop dissolution, which has been noted in this region [Berelson et al., 1997], and a generally increasing abundance of G. ruber downcore (Figure S13).

For the purpose of plotting bulk G. trilobus Mg/Ca-derived temperatures in Figure S11, ages were linearly interpolated between radiocarbon tie points, and
samples in the uppermost 5 cm of core 14MC (in which the radiocarbon data show an age reversal) are plotted as unconnected points, to connote uncertainty in the ages.

**Text S4. Statistical approach to reconstructing ENSO**

To visualize the data and facilitate comparison between different time intervals, we constructed normalized quantile-quantile (Q-Q) plots of the data (Figures 2 and S3). To calculate quantile values, an empirical continuous distribution function (ECDF) was constructed from each dataset, and the value of that function was interpolated at 2% intervals. To compare two datasets, the quantiles from each dataset are plotted against each other, forming a Q-Q plot (Figure S3c). If the two distributions are exactly the same, all the x-y pairs will fall on the 1:1 line; deviations from the 1:1 line show differences between the two distributions. Changes in slope indicate differences in the distribution (including standard deviation, kurtosis, or skewness). A change in average temperature with no change in the shape of the distribution will plot as a line parallel to, but offset from, the 1:1 line. A major benefit of QQ plots is that both axes have the same units as the original datasets (temperature). To emphasize differences between the two distributions apart from changes in the mean temperature, we present data in normalized Q-Q plots, in which we effectively move the 1:1 line to go through the average value of the comparison dataset, and then plot deviations from the new 1:1 line (Figure S3d).

In the mixed layer at our site, modern temperatures in the top three quantiles (>92\textsuperscript{nd} percentile) occurred exclusively during El Niño events [Carton and Giese, 2008]. We thus interpret data in these top three quantiles to be representative of El
Niño events, such that a relative decrease in the temperatures of these quantiles would indicate a reduction in the amplitude of El Niño events. This would appear on a normalized Q-Q plot as the warmest three quantiles plotting below the zero line. Temperatures from moderate El Niño events are found in the 40th through 92nd quantiles, along with temperatures from “normal” months; as such, variations in these quantiles cannot definitively be attributed to changes in ENSO, so our interpretations of ENSO are based only on the very warmest quantiles. Because La Niña events are not as different from “normal” seasonality as El Niño events, our data are not very sensitive to La Niña, so any change or lack of change in the cool tail of the distribution cannot definitively be attributed to changes in La Niña.

90% confidence intervals (gray region in Figures 2 and S3-S10) are estimated for every quantile in every downcore interval (y-values on normalized Q-Q plots), using a Monte Carlo simulation similar to that employed by Ford et al. [2015a]. Confidence intervals are calculated as follows: the 70-90 temperatures from the downcore interval are used to make an empirical continuous distribution function (ECDF). Monte Carlo datasets are generated by sampling at random points along the ECDF, such that 10,000 new datasets are created, each containing the same number of points as the measured distribution being resampled. Quantile values are calculated for each Monte Carlo dataset, and are sorted such that all 10,000 values for the coldest quantile are ordered from coldest to warmest, and so on for all 50 quantiles. The 500th and 9500th values for each quantile (top and bottom 5%) are then selected as representing the bounds of the 90% confidence interval.
We note that in individual foraminiferal datasets, bioturbation does not “smooth” variance, except by broadening the timeframe over which temperatures are sampled. This broadening may act to include more decadal-centennial variability in ENSO strength and/or average temperature in the sampled timeframe, effects which we explore in the sensitivity tests described below.

Text S5. Coretop G. trilobus data

S5.1 Comparison of coretop G. trilobus temperatures to modern temperatures

Our coretop G. trilobus temperature distribution agrees well (within 90% confidence intervals) with temperature distributions throughout the mixed layer in terms of the average temperature, standard deviation, and shape of the distribution, when compared to SODA data at fixed depths (5 m, 25 m, and 58 m, [Carton and Giese, 2008]). The coretop has a somewhat higher standard deviation than the modern temperatures, as expected given that the coretop spans a much longer period of time. The best match of our data to modern temperatures occurs at 58 m, which is consistent with regional estimates of G. trilobus calcification depth [Faul et al., 2000]; for this reason, we frame our results in terms of temperature variability at 58 m. However, because the modern temperature distribution at 58 m is very similar to that at 5 m, our results could just as reasonably be interpreted as reflecting SST. See Figure S4 for coretop-SODA data comparisons.

We note that any concerns regarding migrating depth of calcification in G. trilobus [e.g. Rosenthal et al., 2000] or seasonality in foraminiferal production are allayed by the good agreement of our data to year-round temperatures at a single
depth. In addition, our strategy of comparing all downcore data to the coretop distribution should account for any vertical movement of _G. trilobus_ or seasonality of production, provided these biases were similar during both time periods.

**S5.2 Comparison of coretop _G. trilobus_ temperatures to contemporaneous coral $\delta^{18}O$**

In an effort to test coretop _G. trilobus_ temperatures against contemporaneous (4030 YBP) SST variability, and to test individual foraminifera against corals as recorders of SST variability, we compared our coretop _G. trilobus_ Mg/Ca temperatures to two coral $\delta^{18}O$ records with monthly resolution from Christmas Island at 2°N, dated to 3433 to 3476 YBP and spanning 49 and 69 years, respectively [Cobb et al., 2013]. For the purpose of comparison, we transformed the $\delta^{18}O$ data into temperature, using the $\delta^{18}O$-temperature sensitivity of -0.18‰ per °C reported for Christmas Island corals of the same species by [Evans et al., 1998], and forcing the average temperature to equal that of today. Our assignment of an average temperature to the coral data does not impact the coretop/coral comparison because all data are normalized.

We find that the foraminiferal coretop temperature distribution is similar to the temperature distribution recorded by contemporaneous corals, within 90% confidence intervals (Figure S5, top row). To test whether the slightly greater variability observed in the foraminiferal distribution is due to the difference in location (foraminiferal data come from 0°N, 156°W, whereas coral data come from 2°N, 157°W), we compared unaltered SODA data from the two locations (Figure S5,
bottom row). The equatorial site has somewhat more variable temperatures than the Christmas Island site, which likely explains most of the slight difference between the foraminiferal and coral-derived temperatures.

Text S6. Sensitivity tests

To test our ability to detect various prescribed changes in ENSO, seasonality, and decadal-centennial variability in ENSO strength or annual mean temperature, we performed sensitivity tests by duplicating SODA data (which spans 50 years) to create a 800-year-long synthetic temperature record (to match the length of time represented in our sediment samples). We then altered ENSO, seasonality, or decadal-centennial variability in ENSO strength or annual mean temperature, and performed a Monte Carlo simulation of 10,000 subsamples of 70 data points to determine median results and 90% confidence intervals. The results are presented as normalized quantile-quantile plots in Figures S6-S8; details of each sensitivity test are given in figure captions.

Large decreases in ENSO are easily detected, and even a decrease of as little as 20% in the amplitude of El Niño anomalies can be detected using our method, within the 90% confidence interval (Figure S6). A 50% decrease in the amplitude of the seasonal cycle does not affect the warmest quantiles, and yields no significant change in any part of the distribution (Figure S6e), boosting confidence in the attribution of changes in the very warmest quantiles to changes in El Niño. Because La Niña anomalies are smaller than El Niño anomalies, we can only detect large (50%) reductions in the amplitude of La Niña anomalies with 90% confidence (Figure
S6f). For this reason, we focus our discussion on changes in El Niño amplitude through the Holocene.

We simulated decadal-centennial variability in ENSO strength by increasing or decreasing the amplitude of ENSO anomalies in some 50-year blocks of SODA data but not others, and then subsampling the entire synthetic timeseries (800 years for these tests). When subsampling a hypothetical 800 year timeseries with 50-year periods of increased and decreased ENSO but no net change, we found that most subsamples would show no significant change, but some extreme subsamples (near the edges of the 90% confidence interval) would show a spurious increase or decrease (Figure S7). Even with moderate or extreme net decreases in ENSO, as long as there remain some extreme high temperatures in the timeseries, some subsamplings will capture these extremes and show no apparent net change in ENSO (Figure S7). However, the probability of getting a spurious trend is extremely low. If there was no real trend in ENSO through the Holocene, such that the probability of finding increased, decreased, or similar ENSO as the coretop was the same (1/3) for every time interval, then the probability of getting our result of “same, decreased, decreased, decreased, decreased, decreased, same” is $(1/3)^7 = 0.05\%$.

To test whether our method might mistake decadal-centennial variability in annual mean temperature for changes in ENSO, we altered the annual mean temperature in some 50-year blocks of SODA data but not others, and then subsampled the entire 800-year synthetic timeseries. Coral data from Palmyra (northern Line Islands, 6°N) show that annual average temperature varied by ±0.3°C
on decadal-centennial timescales during the past millennium [Cobb et al., 2003], so we tested the effect of ±0.3°C, ±0.5°C, and ±1°C changes in annual mean temperature. We find that small changes in annual mean temperature within a sample interval (±0.3°C and ±0.5°C) have a very small effect on the subsampled data (Figure S8). Only the ±1°C trial produced results that might be mistaken for changes in ENSO, but this is a much larger change in annual mean temperature (on decadal-centennial timescales) than expected for our site.

Text S7. Accounting for additional uncertainty in individual foraminiferal Mg/Ca temperatures

S7.1 Instrumental uncertainty and intra-test variability

The instrumental uncertainty of the LA-ICP-MS Mg/Ca measurements, taken from the 1σ error on measurements of the NIST 610 standard, is ~1%. This corresponds to 0.11°C for a foraminiferal Mg/Ca value of 5.0 mmol/mol using the [Anand et al., 2003] temperature calibration. There is also some variability in Mg/Ca among the 4 spots measured on each foraminiferal test chamber. The average standard deviation among spots was 0.09 mmol/mol, and tests with a standard deviation among spots >0.2 mmol/mol were not included in our data analyses. A standard deviation of 0.2 mmol/mol yields a standard error on the calculated mean value for each foraminiferal test of 0.1 mmol/mol. Using this as a conservative reflection of measurement uncertainty on individual foraminifera, we calculate a 1σ uncertainty of 0.225°C for a foraminiferal Mg/Ca value of 5.0 mmol/mol. This error includes the instrumental uncertainty, which is inherent in each measurement.
Note that the Anand et al. [2003] Mg/Ca temperature calibration used here specifies a 1σ uncertainty of 1.2°C due to scatter in the original calibration data, which adds to the error in our absolute reported temperatures. However, given the good agreement of our coretop data with both the modern SST distribution and contemporaneous coral data, it appears that this uncertainty does not add further random, uncorrelated variance to our data and thus does not change the relative comparison between downcore data and the coretop. Also, we are explicitly accounting for measurement uncertainty and salinity effects, which are included in the calibration uncertainty. As such, this absolute error introduced in the temperature conversion does not affect our overall interpretation of changes in El Niño amplitude because we compare centered distributions that are unaffected by the absolute temperature.

S7.2 The effect of salinity on *G. trilobus* Mg/Ca

Several studies have found a small effect of salinity on foraminiferal Mg/Ca [e.g. Hönisch et al., 2013; Khider et al., 2015]. However, variations in salinity at our study site are subtle enough that they have only a small impact on our calculated temperatures. The past 50 years of reanalysis data near our site shows that monthly salinity values have a standard deviation of only 0.15 psu, including ENSO variability [Carton and Giese, 2008]. Salinity changes related to El Niño events are inconsistent; some events have higher salinity, some have lower, and the anomaly often changes sign over the course of the event [Carton and Giese, 2008]. The salinity anomaly during the peak El Niño SST anomaly is similarly inconsistent between events.
[Carton and Giese, 2008]. Overall, the average salinity during both El Niño and La Niña events is 0.02 psu lower than average [Carton and Giese, 2008].

For these reasons, salinity variations at the site act to create a small amount of random noise in the foraminiferal Mg/Ca data, instead of biasing the representation of El Niño events specifically. Using the *G. sacculifer* Mg/Ca sensitivity of 4.7% per psu reported by [Hönisch et al., 2013], the noise added by salinity variations at the site equates to ±0.07°C (1σ).

**S7.3 The effect of variations in sediment pore water chemistry on individual foraminiferal Mg/Ca temperatures**

Dissolution has long been known to create a cold bias in foraminiferal Mg/Ca-derived temperatures [Brown and Elderfield, 1996; de Villiers, 2005; Dekens et al., 2002; Fehrenbacher et al., 2006; Johnstone et al., 2011; Regenberg et al., 2014; Regenberg et al., 2006; Rosenthal and Lohmann, 2002]. For this reason, we apply a dissolution correction to all our foraminiferal temperatures, based on the deviation of carbonate ion concentration at the seafloor near our site from that required for calcite saturation, Δ[CO3²⁻]. This correction is based on modern measurements of carbonate system parameters, and thus does not account for possible variations in Δ[CO3²⁻] over time. However, temporal changes in Δ[CO3²⁻] do not affect our interpretation because we normalize all our data, so any bias in average temperature imposed by a change in Δ[CO3²⁻] is removed in our analysis.

It is still possible, however, that slight differences in pore water chemistry at the centimeter scale could create differential dissolution among individual
foraminifera in a sample. Porewater data from the central equatorial Pacific [Jahnke et al., 1982] on $\Sigma$DIC and alkalinity variations within the upper centimeters of sediment show changes in $\Sigma$DIC and alkalinity of up to 100 $\mu$mol/kg. These differences correspond to changes in [CO3$^2-$] (and thus $\Delta$[CO3$^2-$]) of 2.5 $\mu$mol/kg, as calculated in the CO2calc software [Robbins et al., 2010]. Using ±2.5 $\mu$mol/kg as a (likely upper-end) estimate of differences in $\Delta$[CO3$^2-$] within a sediment sample, we calculate a resultant difference in temperature of ±0.3°C, as applied to a foraminiferal sample with measured Mg/Ca of 4.0 mmol/mol.

S7.4 Modeled effect of overall uncertainty in individual foraminiferal Mg/Ca temperatures

When all sources of uncertainty (measurement uncertainty, changes in salinity, changes in $\Delta$[CO3$^2-$]) are added in quadrature, the total 1σ uncertainty is 0.4°C.

To explore the effect of this uncertainty on our data analysis, we performed Monte Carlo simulations to add 0.4°C of random noise to each downcore data point. In detail, we created vectors of random Gaussian-distributed “noise” with a mean of 0°C and a standard deviation of 0.4°C, then added noise to each data point before constructing the empirical continuous distribution function (ECDF) of the dataset. We did this 300 times with different noise vectors to yield 300 noisy ECDFs. We then resampled each ECDF 300 times at 70 random points (or 84 points, etc., depending on the number of points in the original dataset) along the distribution to create 300 synthetic datasets from each of the 300 noisy ECDFs, yielding 9,000 Monte Carlo
realizations. Quantile values were calculated from each dataset, and for each quantile, were ordered from coldest to warmest. The 450th and 8550th values were chosen to bound the 90% confidence intervals, and the 1125th and the 7875th values were chosen to bound the 80% confidence intervals. Results are presented in Figure S9. Our findings of reduced El Niño amplitude during the early and mid-Holocene remain significant at the 80% level.

**Text S8. Composite SST records for the WEP and the EEP**

To better assess temperature trends in the WEP and the EEP, we created composite SST anomaly records for both regions from 0-15 ka. In the WEP, we used planktic foraminiferal Mg/Ca records and one coral Sr/Ca record. We did not include records from the South China Sea or the Indian Ocean, because these regions are not representative of the west Pacific warm pool, the most relevant region for ENSO. We also did not include alkenone records near their 28.5°C saturation point [Conte et al., 2006]. One alkenone record, from core MD06-3075 [Fraser et al., 2014], is nearly co-located with a Mg/Ca record from core MD98-2181 [Stott et al., 2007], and shows the opposite trend, with warming from early to late Holocene. This alkenone record was not included in our composite anomaly record because its trend is opposite to the Mg/Ca records, but it is included in Figure S11 for reference.

For the EEP, we constructed separate records for planktic foraminiferal Mg/Ca and alkenone data, because Mg/Ca and alkenones likely record different seasons in that region [Leduc et al., 2010; Timmermann et al., 2014]. Mg/Ca records included those based on *G. ruber* and *G. sacculifer* (both surface-dwelling). We did
not include records from the eastern tropical Pacific warm pool or the Peru Margin in our compilation, because these regions are not representative of the EEP. Figure S11 shows all original data from each site, along with our pooled _G. trilobus_ Mg/Ca based temperature record (not included in the WEP or EEP compilations). Figure S12 shows site locations, and Table S4 lists original references for all temperature records that comprise our composite anomaly record.

To create the anomaly records, we first normalized all the data in each record to its own average temperature during the past four thousand years. We then reduced each record to 500-year resolution by averaging data points within 500-year bins. If no data existed within a given 500-year bin, the value for that bin was left blank. To create composite SST anomaly records, we averaged all binned values from each region or proxy. As such, data from all sites is weighted equally. In Figure 3, the composite anomaly records are presented with a 1σ confidence interval (shown as shaded color regions), calculated from the standard deviation of temperatures in each 500-year bin.
Figure S1. Site locations.

Location of cores used in this study and published ENSO records, numbered as they appear in the text: individual foraminiferal records (stars), precipitation records (triangles), coral/mollusk records (circles). Background map shows the proportion of SST variability from seasonality, calculated from the standard deviation of monthly SSTs from the HadISST1 dataset [Rayner, 2003]. Cool colors indicate dominance of interannual and longer timescale variability. White lines delineate the Niño3.4 box.
Figure S2. Temperature-depth profiles.
Temperature-depth profiles near the study site, showing averaged data from “normal” (non-El Niño/La Niña) months, plus peak anomalies during the 1997-1998 El Niño and the 1998-1999 La Niña events. The El Niño/La Niña profiles are somewhat diachronous, since anomalies in the subsurface lead those at the surface by a few months. The mixed layer is ~100 m deep, and the thermocline (centered on the 20°C isotherm) is ~150 m deep. The depth habitat of *G. trilobus* at the study site (shaded bar) is within the mixed layer. Data from [Carton and Giese, 2008].
Figure S3. Interpretation of data using normalized quantile-quantile plots.
The distribution of Mg/Ca-based *G. trilobus* temperatures from the coretop can be plotted in a histogram (a) and compared to a downcore distribution of *G. trilobus* temperatures (b). Note that in this example, the downcore distribution is warmer than the coretop overall, but has relatively less extreme warm temperatures. These features can be seen in a quantile-quantile plot of the data (c). To emphasize differences in the distributions separate from changes in average temperature, we normalize the quantile data to the dashed line in (c), yielding the normalized quantile-quantile plot in (d). Gray region shows 90% confidence intervals, estimated by Monte Carlo simulations.
Figure S4. Mixed-layer temperatures and *G. trilobus* data.
Quantile-quantile (left) and normalized quantile-quantile (right) plots of modern monthly gridded temperatures near our site at 5 m, 25 m, and 58 m depth from the SODA v2.1.6 dataset [Carton and Giese, 2008] plotted versus individual *G. trilobus* temperatures from the coretop. Bottom row duplicates Figure 1 in the main text. The best match of coretop to modern temperatures occurs at 58 m, but the match is similarly good (within 90% confidence intervals, gray region) at all depths, after accounting for small differences in average temperature.
Figure S5. *G. trilobus*-coral comparison.

(Top row) Comparison of coretop *G. trilobus*–based temperatures to nearby contemporaneous coral δ¹⁸O-based temperatures. Coral δ¹⁸O data is from Christmas Island at 2°N, 157°W from two specimens dated to 3946±18 YBP and 4080±16 YBP and spanning 49 and 69 years, respectively [Cobb et al., 2013]. (Bottom row) Comparison of modern temperature distributions [Carton and Giese, 2008] at our study site (0°N, 156°W) and at Christmas Island. The top row shows that foraminiferal temperatures are slightly more variable than those recorded by the corals, though not significantly, and much of the difference can be explained by the difference in location, as shown in the bottom row.
Figure S6. Sensitivity tests: ENSO and seasonality.
Sensitivity performed on SODA data near our site from 58 m water depth [Carton and Giese, 2008], plotted as normalized quantile-quantile plots. Gray region shows 90% confidence intervals. a-b) 50% and 20% (respectively) reduction in the amplitude of the temperature anomaly during each El Niño month, with respect to the average seasonal cycle; c) 50% decrease in the amplitude of the seasonal cycle, calculated by taking each non-El Niño or La Niña month and adding half the difference between that temperature and the annual mean; d) 50% reduction in the amplitude of monthly La Niña temperature anomalies, with respect to the average seasonal cycle.
Figure S7. Sensitivity tests: decadal variability.

Sensitivity tests performed on SODA data near our site from 58 m water depth [Carton and Giese, 2008], plotted as normalized quantile-quantile plots. Gray region shows 90% confidence intervals. a-c) decadal variability (performed on an 800-year synthetic record) – a) shows greater variability but no net change, with three 50-yr periods of +50% ENSO, three 50-yr periods of +25% ENSO, three 50-yr periods of -50% ENSO, three 50-yr periods of -25% ENSO, and four unaltered 50-yr periods, with respect to the average seasonal cycle; b) shows a net reduction in ENSO, with one 50-yr period of no ENSO, three 50-yr periods of -50% ENSO, three 50-yr periods of -25% ENSO, and nine unaltered 50-yr periods, with respect to the average seasonal cycle; c) shows a very strong net reduction in ENSO, with ten 50-yr periods of no ENSO and six unaltered 50-yr periods, with respect to the seasonal cycle.
Figure S8. Sensitivity tests: centennial variability in mean temperature.
Sensitivity tests demonstrating the effect of centennial-scale variations in annual mean temperature with no change in ENSO, plotted as normalized quantile-quantile plots (gray region shows 90% confidence intervals). 800-year synthetic records (based on SODA data) were altered such that 300 years had \( x \) added to every temperature, 300 years had \( x \) subtracted from every temperature, and 200 years were unaltered, where \( x \) varied from 0.3°C (a) to 0.5°C (b) to 1.0°C (c). Coral data from the Line Islands indicates that decadal-centennial variability in annual mean temperature was only \( \pm 0.3°C \) during the past millennium [Cobb et al., 2003], so the \( \pm 1°C \) case is an extreme example included only for illustrative purposes.
**Figure S9. Effect of uncertainty.**

All *G. trilobus* individual foraminiferal Mg/Ca-based temperatures as in Figure 2, but with ±0.4°C random noise added to each data point before performing the Monte Carlo simulation to estimate confidence intervals. Gray shaded region shows 90% confidence intervals; thin lines show 80% confidence intervals. Our finding of reduced El Niño amplitude during the mid and early Holocene compared to the late Holocene and YD remains valid at the 80% confidence level.
Figure S10. Effect of different baseline dataset. All *G. trilobus* individual foraminiferal Mg/Ca-based temperatures as in Figure 2, but using the late Holocene sample (3,440 YBP) as the baseline for comparison instead of the coretop. Gray shaded region shows 90% confidence intervals. Our findings of reduced El Niño amplitude during the mid and early Holocene compared to the coretop and YD remains valid at the 90% confidence level.
Figure S11. Raw data used to make SST composites.
Raw SST records used to make composite WEP and EEP SST anomaly records, plus pooled *G. trilobus* SST record from cores 14MC and 12GC in the central equatorial Pacific (CEP; our study site). Data from the coretop to 8910 YBP is from 14MC; data from 8510 to 13390 YBP is from 12GC. All WEP records are based on planktic foraminiferal Mg/Ca, except for the Muschu/Koil Is. record (short dashed line), which is based on Sr/Ca of *Porites* coral. The alkenone record from MD06-3075 [Fraser et al., 2014] is not included in the composite WEP anomaly record, because it has a very different trend. All Mg/Ca records from the WEP and the EEP are based on *G. ruber* except those marked by dashed lines, which are based on *G. trilobus*. The coral Sr/Ca record was reported in the original publication as temperature anomalies with respect to modern conditions; for plotting purposes, we added the reported anomalies to the modern mean annual SST at the site. Due to the apparent age reversal near the top of core 14MC, we plot data from the first 5 cm without connecting lines, to denote uncertainty in relative ages. See Supplementary Table 4 for references.
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Figure S12. Site locations for SST composites.
Locations of subsurface records plotted in Figure 3 (black squares), and of planktic foraminiferal Mg/Ca (circles), coral Sr/Ca (cross) and alkenone (triangles) records used to make composite SST records for the WEP and the EEP. Background map shows mean annual sea surface temperatures from the HadISST1 dataset [Rayner, 2003]. List of sites is in Supplementary Table 4.
Figure S13. Downcore *G. ruber* abundance.

Abundance of *G. ruber*, the species used to measure radiocarbon ages of samples, in core 14MC. The number of *G. ruber* was counted in sample splits consisting of >300 specimens of the >250 μm size fraction. Counts were converted to # *G. ruber* per gram of sediment by dividing by the dry weight of the bulk (unwashed, un-sieved) sample. The general downcore increase in *G. ruber* abundance may contribute to the apparent age reversal in the top few centimeters of the core.
Table S1. Sample information.
Average calculated temperature and number of specimens in each sediment interval (with ages in calibrated years before present, “cal YBP”), compared to the average temperature at 58 m (in the middle of the mixed layer) near our site [Carton and Giese, 2008].

<table>
<thead>
<tr>
<th></th>
<th>average (°C)</th>
<th>1σ</th>
<th># specimens</th>
</tr>
</thead>
<tbody>
<tr>
<td>SODA 58m</td>
<td>26.38</td>
<td>1.18</td>
<td>n/a</td>
</tr>
<tr>
<td>coretop</td>
<td>26.3</td>
<td>1.39</td>
<td>68</td>
</tr>
<tr>
<td>3440 cal YBP</td>
<td>26.9</td>
<td>1.59</td>
<td>78</td>
</tr>
<tr>
<td>4890 cal YBP</td>
<td>27.0</td>
<td>1.47</td>
<td>90</td>
</tr>
<tr>
<td>5600 cal YBP</td>
<td>26.9</td>
<td>1.35</td>
<td>77</td>
</tr>
<tr>
<td>6900 cal YBP</td>
<td>26.8</td>
<td>1.46</td>
<td>84</td>
</tr>
<tr>
<td>8910 cal YBP</td>
<td>26.7</td>
<td>1.45</td>
<td>78</td>
</tr>
<tr>
<td>9730 cal YBP</td>
<td>27.2</td>
<td>1.45</td>
<td>89</td>
</tr>
<tr>
<td>12170 cal YBP</td>
<td>27.0</td>
<td>1.79</td>
<td>70</td>
</tr>
</tbody>
</table>
Table S2. Radiocarbon data for each single foraminiferal interval.
Cal YBP is calibrated years before 1950, using the CALIB 7.1 radiocarbon calibration program [Stuiver and Reimer, 1993] (version 5.0). Median probability ages have been rounded to the nearest 10 years.

<table>
<thead>
<tr>
<th>core</th>
<th>depth (cm)</th>
<th>D14C</th>
<th>14C age</th>
<th>ΔR</th>
<th>ΔR error</th>
<th>cal YBP (median probability)</th>
<th>1σ age range</th>
<th>2σ age range</th>
<th>CAMS #</th>
</tr>
</thead>
<tbody>
<tr>
<td>14MC</td>
<td>0.0-0.5</td>
<td>-394.7</td>
<td>4,030</td>
<td>40</td>
<td>15</td>
<td>4,030</td>
<td>3,962-4,098</td>
<td>3,891-4,167</td>
<td>166284</td>
</tr>
<tr>
<td>14MC</td>
<td>4.5-5.0</td>
<td>-357.9</td>
<td>3,560</td>
<td>30</td>
<td>15</td>
<td>3,440</td>
<td>3,381-3,476</td>
<td>3,354-3,539</td>
<td>166177</td>
</tr>
<tr>
<td>14MC</td>
<td>9.5-10.0</td>
<td>-441.7</td>
<td>4,680</td>
<td>30</td>
<td>15</td>
<td>4,890</td>
<td>4,838-4,930</td>
<td>4,814-4,992</td>
<td>166285</td>
</tr>
<tr>
<td>14MC</td>
<td>14-15</td>
<td>-479.4</td>
<td>5,245</td>
<td>35</td>
<td>15</td>
<td>5,600</td>
<td>5,565-5,638</td>
<td>5,505-5,691</td>
<td>166286</td>
</tr>
<tr>
<td>14MC</td>
<td>19-20</td>
<td>-550.5</td>
<td>6,425</td>
<td>30</td>
<td>15</td>
<td>6,900</td>
<td>6,843-6,946</td>
<td>6,785-6,993</td>
<td>166178</td>
</tr>
<tr>
<td>14MC</td>
<td>24-25</td>
<td>-646.2</td>
<td>8,345</td>
<td>35</td>
<td>15</td>
<td>8,910</td>
<td>8,856-8,986</td>
<td>8,753-9,010</td>
<td>166287</td>
</tr>
<tr>
<td>12GC</td>
<td>24-25</td>
<td>-675.8</td>
<td>9,050</td>
<td>30</td>
<td>15</td>
<td>9,730</td>
<td>9,649-9,807</td>
<td>9,584-9,878</td>
<td>166176</td>
</tr>
<tr>
<td>12GC</td>
<td>28-29</td>
<td>-737.8</td>
<td>10,750</td>
<td>35</td>
<td>15</td>
<td>12,170</td>
<td>12,042-12,264</td>
<td>11,993-12,415</td>
<td>166175</td>
</tr>
</tbody>
</table>
Table S3. List of ENSO studies discussed in the text, denoted on Figure S1.

### Single foraminiferal studies

<table>
<thead>
<tr>
<th>Map #</th>
<th>Reference</th>
<th>Site</th>
<th>Lat/Long</th>
<th>Proxy</th>
<th>Proxy detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Koutavas and Joanides 2012</td>
<td>V21-30</td>
<td>1.22°S, 89.68°W</td>
<td>δ18O</td>
<td>G. ruber (sea surface)</td>
</tr>
<tr>
<td>2</td>
<td>Sadekov et al 2013</td>
<td>CD38-17</td>
<td>1.6°S, 90.43°W</td>
<td>Mg/Ca</td>
<td>N. dutertrei (thermocline)</td>
</tr>
<tr>
<td>3</td>
<td>Leduc et al. 2009</td>
<td>MD02-2529</td>
<td>8.21°N, 84.12°W</td>
<td>δ18O</td>
<td>N. dutertrei (thermocline)</td>
</tr>
</tbody>
</table>

### Precipitation records

<table>
<thead>
<tr>
<th>Map #</th>
<th>Reference</th>
<th>Site</th>
<th>Lat/Long</th>
<th>Proxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Chen et al., 2016</td>
<td>BA03</td>
<td>4°N, 114°E</td>
<td>δ18O</td>
</tr>
<tr>
<td>5</td>
<td>Conroy et al., 2008</td>
<td>El Junco Lake</td>
<td>0.8°S, 89.3°W</td>
<td>10% sand in sediment</td>
</tr>
<tr>
<td>6</td>
<td>Moy et al., 2002</td>
<td>Laguna Pallcacocha</td>
<td>2.77°S, 79.23°W</td>
<td>δ18O</td>
</tr>
<tr>
<td>7</td>
<td>Riedinger et al, 2002</td>
<td>Bainbridge Lake</td>
<td>0.5°S, 90.5°</td>
<td>δ18O</td>
</tr>
<tr>
<td>8</td>
<td>Rodbell et al., 1999</td>
<td>Laguna Pallcacocha</td>
<td>2.77°S, 79.23°W</td>
<td>δ18O</td>
</tr>
<tr>
<td>9</td>
<td>Zhang et al., 2014</td>
<td>El Junco Lake</td>
<td>0.8°S, 89.3°W</td>
<td>δ18O</td>
</tr>
</tbody>
</table>

### Coral/mollusk

<table>
<thead>
<tr>
<th>Map #</th>
<th>Reference</th>
<th>Site</th>
<th>Lat/Long</th>
<th>Proxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Carre et al., 2014</td>
<td>coastal Peru</td>
<td>11°S-18°S</td>
<td>δ18O</td>
</tr>
<tr>
<td>11</td>
<td>Cobb et al., 2003</td>
<td>Palmyra Island</td>
<td>6°N, 162°W</td>
<td>δ18O</td>
</tr>
<tr>
<td>12</td>
<td>Cobb et al., 2013</td>
<td>Kiritimati, Fanning Islands</td>
<td>2°N, 157°W; 4°N, 160°W</td>
<td>δ18O</td>
</tr>
<tr>
<td>13</td>
<td>Driscoll et al. 2014</td>
<td>Huon Peninsula</td>
<td>6.5°S, 147.5°E</td>
<td>δ18O</td>
</tr>
<tr>
<td>14</td>
<td>Duprey et al 2012</td>
<td>Espiritu Santo Island</td>
<td>15.35°S, 167.18°E</td>
<td>δ18O</td>
</tr>
<tr>
<td>15</td>
<td>McGregor and Gagan 2004</td>
<td>Koil, Muschu Islands</td>
<td>3°S, 144°E</td>
<td>δ18O</td>
</tr>
<tr>
<td>16</td>
<td>McGregor et al. 2013</td>
<td>Kiritimati Island</td>
<td>1.74°N, 157.21°E</td>
<td>δ18O</td>
</tr>
<tr>
<td>17</td>
<td>Tudhope et al., 2001</td>
<td>Huon Peninsula</td>
<td>6°S, 147.5°E</td>
<td>δ18O</td>
</tr>
<tr>
<td>18</td>
<td>Woodroffe et al., 2003</td>
<td>Kiritimati Island</td>
<td>2°N, 157.5°W</td>
<td>δ18O</td>
</tr>
</tbody>
</table>

- speleothem δ18O
- % sand in sediment
- siliciclastic laminae
- clastic laminae in sediments
- concentration and δD of algal lipids
Table S4. List of references used to make composite SST records, and thermocline temperature records.
Site locations are shown in Figure S12. Note that the Fraser et al. [2014] record was not included in the WEP composite record, because it has a very different trend.

EEP SST

<table>
<thead>
<tr>
<th>Map #</th>
<th>Reference</th>
<th>Site</th>
<th>Lat/Long</th>
<th>Proxy</th>
<th>Proxy detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dubois et al 2009, Lea et al 2000</td>
<td>TR163-19</td>
<td>2.25°N, 90.95°W</td>
<td>Mg/Ca, alkenones</td>
<td>G. ruber</td>
</tr>
<tr>
<td>2</td>
<td>Dubois et al 2009, Lea et al 2006</td>
<td>TR163-22</td>
<td>0.05°N, 92.38°W</td>
<td>Mg/Ca, alkenones</td>
<td>G. ruber</td>
</tr>
<tr>
<td>3</td>
<td>Koutavas and Sachs 2008, Koutavas &amp; Joanides 2012</td>
<td>V21-30</td>
<td>1.22°S, 89.68°W</td>
<td>Mg/Ca, alkenones</td>
<td>G. ruber, G. sacculifer</td>
</tr>
<tr>
<td>4</td>
<td>Sadekov et al 2013</td>
<td>CD38-17</td>
<td>1.6°S, 90.43°W</td>
<td>Mg/Ca, alkenones</td>
<td>G. ruber</td>
</tr>
<tr>
<td>5</td>
<td>Dubois et al 2009</td>
<td>ME-24JC</td>
<td>0.02°S, 86.72°W</td>
<td>alkenones</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Koutavas and Sachs 2008</td>
<td>V19-27</td>
<td>0.47°S, 82.07°W</td>
<td>alkenones</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Koutavas and Sachs 2008</td>
<td>RC11-238</td>
<td>1.52°S, 85.82°W</td>
<td>alkenones</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Dubois et al 2009</td>
<td>ME-27JC</td>
<td>1.85°S, 82.78°W</td>
<td>alkenones</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Koutavas and Sachs 2008</td>
<td>V19-28</td>
<td>2.37°S, 84.65°W</td>
<td>alkenones</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Lawrence et al 2006</td>
<td>ODP 846</td>
<td>3°S, 91°W</td>
<td>alkenones</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Koutavas and Sachs 2008</td>
<td>V19-30</td>
<td>3.38°S, 83.52°W</td>
<td>alkenones</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Dubois et al 2009</td>
<td>TR163-31</td>
<td>3.62°S, 83.97°W</td>
<td>alkenones</td>
<td></td>
</tr>
</tbody>
</table>

WEP SST

<table>
<thead>
<tr>
<th>Map #</th>
<th>Reference</th>
<th>Site</th>
<th>Lat/Long</th>
<th>Proxy</th>
<th>Proxy detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>Dang et al 2012</td>
<td>MD98-2188</td>
<td>14.82°N, 123.49°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>14</td>
<td>Rosenthal et al 2003</td>
<td>MD97-2141</td>
<td>8.78°N, 121.28°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>15</td>
<td>Stott et al 2007</td>
<td>MD98-2181</td>
<td>6.45°N, 125.83°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>16</td>
<td>Dyez and Ravelo 2012</td>
<td>ODP 871</td>
<td>5.55°N, 172.35°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>17</td>
<td>Lea et al 2000</td>
<td>ODP 806</td>
<td>0.32°N, 159.36°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>18</td>
<td>Palmer and Pearson 2003</td>
<td>ERDC-92</td>
<td>2.23°S, 157°E</td>
<td>Mg/Ca</td>
<td>G. sacculifer</td>
</tr>
<tr>
<td>19</td>
<td>Linsley et al 2010</td>
<td>70GGC</td>
<td>3.57°S, 119.38°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>20</td>
<td>Stott et al 2007</td>
<td>MD98-2176</td>
<td>5°S, 133.43°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>21</td>
<td>Linsley et al 2010</td>
<td>13GGC</td>
<td>7.4°S, 115.2°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>22</td>
<td>Gibbons et al 2014</td>
<td>GeoB10069-3</td>
<td>9.6°S, 120.92°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>23</td>
<td>Stott et al 2007</td>
<td>MD98-2170</td>
<td>10.5°S, 125°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>24</td>
<td>Xu et al 2008</td>
<td>MD01-2378</td>
<td>13.08°S, 121.78°E</td>
<td>Mg/Ca</td>
<td>G. ruber</td>
</tr>
<tr>
<td>25</td>
<td>Abram et al 2009</td>
<td>Koil, Muschu Islands</td>
<td>3°S, 144°E</td>
<td>coral Sr/Ca</td>
<td>Porites sp.</td>
</tr>
<tr>
<td>26</td>
<td>Fraser et al 2014</td>
<td>MD06-3075</td>
<td>6.5°N, 125.83°E</td>
<td>alkenones</td>
<td></td>
</tr>
</tbody>
</table>

thermocline

<table>
<thead>
<tr>
<th>Map #</th>
<th>Reference</th>
<th>Site</th>
<th>Lat/Long</th>
<th>Proxy</th>
<th>Proxy detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>Dang et al 2012</td>
<td>MD98-2188</td>
<td>14.82°N, 123.49°E</td>
<td>Mg/Ca</td>
<td>P. obliquiloculata</td>
</tr>
<tr>
<td>24</td>
<td>Xu et al 2008</td>
<td>MD01-2378</td>
<td>13.08°S, 121.78°E</td>
<td>Mg/Ca</td>
<td>P. obliquiloculata</td>
</tr>
<tr>
<td>4</td>
<td>Sadekov et al 2013</td>
<td>CD38-17</td>
<td>1.6°S, 90.43°W</td>
<td>Mg/Ca</td>
<td>N. dutertrei</td>
</tr>
</tbody>
</table>
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Chapter 3: Dampened El Niño in the early Pliocene warm period

Sarah M. White¹*, A. Christina Ravelo²

¹ Department of Earth and Planetary Sciences, University of California, Santa Cruz, CA.

² Department of Ocean Sciences, University of California, Santa Cruz, CA.

* Corresponding author: Sarah White (smwhite@ucsc.edu)

Abstract

El Niño-Southern Oscillation (ENSO) is the strongest mode of interannual climate variability, and its predicted response to anthropogenic climate change remains unclear. Determining ENSO’s sensitivity to climatic mean state and the strength of positive and negative feedbacks, notably the thermocline feedback, will help constrain its future behavior. To this end, we collected ENSO proxy data from the early and mid-Pliocene, a time period during which the tropical Pacific thermocline was much deeper than today. We found that El Niño events had a reduced amplitude throughout the early Pliocene, compared to the late Holocene. By the mid-Pliocene, El Niño amplitude was sometimes reduced and sometimes similar to the late Holocene. This trend in Pliocene ENSO amplitude mirrors the long-term shoaling of the thermocline from the early to the mid-Pliocene, and thus supports an important role for the strength of the thermocline feedback in dictating ENSO strength.
1 Introduction

El Niño events, marked by anomalously warm sea-surface temperatures (SSTs) in the eastern and central equatorial Pacific, cause drought, floods, and ecosystem shifts over the circum-Pacific region, and occur every three to seven years as part of the El Niño-Southern Oscillation (ENSO). ENSO is the strongest mode of interannual climate variability, and its predicted response to anthropogenic climate change remains unclear. The disparity among predictions stems from a lack of understanding of ENSO’s sensitivity to mean climate and various positive and negative feedbacks, including the thermocline feedback. Different models have a stronger or weaker thermocline feedback in historical model runs [Kim et al., 2014a], and also exhibit differing changes in the strength of the thermocline feedback under future warming [Chen et al., 2017]. Paleo-proxy data from the Holocene and Last Glacial Maximum indicate that tropical Pacific thermocline depth, a major control on the strength of the thermocline feedback, seems to dictate ENSO strength [Ford et al., 2015a; White et al., 2018]. However, different models place differing emphasis on the thermocline feedback [Kim et al., 2014a].

The Pliocene is an excellent test case of the importance of thermocline depth, because the tropical Pacific thermocline was much deeper than today in the early Pliocene, and shoaled toward present [Ford et al., 2012; Ford et al., 2015b; Seki et al., 2012; Steph et al., 2010]. Modeling efforts have focused on the mid-Pliocene PRISM interval (Pliocene Research, Interpretation and Synoptic Mapping, targeting 3.264-3.025 Ma), including the PlioMIP model intercomparison. However, because
the thermocline was not much deeper during the PRISM interval than today [Ford et al., 2012; Haywood et al., 2013], it does not provide the best test of the effect of a deep thermocline on ENSO. Other studies tested the effect of various factors at play during the early Pliocene, including an open Central American Seaway (CAS), a deeper/wider Indonesian seaway, higher \( pCO_2 \), weaker tropical Pacific zonal winds and SST gradients, altered Andean orography, and a deeper thermocline [Brierley and Fedorov, 2016; Feng and Poulsen, 2014; Jochum et al., 2009; Manucharyan and Fedorov, 2014; Song et al., 2017; von der Heydt et al., 2011]. Studies report different effects on ENSO; for example, an open CAS may have strengthened [Song et al., 2017] or dampened [von der Heydt et al., 2011] ENSO depending on the model and the imposed boundary conditions (i.e. sill depth of the CAS [Brierley and Fedorov, 2016]). Centennial-scale variability in ENSO adds further difficulty, necessitating longer model runs and larger proxy datasets to achieve confidence in interpreting results, [e.g. Tindall et al., 2016]). Although there is limited ENSO data from the mid-Pliocene [Scroxton et al., 2011; Watanabe et al., 2011], none is from the early Pliocene.

New data from the early Pliocene are thus needed to test the importance of thermocline depth in dictating ENSO strength. To this end, we collected individual foraminiferal temperature data from the eastern equatorial Pacific (EEP). We analyzed samples every half million years from 5 Ma to the PRISM interval, plus multiple samples at high resolution in the PRISM interval and at 4.5 Ma, to evaluate
long-term trends in ENSO strength and verify the presence/absence of orbital-scale variations.

This study focuses on ODP site 849 in the EEP, located within the Niño3 region (Fig. 1). The site is well-suited for studying ENSO; the seasonal range of SST is ±1.5°C, whereas the average peak El Niño anomaly is +2.8°C, and the very warmest temperatures occur exclusively during El Niño months, as shown in a reanalysis dataset (the Simple Ocean Data Assimilation, “SODA” [Carton and Giese, 2008]). We are thus able to distinguish changes in seasonality versus ENSO, as described below.

2 Materials and Methods

2.1 Analytical Methods

We collected trace metal data from individual tests of the foraminifer Globigerinoides sacculifer without sac-like final chamber, recently renamed Trilobatus trilobus [Spezzaferri et al., 2015]; here we retain the name G. sacculifer for consistency with White et al. [2018]. Individual G. sacculifer were picked from the 250-350 µm size fraction to avoid ontogenetic effects. Specimens were sonicated for 30 s and rinsed in methanol, then part of the last (f0) chamber was separated from the test with a microspatula and mounted on carbon tape for analysis.

Mg/Ca data were acquired following the method of White et al. [White et al., 2018] on an average of 48 specimens per sample. See Table S1 for sample names and number of specimens from each. Analysis was performed by laser ablation-
inductively coupled plasma-mass spectrometry (LA-ICP-MS) at the University of California, Santa Cruz using a Photon Machines Analyte.193 with HelEx sample cell coupled to a Thermo ElementXS. Samples were ablated at 4 Hz and 0.70/cm² laser fluence; the NIST 610 glass standard was ablated at 4 Hz and 1.62 J/cm² laser fluence. Samples and standards were analyzed for $^{11}$B, $^{24}$Mg, $^{25}$Mg, $^{27}$Al, $^{43}$Ca, $^{44}$Ca, $^{55}$Mn, $^{66}$Zn, and $^{88}$Sr. Measured elemental intensities were converted to molar ratios by calibration to the NIST 610 glass standard. The NIST 610 was analyzed at the beginning and end of each instrument run, and every six specimens, in order to correct for any instrumental drift. Average measured values of Mg/Ca in the NIST 610 were 8.745 mmol/mol ±1.5%. Average measured values of Mg/Ca in the NIST 612 (used as an independent check on precision) were 1.09 mmol/mol ±3.4%.

Test fragments were ablated from the inner to the outer surface, and sample acquisition lasted ~60 s. Three or four 50µm spots were ablated per fragment, depending on size, and elemental ratios from all spots were averaged to get a representative value for each specimen. The average standard deviation of Mg/Ca among spots was 0.084 mmol/mol; specimens with a standard deviation >0.25 mmol/mol were not included in final data. $^{27}$Al and $^{55}$Mn were used as contaminant indicators, and parts of the elemental profiles with high $^{27}$Al and $^{55}$Mn were excised before computing profile mean values, as was the peak in Mg associated with the inner surface of each shell.
2.2 Temperature calibration and age estimates

We converted foraminiferal Mg/Ca ratios to temperature using a *G. sacculifer*-specific calibration with depth-based dissolution correction [Dekens et al., 2002]. Sample ages are from the age model of Mix et al. [1995], which is based on benthic foraminiferal δ¹⁸O data from our site. Samples dated to 3.071 Ma, 3.082 Ma, and 3.087 Ma are from Hole 849C, whereas all other samples are from Hole 849D. As such, there is some uncertainty (plus or minus a few thousand years) in the ages of these samples relative to all others, which is denoted by asterisks next to sample ages in Fig. 2. The amount of time represented in each sample varies from ~1250-1600 years in the early Pliocene to ~2900 years in the mid-Pliocene, based on the sedimentation rate and an estimated bioturbation depth of 8 cm [Trauth et al., 1997]. We note that in an individual foraminiferal dataset, bioturbation does not reduce variance, but rather broadens the timeframe over which temperatures are sampled.
**Figure 1. Sites referenced in this study.**

(A) ODP site 849 (0°N, 110°W, 3839 m water depth), the site of our Pliocene El Niño record (star), the sites of other published Pliocene ENSO reconstructions (black circles; “W” denotes coral record of Watanabe et al. [2011]), and the locations of Plio-Pleistocene temperature records shown in Fig. 4 (white circles), superimposed on a map of modern SST [Locarnini et al., 2013]. Site 846 has both a Pliocene ENSO record and a Plio-Pleistocene temperature record. White box delineates Niño3 region.

(B) Anomaly map showing PRISM3 proxy-based SST reconstruction (3.3-3.0 Ma) minus modern SST [Dowsett and Robinson, 2009], with site locations from this study.
3 Results

To reconstruct ENSO at Site 849, we collected foraminiferal Mg/Ca ratios (a proxy for seawater temperature) from individual tests of the mixed-layer dwelling *Globigerinoides sacculifer* (without sac-like final chamber) (see Materials and Methods). Because *G. sacculifer* lives for about one month, acquiring data from many individuals provides a reconstruction of the monthly distribution of temperatures over time. To diagnose changes in Pliocene ENSO, we use quantile-quantile (QQ) plots, a method that compares distributions enabling visual separation of ENSO from seasonality. Pliocene samples are normalized to the late Holocene sample to minimize bias from bioturbation and other sedimentary or foraminiferal processes and remove changes in mean temperature (see supplementary text and Fig. S1). To identify changes in ENSO, we examine the very warmest quantiles, representative of El Niño events. A significant decrease in the temperature of the uppermost quantiles, relative to the mean, indicates a decrease in the amplitude of El Niño events compared to the late Holocene, referred to as “dampened El Niño.”

3.1 *G. sacculifer* as recorders of mixed layer temperatures

Individual *G. sacculifer* temperatures at Site 849 from the late Holocene (2800 years before present [Ford et al., 2015a]) provide an excellent match to the temperature distribution in the mixed layer and uppermost thermocline (Fig. 2 and S2), consistent with previous work constraining the calcification depth of *G. sacculifer* in the eastern equatorial Pacific [Faul et al., 2000]. Because *G. sacculifer*
captures the entire temperature distribution, it appears to have little to no seasonal bias. The warmest 20% of *G. sacculifer* data matches temperatures from 15 m depth (well within the mixed layer), as shown by how close the points are to the 1:1 line. Because the cooler parts of the *G. sacculifer* temperature distribution come from deeper in the water column, we base our interpretations of changes in ENSO exclusively on the warmest 20% of the data, thus focusing on mixed layer temperature variability. This means that we interpret changes in El Niño amplitude, and not La Niña.

**Figure 2.** *G. sacculifer* as recorder of modern temperatures. (A) QQ plot of modern monthly temperatures near our site [*Carton and Giese, 2008*] composited from 15 m, 25 m, 36 m, and 47 m depth versus individual *G. sacculifer* temperatures from the coretop, with 95% confidence intervals (gray region). Black line shows 1:1 line. Confidence intervals are estimated by bootstrapping the empirical continuous distribution function of each Pliocene sample using Monte Carlo methods. (B) Same as A, but with modern monthly temperatures from 15 m depth only.

To examine how changes in ENSO and seasonality at Site 849 appear in our foraminiferal data, we performed sensitivity tests. Our data can capture a decrease in El Niño amplitude of as little as 20%, and even a 50% decrease in seasonality does not affect the warmest quantiles (Figs. S3-S4). Tectonic drift in site position has a
negligible effect on the temperature distribution (Fig. S5). Centennial-millennial shifts in mean temperature (likely between ±0.3°C and ±0.5°C at ODP 849 [Cobb et al., 2003; Conroy et al., 2010; Rustic et al., 2015]) would have little effect on our results because they have far lower amplitude than the seasonal cycle or ENSO [White et al., 2018].

3.2 Pliocene single foraminiferal temperature data
For all our early Pliocene samples (5.038 Ma to 3.481 Ma), the uppermost quantiles are significantly below the zero line on a normalized QQ plot, indicating dampened El Niño relative to the late Holocene sample (Fig. 3). For the mid-Pliocene samples (3.071 Ma to 3.088 Ma), some show dampened El Niño, while others show similar El Niño amplitude to the late Holocene within 95% confidence intervals.
Figure 3. *G. sacculifer*-derived temperature distributions from the mid- and early Pliocene at Site 849.

Plots compare the late Holocene temperature distribution (x axis, all plots) to Pliocene distributions that have been normalized to remove any difference in mean temperature between the two datasets (y axis, all plots). Asterisks denote uncertainty (plus or minus a few thousand years) in these ages relative to all others, since these samples are from a different hole (849C vs. 849D). Gray shading indicates 95% confidence intervals. The number of specimens and the probability of that specific result being a “false positive” is indicated for each sample that shows dampened El Niño.
We tested the robustness of our results by estimating the probability of getting a subsample in which the uppermost quantiles are further below the zero line on a normalized QQ plot than our samples, when in fact there is no change in El Niño (i.e. a “false positive;” Figs. 3, S6, and supplementary materials). For seven out of the nine samples showing dampened El Niño, the false positive rate is ≤5%. The other samples, aged 3.071 Ma and 3.087 Ma, have much higher false positive rates, but are still more likely than not to reflect dampened El Niño. Overall, the false positive tests support the idea that El Niño was generally dampened in the early Pliocene, and by the mid-Pliocene (~3.1 Ma), El Niño was sometimes dampened and sometimes similar to the late Holocene.

To test the potential effect of changes in sample mean temperature caused by shifts in thermocline depth, we constructed QQ plots normalized to the portion of the foraminiferal distribution lying entirely within the mixed layer (the warmest 50%), rather than the mean of the entire sample distribution (Fig. S7 and supplementary materials). We also tested the effect of changes in Mg/Ca of seawater over the Pli-Pleistocene, by re-calculating all foraminiferal temperatures using the Evans et al. [Evans et al., 2016] calibration (Fig. S8 and supplementary materials). Additionally, we incorporated a 0.51°C 1σ uncertainty in each data point (Fig. S9 and supplementary materials). In all cases, our interpretations remain the same for all samples (albeit with higher false positive rates) except the 3.071 Ma sample, which shows El Niño similar to the late Holocene.
Our data indicate that El Niño was dampened throughout the early Pliocene. By the mid-Pliocene, El Niño was sometimes weaker and sometimes stronger (similar to the late Holocene), appearing to vary on orbital timescales, though we cannot distinguish between different sources of variability. Dampened seasonality alone cannot explain our data; only dampened ENSO, or a dampening of both ENSO and seasonality, can explain our data (Figs. S3-S4). An alternative conceptual framework to illustrate our findings is that, in the Pliocene, Site 849 was more like the modern central equatorial Pacific, where both ENSO and seasonality are weaker than at Site 849.

3.3 Comparison to existing Pliocene proxy data and simulations

The record of Scroxton et al. is based on individual mixed-layer and thermocline-dwelling foraminiferal δ¹⁸O data from ODP site 846, and includes samples from 3.076 Ma, 3.156 Ma, 3.328 Ma, and 3.727 Ma [Scroxton et al., 2011]. The authors concluded that ENSO was persistent throughout the Pliocene, but did not quantify whether it was stronger or weaker than today. We re-analyzed their G. ruber data[2011] using normalized QQ plots. Data from 3.076 and 3.328 Ma show similar El Niño to the late Holocene and data from 3.156 Ma and 3.727 Ma show dampened El Niño (Fig. S10), in agreement with our findings. Watanabe et al. presented two 35-year-long coral δ¹⁸O records from the Philippines from 3.5-3.8 Ma, and concluded that ENSO was present but did not quantify its strength relative to today [Watanabe et
Their data are thus consistent with ours, in that we observe dampened but not necessarily absent Pliocene ENSO.

Modeling studies of Pliocene climate include 1) efforts through PlioMIP to fully re-create mid-Pliocene climate during the PRISM interval using a full suite of boundary conditions including 405 ppm $pCO_2$ and 25 m higher sea level [Dowsett et al., 2010]; and 2) sensitivity tests isolating the effect on tropical Pacific mean state and ENSO of an open CAS, deeper/wider Indonesian gateway, higher $pCO_2$, weaker zonal winds and SST gradients, altered Andean orography, and a deeper thermocline; these studies are reviewed in the Discussion. Eight out of nine models in the PlioMIP simulated dampened ENSO [Brierley, 2015], in broad agreement with our mid-Pliocene results, which show dampened ENSO in three out of five samples. PlioMIP models were forced with fixed modern orbital parameters, whereas our data reflect varying orbital parameters over ~20 kyr, which may explain why we observed more sample-to-sample variation in El Niño strength. Interestingly, Brierley [2015] found that neither zonal temperature gradient nor the seasonal cycle nor the elevation of the Andes Mountains explained the results from all models – indicating that the dampening mechanism was model-dependent. However, he did not explore the effect of thermocline depth.
Figure 4. Plio-Pleistocene tropical Pacific subsurface temperatures and paleo-El Niño.

(A) Subsurface temperature records from *G. tumida* Mg/Ca at Sites 853, 849, and 848 in the EEP [Ford et al., 2012] (purple, navy blue, and green, respectively). (B) Surface-subsurface temperature gradient record from Site 847 in the EEP, based on δ18O difference between *G. sacculifer* and *G. tumida* [Wara et al., 2005]. Symbols at the bottom indicate ENSO proxy data: Black stars and triangles (this study) denote multiple closely-spaced samples and single samples, respectively; gray squares denote data from Scroxton et al. [2011]; gray pentagons denote approximate ages of data from Watanabe et al. [2011] (published ages are 3.5-3.8 Ma). Vertical bars indicate El Niño findings, with thin bars denoting single samples and thick bars denoting multiple closely-spaced samples. Blue bars indicate dampened El Niño, red bars indicate similar El Niño as the late Holocene (or varying dampened/similar El Niño, in the case of our multiple ~3.1 Ma samples). The Watanabe et al. [2011] study found that ENSO was present but did not quantify its strength, so no vertical bars are placed on these data.

4 Discussion

Our Pliocene data, along with previously published data, support the hypothesis that mean thermocline depth regulates ENSO strength. The mechanism by which a deeper thermocline dampens ENSO is best understood within the framework of feedbacks. The thermocline takes part in two positive feedbacks that help generate
ENSO in the modern ocean: the upwelling feedback and the thermocline feedback. An anomalous decrease (increase) in upwelling, or an anomalous deepening (shoaling) of the thermocline in the EEP via a decrease (increase) in east-west thermocline tilt, in both cases causes warmer (cooler) SSTs in the EEP, lowering (raising) the zonal temperature gradient and weakening (strengthening) zonal winds, thus causing a further decrease (increase) in upwelling or deepening (shoaling) of the EEP thermocline. Both feedbacks depend on a shallow mean thermocline depth in the EEP. If the mean thermocline depth is deep, then anomalies in upwelling or thermocline tilt have little impact on SSTs, which greatly weakens the overall strength of the feedbacks – and weak positive feedbacks cause dampened ENSO.

Long-term records across the tropical Pacific show a warmer subsurface in the early Pliocene, which cooled dramatically by the mid-Pliocene and continued cooling gradually toward present [Ford et al., 2012; Ford et al., 2015b; Seki et al., 2012; Steph et al., 2010] (Fig. 4). The vertical temperature gradient, indicative of thermocline depth, was also much lower than today at 4.5-5 Ma [Ford et al., 2015b; Wara et al., 2005]. As such, a deeper thermocline can explain dampened El Niño in the early Pliocene, as shown in our four samples from 4.5-5 Ma. By the mid-Pliocene, the thermocline is inferred to have become shallow enough to interact with EEP SSTs [Lawrence et al., 2006], which can explain periods of relatively stronger and weaker El Niño in our five samples 3.07-3.09 Ma. The relatively strong vertical temperature gradient of the mid-Pliocene EEP appears to have been established by ~4 Ma, and so does not seem to explain our observation of dampened El Nino at 4.033 Ma and 3.481
Ma. This may be an artifact of the sparseness of our data during this time – perhaps we are missing periods of relatively stronger El Niño, similar to the mid-Pliocene. Data on vertical temperature gradients in the EEP are also limited; only ODP 847 has both surface and subsurface records. Overall, long-term changes in thermocline conditions can explain the trend in our data, from dampened El Niño in the earliest Pliocene to variable El Niño in the mid-Pliocene.

The thermocline depth hypothesis has a broad base of support in the modeling literature. Liu et al. [2014] and Karamperidou et al. [2015] proposed it to explain dampened ENSO during the early and mid-Holocene, using global climate models. Sensitivity studies that altered the model physics to deepen the tropical Pacific thermocline [Manucharyan and Fedorov, 2014] also found that a deeper thermocline dampens ENSO by weakening the thermocline feedback. Von der Heydt et al. [2011] found that weaker zonal winds weaken ENSO via the wind’s effect on thermocline tilt and the strength of the thermocline feedback. It is possible that the mechanism for dampened ENSO in the early Pliocene relied on SSTs and/or winds, independent of or in addition to changes in the thermocline. SST, winds, and thermocline depth are tightly linked in the tropical Pacific, and it is not possible to disentangle them in the current study. However, studies of ENSO during the Holocene and Last Glacial Maximum were able to distinguish these effects, and concluded that thermocline depth is a more important control on ENSO than SSTs or winds [Ford et al., 2015a; White et al., 2018].
Changes in oceanic gateways and Andean topography likely also had an impact on ENSO, but different studies found opposing effects. A deeper/wider Indonesian seaway may have dampened [Jochum et al., 2009] or slightly strengthened ENSO [Brierley and Fedorov, 2016]. An open CAS may have weakened [von der Heydt et al., 2011] or strengthened [Song et al., 2017] ENSO, or strengthened ENSO but reduced the El Niño/La Niña asymmetry such that El Niño events had a lower amplitude [Brierley and Fedorov, 2016]. Lowering the Andes may strengthen ENSO [Feng and Poulsen, 2014], but the full PRISM boundary conditions, which include lower Andes, produce weaker ENSO in the same model [Brierley, 2015]. A clear source of disparity between studies is the exact boundary conditions imposed; for example, a CAS sill depth of 1200 m [Song et al., 2017] versus 150 m [Brierley and Fedorov, 2016]. Overall, it is difficult to use our data to validate model sensitivity studies, since the timing and magnitude of gateway changes is poorly constrained by geologic data. The question also remains: by what mechanism would a change in seaways or Andean topography affect ENSO? Most proposed mechanisms act via SSTs and/or the thermocline. Our goal is to determine whether a deeper thermocline in the early Pliocene dampened ENSO, so we focus on how seaways and topography affected the tropical thermocline. Indeed, an open CAS has been shown to deepen the thermocline [Brierley and Fedorov, 2016; Steph et al., 2010; Zhang et al., 2012], with deeper sill depths causing a greater deepening of the thermocline [Brierley and Fedorov, 2016]. As such, in proposing that long-term
changes in the thermocline regulated ENSO during the Pliocene, we suggest that if
the seaways acted on ENSO, they acted via the thermocline.

What caused the orbital-scale changes in mid-Pliocene El Niño strength? A
likely explanation is orbital-scale variations in thermocline depth, such that both long-
term and short-term changes in El Niño strength were accomplished through the same
mechanism. In the early Pliocene, the mean thermocline was likely so deep that
orbital-forced changes in depth were unable to affect the surface, rendering them
incapable of affecting ENSO. By the mid-Pliocene, the mean thermocline is inferred
to have shoaled enough that orbital-forced changes in depth affected EEP SSTs,
enabling periods of stronger and weaker ENSO. Although records of tropical Pacific
subsurface temperature [Ford et al., 2012; Ford et al., 2015b] are not of sufficient
resolution to validate or invalidate this hypothesis for the Pliocene, it has been shown
to explain dampened El Niño in the mid- and early Holocene [White et al., 2018].
Until more records of orbital-scale changes in thermocline depth are available, our
data are unable to distinguish between a thermocline mechanism and an SST-only
mechanism. While observed changes in mid-Pliocene El Niño may occur over orbital
timescales, it is also possible that they occur over centennial timescales, e.g. [Tindall
et al., 2016].

Overall, the observed changes in El Niño can be explained by long-term
changes in tropical Pacific thermocline depth: a deep thermocline in the early
Pliocene dampened El Niño, whereas the mid-Pliocene thermocline had shoaled
enough that the ocean-atmosphere system became sensitized to orbital forcing,
enabling periods of stronger and weaker El Niño. The mechanism behind orbitally-paced changes in mid-Pliocene El Niño is less well constrained, but orbital forcing of thermocline depth is a reasonable candidate. The demonstrated importance of thermocline depth and the thermocline feedback in regulating ENSO strength should be considered in projections of ENSO’s response to anthropogenic climate change.
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Supplementary Materials for Dampened El Niño in the early Pliocene warm period

Text S1. Potential influence of manganese-bearing phases

Many Pliocene specimens had a Mn peak near the inner surface, slightly deeper in the test wall than the Mg peak. As such, peaks in Mn did not coincide with peaks in Mg, but nonetheless, we removed both from data traces before calculating mean values. Overall, the mean value of Mn/Ca in our Pliocene specimens was 1.09 mmol/mol, compared to 0.10 mmol/mol in our late Holocene specimens. Mn/Ca values were highest in the mid-Pliocene samples (1.87 mmol/mol on average), and declined downcore, falling to 0.30 mmol/mol in our earliest Pliocene sample. Our results are similar to those of Wara et al. [2005], who found Mn/Ca values of 1.45 ±0.31 mmol/mol for Pliocene samples from ODP site 847 (~1650 km further east along the equator). In every sample except one, Mn/Ca and Mg/Ca showed little to no correlation, with R2 values ranging from 0.01 to 0.1. In the 3.084 Ma sample, the R2 value was 0.36. The lack of correlation between Mn/Ca and Mg/Ca in all but one sample gives us confidence that our results are not biased by contamination from manganese-bearing phases – and our overall interpretation of Pliocene El Niño does not hinge on the one sample that does show a slight correlation.

Text S2. Statistical analysis, construction of confidence intervals, and interpretation of changes in ENSO

We use quantile-quantile (QQ) plots to compare foraminiferal Mg/Ca-based temperature distributions, instead of simple metrics such as standard deviation or
range. Standard deviation assumes a normal temperature distribution, but the asymmetry of ENSO (with stronger El Niños than La Niñas) creates non-normal temperature distributions in the modern eastern and central equatorial Pacific. Thus, changes in the distribution may not be accurately captured by standard deviation. In addition, standard deviation cannot distinguish changes in seasonality from changes in ENSO. Range is problematic because it is so susceptible to outliers (or lack thereof) and error from undersampling; thus it is the most difficult parameter to constrain [Thirumalai et al., 2013]. QQ plots allow visual comparison and separation of specific parts of distributions. This fits our purposes because only the warm “tail” of the temperature distribution is representative of El Niño events and is outside the range of seasonal extremes. For this study, when comparing two temperature distributions, we remove the difference in mean temperature to create normalized QQ plots.

Fig. S1 demonstrates how QQ plots enable comparison of two distributions. To create the QQ plots, we construct an empirical continuous distribution function (ECDF) from each dataset, and interpolate and evaluate it at 2% intervals to calculate quantile values. To compare the two datasets, the quantiles from each dataset are plotted against each other, forming the QQ plot. Because both axes have the same temperature units as the original datasets, comparison is made easy. Points falling on the 1:1 line indicate equivalency in the compared distributions, while deviations from the 1:1 line mark differences between the distributions, with changes in slope indicating statistical differences including standard deviation, kurtosis, or skewness.
A constant shift in average temperature between the distributions will plot as a line parallel to, but offset from, the 1:1 line. To focus on deviations in the shapes of the distributions, we present data in normalized QQ plots, in which we shift the 1:1 line by the difference in mean temperature between the two datasets (dotted line in Fig. S1c), and only plot deviations from the adjusted 1:1 line, which becomes the zero line (Fig. S1d).

Monte Carlo simulations similar to those employed by Ford et al. [2015a] allow estimation of 95% confidence intervals for each quantile in every downcore interval (y-values on normalized QQ plots). These confidence intervals are calculated using the ECDF of the downcore interval. 10,000 Monte Carlo datasets are generated through a bootstrapping approach in which we sample this ECDF at random points, each dataset containing the same number of points as the original measured distribution. Quantile values are calculated for each Monte Carlo dataset, and sorted such that all 10,000 values for the coldest quantile are ordered from coldest to warmest, and so on for all 50 quantiles. The bounds of the 95% confidence interval are then determined by the 250th and 9750th value.

At the site studied in this paper, modern temperatures in the warmest quantiles in the mixed layer occurred exclusively during El Niño events [Carton and Giese, 2008]. Data in these top quantiles are thus expected to be representative of El Niño events, such that a relative decrease in the temperatures of these quantiles would indicate a decrease in the amplitude of El Niño events. A normalized QQ plot would show this as the warmest quantiles plotting below the zero line. Moderate El Niño
events and “normal” seasonal extremes, by contrast, only change temperatures in the middle and moderately warm quantiles, and as such our interpretations of ENSO are based only on the very warmest quantiles. La Niña events are not as different from “normal” seasonality as El Niño events, so small changes or lack of change in the cold end of the distribution cannot definitively be attributed to changes in La Niña.

Text S3. Effect of tectonic drift in site position

We tested the effect of long-term tectonic drift in site position from 1.25°S, 106.25°W five million years ago [Mayer et al., 1992] to 0°N, 110°W today, by comparing the modern temperature distribution at 15 m depth [Carton and Giese, 2008] to the modern temperature distribution at the paleo-location (Fig. S5). The change in location has a negligible effect on the temperature distribution.

Text S4. “False positive” tests

We performed “false positive” tests to quantify the probability of getting a subsample that shows more extremely dampened El Niño amplitude than our samples (a “positive” result), when in fact there is no change in ENSO (making the positive result “false”). These tests reflect the effects of both sample size and uncertainty in sample mean. “More extremely dampened El Niño amplitude” is defined as equally great or greater of a decrease, compared to our samples, in the average value of the top four quantiles’ upper 95% confidence intervals relative to the zero line on the normalized QQ plot (AVGTOP4). The top four quantiles were chosen because they form the part of the temperature distribution that comes exclusively from El Niño
events, as shown in the SODA data [Carton and Giese, 2008]. These concepts are illustrated in Fig. S7.

For each of our samples, we first calculated the AVGTOP4. This number formed the basis of comparison for all our tests. Then we constructed the tests, as such: we chose a random subsample of unaltered SODA data composited from 15 m, 25 m, 36 m, and 47 m depth (to span G. sacculifer’s entire depth habitat) near site 849[Carton and Giese, 2008] to use as the baseline dataset (on the x axis), which functions as the late Holocene sample in our foraminiferal data analysis. We then chose another random subsample of unaltered SODA data to use as the comparison dataset (on the y axis), functioning as the downcore sample in our foraminiferal data analysis. For the y axis subsample, we generated 95% confidence intervals by bootstrapping its ECDF 500 times, as described in Text S2 above. We generated a normalized QQ plot of the data, and tested whether the AVGTOP4 was less than or equal to the AVGTOP4 of our sample. If so, this pairing of subsamples was considered to be a “false positive” result, in that the data meet the criteria we use to diagnose a reduction in El Niño amplitude, despite being drawn from parent populations with unaltered (not reduced) ENSO. We repeated this test 10,000 times, with different subsamples on the x and y axes each time, to generate an estimate of the overall probability of false positive results. We varied y axis subsample sizes to exactly match those of our samples (i.e. 20 to 79). X axis subsample size was fixed at 84, to match the size of the late Holocene sample we compared all our downcore data to. Results of these tests are shown in Fig. 3.
Text S5. Construction of QQ plots normalized to mixed layer portion of distribution only

To explore the potential effect of changes in foraminiferal sample mean due to shifts in thermocline depth, we normalized all downcore datasets to the difference in mean temperature of the warmest 50% of the dataset, rather than the mean of the entire foraminiferal temperature distribution. This is equivalent to making the dashed line in Fig. S1c, which becomes the horizontal black “zero line” on Fig. S1d, be shifted off the 1:1 line by the difference in mean between the warmest 50% of the two datasets, rather than the difference in mean between the two entire datasets. The idea behind this test is to restrict our analysis to the portion of the distribution that lies solely within the mixed layer. Examination of the late Holocene distribution relative to SODA [Carton and Giese, 2008] data at different depths shows that the warmest 50% of the distribution corresponds to depths of 25 m and shallower, which is within the mixed layer (Fig. S2).

The results of this test are shown in Fig. S7. All our interpretations of dampened El Niño or similar-to-late Holocene El Niño remain the same as in the original analysis (though with higher false positive rates) except for the sample at 3.071 Ma, which in this analysis appears similar to the late Holocene within 95% confidence intervals. The different interpretation for this sample does not change our overall interpretation of dampened El Niño throughout the early Pliocene and variable El Niño (sometimes dampened, sometimes similar to the late Holocene) in the mid-Pliocene.
Text S6. Test of effect of changes in Mg/Ca of seawater

The Mg/Ca of seawater may have changed over the past 5 Myr, given the 1 million-year residence time of Ca in the ocean [Broecker and Peng, 1982]. The Mg/Ca ratio of foraminiferal calcite appears to depend somewhat on the Mg/Ca ratio of seawater which affects the slope of the Mg/Ca$_{calcite}$-temperature relationship [Evans et al., 2016]. In Figure S8, we present normalized QQ plots of all foraminiferal temperatures re-calculated using the Evans et al. calibration and Mg/Ca seawater values from the Evans et al. [Evans et al., 2016] reconstruction, plus a 10.3% ruber-sacculifer adjustment and dissolution correction based on the Dekens et al. [Dekens et al., 2002] depth-based correction, as described in Evans et al. [Evans et al., 2016].

We do not employ the Evans et al. [Evans et al., 2016] calibration in the main paper because it gives temperatures that are unrealistically cold across the tropical Pacific. At our site, it yields an average late Holocene temperature 1.6°C colder than the Dekens et al. [Dekens et al., 2002] depth-based calibration, implying a depth habitat not consistent with plankton tow or coretop data from the eastern and central Pacific [Faul et al., 2000; Watkins et al., 1996]. However, when applied to downcore data and normalized to the late Holocene sample (also re-calculated using the Evans et al. calibration and modern Mg/Ca of seawater), the results are very similar to our original analysis, with only slightly higher false positive rates. The only sample that is interpreted differently is the 3.071 Ma sample, which appears similar to late Holocene El Niño within 95% confidence intervals.
Text S7. Quantifying additional uncertainty in Mg/Ca-based individual foraminiferal temperature estimates

S7.1 Instrumental uncertainty and intra-test variability

The instrumental uncertainty of our LA-ICP-MS Mg/Ca measurements, based on the 1σ standard deviation of our NIST 612 measurements, is 3.4%. There is also some variability among the 3-4 spots measured on each chamber. The average standard deviation among spots was 0.084 mmol/mol, with a maximum accepted value of 0.25 mmol/mol, which is 8.3% for a foraminifer with an average Mg/Ca value of 3.0 mmol/mol (typical of warmer specimens). Foraminifera above the 0.25 mmol/mol cutoff were excluded from plots and further analysis. As a pessimistic estimate of our uncertainty, we take a standard deviation of 0.25 mmol/mol among 3 spots, which yields a standard error on the calculation of mean Mg/Ca of 0.14 mmol/mol. For an average Mg/Ca value of 3.0 mmol/mol, a 0.14 mmol/mol uncertainty corresponds to 0.51°C. This value includes the instrumental uncertainty, which is inherent in each measurement.

S7.2 The effect of salinity on the Mg/Ca of G. sacculifer

Salinity has been shown to have a small effect on foraminiferal Mg/Ca, with higher salinity corresponding to higher Mg/Ca [e.g. Hönnisch et al., 2013; Khider et al., 2015]. Monthly salinity values from the SODA dataset near our site [Carton and Giese, 2008] have a standard deviation over the past 50 years of 0.19 psu. El Niño months, on average, are 0.09 psu fresher than normal months, and the 1982/1983 and 1997/1998 extreme El Niño events had average salinities 0.16 psu fresher than
normal months. Using the Hönisch et al.[2013] *G. sacculifer* salinity sensitivity of 4.7% Mg/Ca per psu, an extreme El Niño event would bias our measured Mg/Ca by 0.08°C. This bias is present in both the late Holocene data and in all Pliocene data, so by comparing downcore data to our late Holocene sample instead of to modern measured temperatures, the effect of salinity is accounted for. In addition, the salinity bias is quite small compared to our other uncertainties. For these reasons, we do not include it in our total uncertainty estimate.

*S7.3 The effect of dissolution on individual foraminiferal temperatures*

It is well known that dissolution at the seafloor yields a cold bias in foraminiferal Mg/Ca values. To correct for this bias, we employ the Dekens et al. [2002] temperature calibration for *G. sacculifer*, which includes a dissolution correction based on core depth. It is possible that dissolution at ODP 849 could have been greater or lesser in the Pliocene than today due to changes in deep ocean circulation and ventilation, which would impart a cold or warm bias in mean measured Mg/Ca. However, it has been shown that changes in dissolution do not change the shape or characteristics of individual foraminiferal Mg/Ca-based temperature distributions [Rongstad et al., 2017]. Rongstad et al. [Rongstad et al., 2017] note there may be an exception in cases of extreme dissolution, but we do not observe extreme dissolution in our samples; foraminiferal shell wall thickness (based on laser ablation breakthrough time) was on par with well-preserved Holocene specimens, and we were able to find at least 25 *G. sacculifer* in each sample in this study. Because our interpretations of ENSO are based only on changes in the
temperature distribution, and not on changes in mean temperature, we are confident that any differences in dissolution at our site do not add to the uncertainty in individual data points.

We note that the stated uncertainty in the Dekens et al. [2002] temperature calibration of 1.4°C does not create additional uncertainty added to every individual data point. The scatter in the Dekens et al. [2002] calibration data likely stems from unaccounted-for differences in salinity among sites, instrumental error, error among replicates, and uncertainty in the value of the mean annual sea-surface temperature to which the data were calibrated. Here we explicitly quantify and account for salinity, instrumental error, and error among ablated spots – so adding the calibration uncertainty would be double-counting these effects.

S7.4 Modeled effect of total uncertainty in individual foraminiferal Mg/Ca-based temperatures

Based on the above analysis, the total 1σ uncertainty in our individual Mg/Ca temperatures is 0.51°C. We examined the effect of this uncertainty on our data analysis by adding noise to every downcore data point and re-calculating confidence intervals; results are shown in Fig. S7 and details are described below. To each downcore data point, we added a random number from a set of normally distributed random numbers with a mean of 0 and a standard deviation of 0.51, to create “noisy” data. We did this 100 times with different sets of random numbers, then constructed ECDFs (as described in Text S2) from all 100 noisy datasets. From each ECDF, we then created 100 bootstrapped datasets (each with the same number of points as the
original sample) by re-sampling the ECDF. In so doing, we created 10,000 (100 x 100) noisy Monte Carlo datasets from the original data. Quantiles were calculated from dataset, and for each quantile, were sorted from coldest to warmest. Confidence intervals were selected from the ordered quantile values; the 250th and 9750th values formed the 95% confidence intervals.
Figure S1. Demonstration of data analysis.

(A) An example temperature distribution, derived from individual *G. sacculifer* Mg/Ca temperatures from a coretop. (B) Another *G. sacculifer*-derived temperature distribution, from a downcore sample. The downcore distribution is warmer than the coretop distribution, but the very warmest temperatures are less extreme relative to the mean. (C) The same data plotted as a quantile-quantile plot. The offset in mean temperature between the two distributions appears as an upward shift of all the points off the 1:1 line (solid black line). The dotted line indicates the expected value of each quantile, if the two distributions are exactly the same except for the difference in mean. Note that the warmest quantiles fall below the dotted line. The gray envelope indicates 95% confidence intervals, estimated by bootstrapping an empirical continuous distribution function of the downcore data 10,000 times in a Monte Carlo simulation. (D) Normalized quantile-quantile plot. All quantiles are plotted as deviations from the dotted line in C, which becomes the zero line in D. In this example, the downcore distribution is interpreted as having a lower amplitude of El
Niño events than the coretop distribution, because the very warmest quantiles are significantly below the zero line. From [White et al., 2018].
Figure S2. Modern upper water column temperatures at Site 849.
Temperatures are from the SODA dataset [Carton and Giese, 2008], and profiles show monthly mean temperatures. The profiles for the 97-98 El Niño and 98-99 La Niña are diachronous; they were compiled from the peak anomalies during the event, which did not occur simultaneously at all depths.
Figure S3. Sensitivity tests showing the effect of changes in ENSO. Tests were performed on SODA data near our site from 15 m depth [Carton and Giese, 2008], and show the effect of changes in ENSO for a sample size of 48 specimens (our average sample size). Gray shading shows 95% confidence intervals. Plots show changes in the amplitude of the temperature anomaly during El Niño and La Niña months with respect to the average seasonal cycle.
Figure S4. Sensitivity tests showing the effect of changes in seasonality, and seasonality plus ENSO.

Tests used SODA data near our site from 15 m depth [Carton and Giese, 2008], for a sample size of 48 specimens (our average sample size). Gray shading shows 95% confidence intervals. Changes in the amplitude of the seasonal cycle were calculated by taking each non-ENSO month and increasing or decreasing its anomaly with respect to the annual mean temperature.
Figure S5. The effect of changes in paleo-position of Site 849.

Normalized QQ plot showing a test of the effect of the long-term shift in paleo-position of site 849. At 5 Ma, the site was at 1.25°S, 106.25°W [Mayer et al., 1992]; currently, it is at 0°N, 110°W. SODA temperatures at 15 m water depth [Carton and Giese, 2008] from the current site location are on the x axis; SODA temperatures from 15 m water depth at the paleo-location are on the y-axis. The points all fall very close to the zero line, demonstrating that the two locations have very similar temperature distributions. Thus, the change in paleo-location does not introduce any bias in our results.
Figure S6. Demonstration of “false positive” tests.
The metric used to determine significance in the false positive tests is the AVGTOP4, the average value of the upper 95% confidence intervals of the top four quantiles. If an x-y pair of Monte Carlo datasets (y sample size=58 in this case) are drawn from a parent population with unchanged ENSO and yields an AVGTOP4 less than the AVGTOP4 of our sample, that x-y pair of datasets is considered a “false positive” for dampened El Niño. The false positive probability was calculated after performing this test 10,000 times. The figure above shows the upper 95% confidence intervals of the top 4 quantiles (black circles) and the AVGTOP4 of the sample (star). Details of how the false positive probabilities were calculated are provided in Text S4.
Figure S7. QQ plots normalized to warmest 50% of the distribution.

To focus our analysis on the portion of the distribution lying solely in the mixed layer, we normalized downcore data to the difference in mean between the warmest 50% of the late Holocene vs. downcore datasets, rather than the difference in the entire sample distribution. For every sample, our interpretation of dampened El Niño or similar-to-late Holocene El Niño remains the same as in the original analysis, albeit with a higher false positive rate, except the 3.071 Ma sample, which now shows similar-to-late Holocene El Niño.
Figure S8. The effect of changes in Mg/Ca of seawater.
All foraminiferal temperatures are calculated with the Evans et al. [Evans et al., 2016] calibration and Dekens et al. [Dekens et al., 2002] depth-based dissolution correction.
For every sample except that at 3.071 Ma, our interpretation of dampened or similar-to-late Holocene remains the same as when using the Dekens et al. [Dekens et al., 2002] calibration alone, which does not account for changes in Mg/Ca of seawater. The 3.071 Ma sample now shows similar-to-late Holocene El Niño amplitude, within 95% confidence intervals.
Figure S9. Effect of additional uncertainty on single foraminiferal temperature data.

All Pliocene single foraminiferal temperature data are as in Fig. 3, but with ±0.51°C 1σ random noise added to every data point, to illustrate the effect of additional uncertainties on our data. Gray shaded region shows 95% confidence intervals.
Figure S10. Scroxton et al. [2011] data re-analyzed with QQ plots.
Normalized QQ plots of Pliocene single *G. ruber* δ¹⁸O from Site 846 in the EEP [Scroxton et al., 2011], plotted against late Holocene single *G. ruber* δ¹⁸O data from a nearby site [Koutavas and Joanides, 2012], with 95% confidence intervals. When analyzed with QQ plots, the Scroxton et al. [2011] data show dampened El Niño at 3.156 Ma and 3.727 Ma, in agreement with our findings.
Table S1. Samples used in this study.
Age of late Holocene sample is from [Ford et al., 2015a].

<table>
<thead>
<tr>
<th>Site</th>
<th>Hole</th>
<th>Core</th>
<th>Type</th>
<th>Section</th>
<th>Top (cm)</th>
<th>Bottom (cm)</th>
<th># specimens</th>
<th>Age (Ma)</th>
<th>∆T from late Holocene</th>
</tr>
</thead>
<tbody>
<tr>
<td>849</td>
<td>A</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>6</td>
<td>8</td>
<td>84</td>
<td>0.0028</td>
<td>-0.1</td>
</tr>
<tr>
<td>849</td>
<td>C</td>
<td>8</td>
<td>H</td>
<td>4</td>
<td>140</td>
<td>142</td>
<td>31</td>
<td>3.071</td>
<td></td>
</tr>
<tr>
<td>849</td>
<td>C</td>
<td>8</td>
<td>H</td>
<td>5</td>
<td>18</td>
<td>20</td>
<td>29</td>
<td>3.082</td>
<td>0.2</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>8</td>
<td>H</td>
<td>3</td>
<td>94</td>
<td>98</td>
<td>46</td>
<td>3.084</td>
<td>-0.2</td>
</tr>
<tr>
<td>849</td>
<td>C</td>
<td>8</td>
<td>H</td>
<td>5</td>
<td>33</td>
<td>35</td>
<td>20</td>
<td>3.087</td>
<td>-0.8</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>8</td>
<td>H</td>
<td>3</td>
<td>102</td>
<td>105</td>
<td>40</td>
<td>3.088</td>
<td>0.1</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>9</td>
<td>H</td>
<td>3</td>
<td>72</td>
<td>74</td>
<td>57</td>
<td>3.481</td>
<td>0.9</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>10</td>
<td>H</td>
<td>6</td>
<td>58</td>
<td>60</td>
<td>61</td>
<td>4.033</td>
<td>-0.2</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>12</td>
<td>X</td>
<td>5</td>
<td>30</td>
<td>32</td>
<td>58</td>
<td>4.573</td>
<td>1.5</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>12</td>
<td>X</td>
<td>5</td>
<td>62</td>
<td>64</td>
<td>46</td>
<td>4.578</td>
<td>1.4</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>12</td>
<td>X</td>
<td>5</td>
<td>126</td>
<td>128</td>
<td>61</td>
<td>4.588</td>
<td>1.8</td>
</tr>
<tr>
<td>849</td>
<td>D</td>
<td>15</td>
<td>X</td>
<td>1</td>
<td>58</td>
<td>60</td>
<td>79</td>
<td>5.038</td>
<td>1.8</td>
</tr>
</tbody>
</table>
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Chapter 4: The temperature of the West Pacific Warm Pool in the Pliocene

Abstract
The West Pacific Warm Pool (WPWP) is a major source of energy to the atmosphere, so constraining its response to increased $p$CO$_2$ is an important model validation target. The Pliocene is an excellent test case because it is the most recent epoch in which $p$CO$_2$ was higher than preindustrial. Only two Pliocene temperature records exist from the heart of the WPWP (at ODP site 806), and they show different trends. The foraminiferal Mg/Ca-based SST record shows Pliocene WPWP temperatures similar to today [Wara et al., 2005], but the TEX$_{86}$ temperature proxy indicates a WPWP cooling trend since the Pliocene, differing markedly from Mg/Ca-temperature records [Zhang et al., 2014a]. The TEX$_{86}$ studies, which claim that Pliocene WPWP temperatures were warmer than today, echo the claims of modeling studies, which produce a warmer WPWP whenever $p$CO$_2$ is higher than preindustrial.

Though much of the debate over Pliocene WPWP SSTs has focused on changes in seawater Mg/Ca, spatial variations in proxy agreement point to dissolution as a key factor. Dissolution, which imparts a cool bias to Mg/Ca temperatures, varies across ocean basins depending on $\Delta$[CO$_3^{2-}$], the difference from the carbonate ion concentration needed for calcite saturation. By necessity, dissolution corrections use the modern value of $\Delta$[CO$_3^{2-}$] for the entire record, so it is possible that Pliocene proxy discrepancies could stem from varying $\Delta$[CO$_3^{2-}$] over time. To constrain the effect of changing dissolution on the Mg/Ca SST record, we collected benthic
foraminiferal B/Ca data (a proxy for Δ[CO$_3^{2-}$]) from the WPWP spanning the past 5 Myr.

We find no long-term trend in Δ[CO$_3^{2-}$] over the past 5 Ma, implying no dissolution bias in the trend of the Mg/Ca record. Changes in seawater Mg/Ca create a ~1.8°C cool bias in the Pliocene Mg/Ca data, based on the [Evans et al., 2016] seawater reconstruction and temperature calibration. After accounting for this bias, we find that the Pliocene WPWP was ~+1.1°C warmer than during the Holocene, ranging from +0.5°C to +1.9°C when uncertainties are included. As such, the 2-2.5°C trend shown in TEX$_{86}$ records is not supported by the Mg/Ca data, and likely stems from a bias in the TEX$_{86}$ data toward subsurface temperatures. Even after accounting for nonthermal effects on the Mg/Ca data, reconstructed temperatures still show a much lower zonal temperature gradient in the Pliocene tropical Pacific than today.

1 Introduction

1.1 Importance of the West Pacific Warm Pool

The West Pacific Warm Pool (WPWP) is a significant source of latent and sensible heat to the atmosphere, and it drives the Walker Circulation, directs movements of the Intertropical Convergence Zone, and modulates the Hadley circulation [Tian et al., 2001]. Small changes in the sea-surface temperature (SST) of the WPWP thus have substantial impacts on the atmosphere and global climate. Determining the SST of the WPWP during past epochs with different pCO2 provides a constraint on Earth system sensitivity, which is the net effect of short and long-term
climate processes including greenhouse gas forcing, ice-albedo feedbacks, and aerosols. Because ice-albedo feedbacks have little effect in the tropics [Rohling et al., 2012], the temperature of the WPWP sets a lower bound on Earth system sensitivity. The Pliocene (2.6-5.3 Ma) was the most recent epoch in which pCO2 was higher than preindustrial levels and similar to current levels [Bartoli et al., 2011; Pagani et al., 2009; Seki et al., 2010]. As such, determining the temperature of the WPWP during the Pliocene has become an important goal in the scientific community.

The state of the Pliocene tropical Pacific is the subject of heated debate, which hinges on the accuracy of a Mg/Ca-derived SST record from planktic foraminifera at ODP site 806 in the WPWP (Figures 1 and 2) [Wara et al., 2005]. This record does not show a long-term cooling SST trend since 5.3 Ma. In contrast, a TEX86-derived temperature record from the same site suggests cooling in the WPWP since 5 Ma [Zhang et al., 2014a]. These two findings yield different climate sensitivities. They also have different implications for the zonal (east-west) SST gradient, which is thought to be important for atmospheric circulation and ENSO [Fedorov et al., 2015]. In the eastern equatorial Pacific, records from ODP 846, 847, 850, and U1338 using the Mg/Ca, UK’37, and TEX86 proxies all show much warmer SSTs in the Pliocene [Dekens et al., 2007; Lawrence et al., 2006; Rousselle et al., 2013; Seki et al., 2012; Zhang et al., 2014a] (Figures 1 and 2). If the Pliocene WPWP had a similar temperature to today, the zonal gradient was much lower, resulting in a “permanent El Niño-like state” (or “El Padre”, to clarify that it refers to mean climate, not El Niño
behavior [Ravelo et al., 2014]). If, instead, the WPWP was warmer in the Pliocene, the zonal gradient would have been similar to today.

Figure 1. Tropical Pacific annual average SSTs and sites referenced in this study. Pink is 29°C, green is 23.5°C. New data are from ODP site 806 (0°N, 160°E, 2520 m depth; marked by star). Filled black circles show eastern equatorial Pacific sites with Plio-Pleistocene temperature records (Figure 2). Empty circles show sites that monitor lateral expansion of the WPWP but not conditions at its heart. Adapted from [Ravelo et al., 2014].

Figure 2. Temperature records from the western and eastern Pacific. Plio-Pleistocene temperature records from site 806 in the WPWP (left) and sites 846, 847, 850, and U1338 in the eastern equatorial Pacific (right). Mg/Ca-derived records from [Wara et al., 2005]; TEX86-derived records from [Zhang et al., 2014a]; alkenone-derived records from [Dekens et al., 2007; Lawrence et al., 2006; Rousselle et al., 2013; Zhang et al., 2014a]. Mg/Ca-derived records are not adjusted for changes in Mg/Ca of seawater.

The debate over the temperature of the WPWP in the Pliocene can be summarized as two main perspectives. On one hand, a similar-to-today WPWP does
not match expectations of tropical SST response to radiative forcing [Hill et al., 2014]. The Pliocene Model Intercomparison Project (PlioMIP) yields WPWP SSTs 1.5-2°C warmer than preindustrial and little change in zonal SST gradient [Haywood et al., 2013]. This is supported by simulated anthropogenic tropical warming [Christensen et al., 2013]. Also, over Pleistocene glacial-interglacial cycles, WPWP SST responds linearly to radiative forcing [Dyez and Ravelo, 2012; Lea et al., 2000] with lower zonal SST gradient in cold climates and vice versa [Ford et al., 2015a; Koutavas and Joanides, 2012; Sadekov et al., 2013] (though this result is site-specific; see [Lea et al., 2000]). In addition, TEX86, used as an SST proxy, suggests cooling in the eastern equatorial Pacific, WPWP, and South China Sea since 5 Ma, attributed to decreasing pCO₂ [O’Brien et al., 2014; Zhang et al., 2014a]. Thus, it is expected that SST was uniformly warmer, resulting in a zonal SST gradient similar or slightly higher in the Pliocene when pCO₂ was higher, counter to the finding of a similar-to-today WPWP.

On the other hand, the balance of tropical Pacific data support an El Padre state [Dowsett and Robinson, 2009; Ravelo et al., 2006; Ravelo et al., 2014], and a cooler-than-expected WPWP could be explained by altered cloud albedo or enhanced ocean mixing [Burls and Fedorov, 2014; Fedorov et al., 2010; Fedorov et al., 2013]. The thermocline was also warmer/deeper in the Pliocene [Ford et al., 2012; Ford et al., 2015b], consistent with modeled processes impacting the zonal SST gradient [Barreiro et al., 2005]. Teleconnections with the “El Padre” state also explain Pliocene continental climate [Barreiro et al., 2005; Molnar and Cane, 2002; Shukla
et al., 2009]. Overall, if the WPWP was indeed no warmer than today, many models may not accurately depict tropical Pacific climate components under global warming.

The finding of no Plio-Pleistocene trend in WPWP SSTs despite changes in global climate [Wara et al., 2005] depends on Mg/Ca data from a single site, ODP 806. There are published records from ODP 1143 and 769 in the South China Sea [O’Brien et al., 2014; Zhang et al., 2014a], but these monitor expansion and contraction of the WPWP [Ravelo et al., 2014], rather than the warmest area of the WPWP, so examining SSTs at 806 is still necessary to capture conditions at the heart of the WPWP. \( \text{U}^{\text{K}}_{37} \) is fully saturated above 28.5°C [Conte et al., 2006], so it cannot provide reliable SSTs in the WPWP, leaving Mg/Ca and TEX\(_{86}\) as the only viable temperature proxies. TEX\(_{86}\) shows a cooling trend since 5 Ma that differs markedly from Mg/Ca records at the same west Pacific sites (Figure 2) [O’Brien et al., 2014; Zhang et al., 2014a]. However, TEX\(_{86}\) is biased toward subsurface temperatures in tropical regions including the South China Sea [Dong et al., 2015; Hertzberg et al., 2016; Jia et al., 2012; Liddy et al., 2016; Richey and Tierney, 2016; Seki et al., 2012], which could create a false trend (if interpreted as SST) as the thermocline cooled and shoaled since 5 Ma [Ravelo et al., 2014]. Because of the possible biases in the TEX\(_{86}\) proxy, quantifying the WPWP SSTs relies heavily on robust interpretations of Pliocene Mg/Ca data, including assessment of the non-temperature controls on foraminiferal Mg/Ca, which is the focus of this study.
2 Background

2.1 Controls on planktic foraminiferal Mg/Ca

The dominant control on planktic foraminiferal Mg/Ca ratios is calcification temperature. Secondary controls include 1) salinity, 2) surface water pH, 3) the Mg/Ca ratio of seawater, and 4) partial dissolution of calcite at the seafloor and in the sediment. Intratest variations and diagenetic calcite overgrowths and infillings can also affect Mg/Ca. These secondary controls are discussed here, with a focus on the planktic foraminifer T. trilobus (i.e. G. sacculifer without sac-like final chamber; [Spezzaferri et al., 2015]), the species used in this study and by [Wara et al., 2005].

The effect of salinity on T. trilobus Mg/Ca is 5.4±1.0% [Gray and Evans, 2019], consistent with an earlier estimate of 4.7±1.2% per salinity unit [Hönisch et al., 2013]. Estimates of the salinity of the Pliocene WPWP are model dependent. Models forced with mid-Pliocene boundary conditions simulate a 0.1 to 0.2 psu fresher WPWP [Haywood et al., 2007; Rosenbloom et al., 2013]. However, a model with altered cloud albedo, designed to reproduce the lower meridional and zonal SST gradients shown in proxy data, simulates a 0.5 psu saltier Pliocene WPWP [Burls et al., 2017]. As such, salinity changes in the Pliocene create a bias in the Mg/Ca temperature record that is small but of uncertain sign, ranging from -0.1°C to +0.3°C using the Gray and Evans [Gray and Evans, 2019] formulation.

T. trilobus Mg/Ca was recently found to not have a significant relationship with the pH of calcification waters, in contrast with earlier studies [Gray and Evans, 2019], so we do not calculate an effect of pH on our data. Intratest variations in
Mg/Ca [Dueñas-Bohórquez et al., 2011; Sadekov et al., 2005] are likely partly responsible for the ~1°C error in all Mg/Ca temperature calibrations, but calibration error likely creates noise or inaccuracies in absolute temperature, rather than a false trend in a downcore dataset. Diagenetic calcite overgrowths have been shown to have a minimal impact on foraminiferal Mg/Ca (far less than on foraminiferal δ18O), and can be identified by their effect on foraminiferal Sr/Ca [Kozdon et al., 2013; Sexton et al., 2006]. We observe a weak correlation of Sr/Ca to Mg/Ca in our planktic Mg/Ca data (R² = 0.15), so we do not expect diagenesis to have a strong effect on our data.

Much of the debate over the veracity of the Mg/Ca-derived SST record at 806 has revolved around the Mg/Ca ratio of seawater (Mg/Ca_{sw}) [Evans et al., 2016; Medina-Elizalde et al., 2008; O’Brien et al., 2014; Zhang et al., 2014a]. Mg/Ca_{sw} may have changed since 5 Ma, given the 1 Myr residence time of Ca in seawater (Mg residence time is 13 Myr [Broecker and Peng, 1982]). Foraminiferal Mg/Ca is likely affected by Mg/Ca_{sw} [e.g. Evans et al., 2016]. Changes in Mg/Ca_{sw} would affect all temperature records equally, but adjusting Pliocene Mg/Ca SSTs upward [Medina-Elizalde et al., 2008; O’Brien et al., 2014; Zhang et al., 2014a] or altering the Mg/Ca-SST relationship [Evans et al., 2016] has different effects in different areas; for example, it worsens the agreement between Mg/Ca and U^{K'37}/TEX_{86} in the eastern equatorial Pacific, where the un-adjusted records agree very well (Figure 2). For this reason, changes in Mg/Ca_{sw} alone cannot improve proxy agreement generally, indicating that some spatially varying factor must be at play. For this study, we focus on the potential effect of dissolution, which varies regionally. The effect of potential
changes in Mg/Ca_{sw} on the 806 record is discussed further in the section titled “The effect of changes in Mg/Ca_{sw}” below.

The fact that there is spatial variability in the differences between temperatures derived from Mg/Ca and those derived from TEX86 suggests that dissolution could be affecting foraminiferal Mg/Ca. Dissolution varies regionally in response to ocean circulation and carbonate/organic matter supply. It has long been known to impart a cool bias to foraminiferal Mg/Ca, even above the calcite saturation horizon (the lysocline) [Brown and Elderfield, 1996; de Villiers, 2005; Dekens et al., 2002; Regenberg et al., 2014; Rosenthal and Lohmann, 2002]. Mg/Ca SST records usually apply a dissolution correction based on core depth or on Δ[CO_3^{2-}], the difference between the carbonate ion concentration ([CO_3^{2-}]) required for calcite saturation at the seafloor (a function of depth) and the in-situ [CO_3^{2-}] [e.g. Dekens et al., 2002; Regenberg et al., 2014]. Δ[CO_3^{2-}] equals zero at the lysocline, which lies several hundred meters above the calcite compensation depth (CCD), the depth at which all calcite has been dissolved. Site 806 is 1000 m above the lysocline, but dissolution can still occur in CO2-rich microenvironments [Berger et al.]. The dissolution correction is large: the 34 μmol/kg glacial-Holocene shift in Δ[CO_3^{2-}] observed in the North Atlantic [Yu et al., 2010b] is equivalent to a 2°C bias, using the [Dekens et al., 2002] formulation. Standard practice is to apply dissolution corrections using the modern Δ[CO_3^{2-}] value for the entire downcore record, creating the possibility that long-term Mg/Ca-SST records are biased by temporal changes in Δ[CO_3^{2-}].
2.2 Potential Plio-Pleistocene changes in dissolution at site 806

Inferences about paleo-dissolution at site 806 may be drawn from multiple lines of evidence, but they have conflicting implications. The first line of evidence is planktic foraminiferal shell weight; lower weight implies greater dissolution [Rosenthal and Lohmann, 2002]. Shell weight data at 806 [Wara et al., 2005] bear little relation to Mg/Ca temperature, implying little influence of dissolution on Mg/Ca SST. However, shell weight data are inconclusive because initial weight can vary independently of dissolution [Bijma et al., 2002]. The second line of evidence is a compilation of %CaCO$_3$ records from the central tropical Pacific, which shows that the CCD and lysocline were shallower in the Pliocene than in the late Pleistocene [Farrell and Prell, 1991; Palike et al., 2012]. This implies greater dissolution (and thus a potential cold bias on Mg/Ca temperatures) during the Pliocene. The third line of evidence is the %CaCO$_3$ record at 806 itself, which shows higher %CaCO$_3$ in the early Pliocene than the late Pleistocene [Kroenke et al., 1991; Mayer et al., 1992], in apparent conflict with a shallower CCD. But, higher carbonate productivity could increase %CaCO$_3$ independent of changes in the lysocline, and could inhibit foraminiferal dissolution. In addition, the [Farrell and Prell, 1991] study is from the central tropical Pacific, and may not be representative of western tropical site 806. Overall, based on previously published data, it is unclear whether dissolution at 806 was greater or lesser in the Pliocene than today. This uncertainty necessitates the collection of data on Δ[CO$_3^{2-}$] specifically at site 806 to determine changes in dissolution.
2.3 The B/Ca proxy for Δ[CO$_3^{2-}$]

Benthic foraminiferal B/Ca is a proxy for Δ[CO$_3^{2-}$], and captures shifts in Δ[CO$_3^{2-}$] even far above the lysocline [Yu and Elderfield, 2007]. Downcore benthic B/Ca data show shifts in Δ[CO$_3^{2-}$] consistent with glacial circulation changes [Raitzsch et al., 2011; Yu and Elderfield, 2007; Yu et al., 2010a]. Benthic B/Ca is preferable to other proxies, such as the δ$^{11}$B proxy, because it quantifies Δ[CO$_3^{2-}$] (not pH or related parameters) and does not require large sample size. Coretop B/Ca data from the WPWP yield Δ[CO$_3^{2-}$] values similar to modern [Yu and Elderfield, 2007].

It is possible that the B/Ca of benthic foraminifera has been affected by changes in [B] or [Ca] in seawater over the past 5 Myr. Culture data show that seawater [Ca] does not affect planktic foraminiferal B/Ca [Haynes et al., 2017], so it is unlikely to affect our data. In contrast, [B] does affect planktic foraminiferal B/Ca [Haynes et al., 2017], and the [B] of seawater was slightly higher at 5 Ma than it is today (~4.6 ppm rather than 4.5 ppm) [Lemarchand et al., 2002]. The relationship between $[\text{B(OH)}_4^-]$ (the species of B that is incorporated into foraminiferal calcite; [Hemming and Hanson, 1992]) and planktic foraminiferal B/Ca is: B/Ca = 1.38 * $[\text{B(OH)}_4^-]$ – 23 [Haynes et al., 2017]. Assuming that $[\text{B(OH)}_4^-]$ was higher by the same proportion that [B] was, this 0.1 ppm change in [B] would have biased Pliocene foraminiferal B/Ca upward by ~3 μmol/mol. The impact of this change in B/Ca on Δ[CO$_3^{2-}$], using the [Yu et al., 2013] relationship, is ~2.7 μmol/kg. However, this estimate is very speculative because it is based on a $[\text{B(OH)}_4^-]$ to B/Ca relationship calibrated in planktic foraminifera. In this study, we use benthic foraminifera, which
likely have a different relationship to seawater chemistry than planktic foraminifera because they are much longer lived (~1 year versus ~1 month), so they likely have different vital controls on calcification. Alternatively, if we assume that benthic foraminiferal B/Ca changed in exact proportion to the change in seawater [B], this would create a bias in in benthic foraminiferal B/Ca of ~4.5 µmol/mol, resulting in a Δ[CO₃²⁻] offset of ~4 µmol/kg. Again, this estimate is very speculative.

3 Approach

3.1 Reconstruction and application of downcore changes in dissolution

For this study, we collected benthic foraminiferal B/Ca data from ODP site 806 over the same timeframe as the [Wara et al., 2005] study, to ascertain whether dissolution at that site changed over time and biased the Mg/Ca temperature record. Samples were analyzed at slightly lower resolution (~50 kyr) than the original dataset, to focus on long-term trends rather than short-term variability. We also collected new T. trilobus Mg/Ca data from the same samples. We then reconstructed Δ[CO₃²⁻] downcore, using the B/Ca- Δ[CO₃²⁻] calibration of [Yu et al., 2013]. To attain a temperature reconstruction that more accurately accounts for changes in dissolution, we use the B/Ca-derived values for Δ[CO₃²⁻] to correct the Mg/Ca data for dissolution, which is included in the [Dekens et al., 2002] Mg/Ca temperature calibration. In this way, each Mg/Ca data point is corrected with the contemporaneous value of Δ[CO₃²⁻] rather than the modern value, as has been common practice. We employ the [Dekens et al., 2002] temperature calibration with built-in Δ[CO₃²⁻]-based
dissolution correction because it yields the best agreement of coretop Mg/Ca to modern measured SST.

3.2 Demonstration of approach

We tested the accuracy of our approach (calculating SSTs with the Dekens et al. [2002] equation using B/Ca-derived values for Δ[CO$_3^{2-}$]) by applying it to coretop data from the WPWP [Dekens et al., 2002; Yu and Elderfield, 2007, this study]. Because coretop data in the WPWP were used to calibrate the C. wuellerstorfi B/Ca-Δ[CO$_3^{2-}$] proxy, our approach works well in that region; coretop B/Ca data yield values of Δ[CO$_3^{2-}$] similar to those estimated from GLODAP data [Yu and Elderfield, 2007]. When the Δ[CO$_3^{2-}$] values derived from coretop B/Ca are plugged into the Δ[CO$_3^{2-}$]-based Mg/Ca SST calibration of Dekens et al. [2002], estimated SSTs match observed SST well (Figure 3). With no dissolution correction, the Mg/Ca-derived SSTs show a clear cooling trend for Δ[CO$_3^{2-}$] values below 15 µmol/kg; the dissolution correction removes this trend. Coretops located in water with Δ[CO$_3^{2-}$] values above 15 µmol/kg yield accurate SSTs without a dissolution correction. Thus, 15 µmol/kg is our cutoff for applying a dissolution correction, and we do not apply a dissolution correction to any downcore Mg/Ca data from samples with a B/Ca-derived value of Δ[CO$_3^{2-}$] greater than or equal to 15 µmol/kg.

Since the benthic B/Ca-Δ[CO$_3^{2-}$] equation [Yu and Elderfield, 2007; Yu et al., 2013] and the planktic Mg/Ca-SST equation [Dekens et al., 2002] were both calibrated with coretop data from the West Pacific Warm Pool, it is reassuring that combining the two calibrations produces accurate SST estimates. Although this
demonstration does not provide a completely independent check of our approach, it provides some confidence that correcting one proxy record with another in the tropical Pacific can improve Mg/Ca-based SST estimates.

Figure 3. Use of B/Ca data to apply a dissolution correction to Mg/Ca-based temperature estimates. Mg/Ca data [Dekens et al., 2002, this study] from coretops with differing $\Delta[\text{CO}_3^{2-}]$ (calculated from WOCE data) but similar modern SST (gray bar) were converted to temperature using the [Dekens et al., 2002] calibration but with no dissolution correction (red circles). Benthic foraminiferal B/Ca data from the same coretops [Yu and Elderfield, 2007, this study] were then used to estimate $\Delta[\text{CO}_3^{2-}]$ using the [Yu et al., 2013] calibration, and that value of $\Delta[\text{CO}_3^{2-}]$ was plugged into the [Dekens et al., 2002] calibration to correct for dissolution (blue squares). Note that the two data points with $\Delta[\text{CO}_3^{2-}]$ greater than or equal to 15 $\mu$mol/kg were not corrected for dissolution because the uncorrected temperatures match modern SST well.
4 Methods

4.1 Site and age model

All samples were taken from ODP site 806 Hole C. The age model at site 806 has been updated [i.e. Karas et al., 2009] since publication of the Wara et al. [Wara et al., 2005] data, using benthic δ¹⁸O from site 806 Hole B spanning 0-4 Ma. For this study, we applied the Karas et al. [2009] age model to the original Wara et al. [Wara et al., 2005] data, and also transferred it to our samples from Hole C. For samples older than 4 Ma, we estimated ages by linearly interpolating between three biostratigraphic datums (details in Table S1).

4.1 Analytical methods

4.1.1 B/Ca analysis of benthic foraminifera

Sample size for B/Ca analysis ranged from 4 to 19 specimens, with an average sample size of 12, and was limited by the number of specimens present in each sediment interval. In general, Pliocene samples had fewer specimens than Pleistocene samples (average of 10 versus 13 specimens), and fewer duplicate samples were analyzed. Since no effect of foraminiferal size fraction on B/Ca has been found [Kerr et al., 2017], specimens of C. wuellerstorfi were picked from the >250 µm size fraction. Test frostiness and morphology were noted for every sample and the froziest specimens were discarded when possible, though neither frostiness nor morphology were found to impart a consistent bias to the data (see section titled “Test of the effect of frostiness and morphology on benthic foraminiferal B/Ca” below). Plotted B/Ca values for the eleven youngest samples reflect the average of two to six
subsamples, separated on the basis of frostiness and morphology. Duplicate samples were analyzed for 58 out of 117 samples, and final B/Ca values reflect the average of the duplicates.

Samples were cleaned according to the protocol of [Martin and Lea, 2002], which includes reductive cleaning as well as multiple sonication steps, oxidative cleaning, and a weak acid leach. Samples were analyzed for trace metals by inductively coupled plasma-mass spectrometry on a Finnegan Element XR at the University of California, Santa Cruz following the methods of [Brown et al., 2011]. Long-term instrumental precision of B/Ca measurements is ±3.6% (1σ), based on repeated analyses of in-house liquid consistency standards over many months. Estimated total uncertainty of B/Ca measurements is ±4.0% (1σ), based on the average standard deviation between duplicates (which were analyzed during different instrument runs). This value incorporates intra-sample Mg/Ca variability (i.e. inter-specimen variability), variability between instrument runs over many months, and instrumental uncertainty (as quantified above). Mn/Ca, which can be an indicator of contamination, averaged 0.18 mmol/mol and ranged from 0.008 μmol/mol to 0.423 mmol/mol, with higher values in the Pliocene samples. However, Mn/Ca shows no correlation with B/Ca (R² = 0.043), so the data and interpretations should be unaffected by contamination from Mn-bearing phases.

4.1.2 Mg/Ca analysis of planktic foraminifera
Forty to fifty *T. trilobus* specimens were picked from each sample and pooled to generate a downcore record of mixed layer temperature at site 806. Specimens
were picked from the 350-425 µm size fraction, and gently crushed prior to cleaning. Samples were cleaned according to the same protocol as described above for B/Ca analyses. Samples were analyzed for Ca, Mg, Mn, and Sr on a ThermoScientific iCap 7400 inductively-coupled plasma optical emission spectrometer (ICP-OES) at the University of California, Santa Cruz. The instrumental precision of our Mg/Ca data is ±1% (1σ), based on repeated measurements of an in-house liquid standard (FLCS2, Mg/Ca=3.31 mmol/mol) over many months. Estimated total uncertainty of Mg/Ca measurements is ±4% (1σ), based on repeated measurements of an in-house T. trilobus standard (KNR 110 2-58, Mg/Ca=3.75 mmol/mol). Similar to the estimate of B/Ca uncertainty, this value reflects intra-sample Mg/Ca variability (i.e. inter-specimen variability), variability between instrument runs over many months, and instrumental uncertainty (as quantified above). Mn/Ca averaged 0.112 mmol/mol and ranged from 0.015 mmol/mol to 0.230 mmol/mol, with higher values in the Pliocene samples, and is very weakly correlated with B/Ca (R² = 0.26). Wara et al. [Wara et al., 2005] found similar levels of Mn/Ca in their samples from site 806. The likely source of manganese is manganese carbonate overgrowths, given that reductive cleaning was performed to remove manganese oxides. Because manganese carbonates have a Mg/Mn ratio of ~0.1 mol/mol [Boyle, 1983], they would contribute a maximum of ~0.02 mmol/mol Mg/Ca, which corresponds to a 0.06°C bias – too small to have any substantial effect on our interpretations.
5 Results

5.1 Test of the effect of frostiness and morphology on benthic foraminiferal B/Ca

As with any species, there is some variability in morphology among individual specimens of *C. wuellerstorfi*, which for this species is mostly related to the convexity of the top and bottom sides, and the length/curvature of the chambers. [Rae et al., 2011] described an effect of length/curvature of chambers on measured B/Ca, in which individuals with shorter chambers appeared to have significantly lower B/Ca than individuals with longer, more curved chambers. At site 806, Pliocene specimens of *C. wuellerstorfi* tend to be “frostier” (white, rather than translucent) and more convex than younger specimens. *C. wuellerstorfi* is also less abundant in the Pliocene than the late Pleistocene (as are all species for which a B/Ca to Δ[CO$_3^{2-}$] relationship has been quantified). Generating a downcore record of benthic foraminiferal B/Ca thus necessitates pooling individuals with variations in frostiness and morphology.

For this reason, we tested the potential effect of shell frostiness (degree of translucency or whiteness, a product of early diagenesis) and convexity, which is a significant source of variability among specimens at site 806, and not discussed in the [Rae et al., 2011] study. Specimens were rated on frostiness from 1 to 7 and convexity from 1 to 6 (see Table S2 for complete description of rankings). Specimens in which the chambers were substantially shorter or less curved (like those of *C. mundulus*) were discarded, as were specimens with equally convex top and bottom sides. To test the effect of frostiness and morphology on benthic foraminiferal B/Ca,
we subsampled eleven sediment intervals in which C. wuellerstorfi was particularly abundant. Depending on abundance, two to six subsamples were created from each sediment interval. Each subsample consisted of several individuals of a given frostiness and morphology ranking.

We found that differences in frostiness and morphology do appear to yield B/Ca variability within a sediment interval (Figure 4). These differences are larger, on average, than differences between duplicate samples; the average standard deviation among subsamples is ±6%, compared to the average standard deviation between duplicates of ±4%. This discrepancy may indicate an effect of frostiness or morphology on B/Ca. It is also possible, however, that the reason for greater variability among subsamples than between duplicates is small sample size, rather than frostiness or morphology; i.e. high inter-specimen variability exists even within a single morphology or frostiness ranking. Subsamples consisted of 2 to 10 specimens (average 6), which was smaller than the duplicated samples (average 13 specimens).

Importantly, apparent B/Ca differences on the basis of frostiness and morphology are inconsistent in direction and magnitude, such that they create measurement noise rather than a consistent bias. For this reason, we do not believe our downcore record is biased by changes in shell frostiness or morphology.
Figure 4. Frostiness and convexity of *C. wuellerstorfi* specimens vs. B/Ca. Higher numbers indicate greater frostiness or convexity. See Table S2 for description of rankings. Colors indicate subsamples from the same sediment interval. Though there is scatter among the subsamples, there is not a consistent trend of higher/lower B/Ca with greater frostiness or convexity.

5.2 Coretop B/Ca and Mg/Ca data

The coretop value for benthic foraminiferal B/Ca is 190.8 µmol/mol, the average of four sample splits with differing frostiness and morphology with B/Ca values ranging from 177.9 µmol/mol to 201.6 µmol/mol. This average value differs from coretop measurements from nearby site MW91-9 38 (0°N, 159.5°E, 2456 m, B/Ca=174 µmol/mol) [Yu and Elderfield, 2007], but is similar to the youngest data point (9 ka) from the [Kerr et al., 2017] dataset, which was collected from our site (806) and has a value of 190.1 µmol/mol. Using the [Yu et al., 2013] calibration, our coretop B/Ca value corresponds to a Δ[CO$_3^{2-}$] value of 12.5 µmol/kg, which is similar to the modern value of 10.5 µmol/kg, calculated for site 806 using WOCE data [Dekens et al., 2002].

Our coretop value for Mg/Ca of *T. trilobus* is 3.832 mmol/mol. This value is very similar to other coretop measurements from site 806 (3.768 mmol/mol, 4.001 mmol/mol, 4.055 mmol/mol; [Ford and Ravelo, 2019; Wara et al., 2005]), despite
each measurement being made on different instruments and/or using different
calibration standards. The average of these measurements, weighted by sample size,
is 3.85 mmol/mol. This corresponds to 29.4 ±0.2°C, using the [Dekens et al., 2002]
Δ[CO$_3^{2-}$]-based calibration with Δ[CO$_3^{2-}$] estimated from our coretop B/Ca value. As
such, the Mg/Ca temperature is very close to the modern measured SST at the site of
29.2°C [Dekens et al., 2002].

5.3 Sensitivity of reconstructed temperatures to choice of dissolution
correction cutoff

The [Dekens et al., 2002] Mg/Ca-temperature calibration with Δ[CO$_3^{2-}$]-based
dissolution correction does not include an explicit cutoff value above which no
correction is applied. Our test of coretop data from the WPWP shows that Mg/Ca data
associated with high Δ[CO$_3^{2-}$] does not need to be corrected for dissolution, in general
agreement with many previous studies of foraminiferal dissolution. Here we explore
the effect of our choice of cutoff value on calculated temperatures.

We chose a cutoff value of 15 µmol/kg, which yields an average mid-early
Pliocene (3-5.5 Ma) temperature of 28.67°C (not including an adjustment for changes
in Mg/Ca of seawater, “unadjusted”). Other potential cutoff values are 21.3 µmol/kg,
as proposed by [Regenberg et al., 2014], and 12.75 µmol/kg, halfway between the
points at which a dissolution correction does and does not yield a more accurate SST
estimate among WPWP coretops (Figure 3). These cutoffs yield average unadjusted
Pliocene temperatures of 28.53°C and 28.70°C, respectively. In general, using a
cutoff means that some data points do not receive a dissolution correction. With
variable $\Delta$[$\text{CO}_3^{2-}$] downcore, the use of a cutoff results in a different average calculated temperature than if applying a fixed correction, even if there is no change in the average value of $\Delta$[$\text{CO}_3^{2-}$]. However, our choice of cutoff (among reasonable values) has only a small effect on the overall temperature record.

5.4 Downcore B/Ca and Mg/Ca records

There is no clear long-term trend in benthic foraminiferal B/Ca at site 806 (Figure 5), as can be seen by referencing downcore data to the modern value. The temporal resolution of our dataset (~50 kyr) precludes the interpretation of any glacial-interglacial variability or lack thereof. There may be greater B/Ca variability among Pliocene samples than Pleistocene samples, which may reflect either climate variability or smaller sample size and fewer duplicates. Shell weight of T. trilobus at site 806 [Wara et al., 2005] also shows no trend over the Plio-Pleistocene (Figure 5), which supports the lack of trend in our benthic foraminiferal B/Ca data.

Our Plio-Pleistocene Mg/Ca data match the record of [Wara et al., 2005], with similar mean values and variability (Figure 5). Using B/Ca-derived values of $\Delta$[$\text{CO}_3^{2-}$], rather than the modern value of $\Delta$[$\text{CO}_3^{2-}$], to correct the Mg/Ca data for dissolution yields little overall change in the temperature reconstruction. There are no substantial changes in mean value, trend, or variability.

5.5 Downcore carbonate coarse fraction record

For comparison with the downcore benthic B/Ca record, I also examined the ratio of coarse material to total carbonate in each sediment sample (% $>$63$\mu$m CaCO$_3$). This metric has been proposed as another indicator of dissolution [Broecker
and Clark, 1999]. In the tropics, coarse material is almost entirely carbonate, and the ratio of coarse to fine carbonate varies with \( \Delta \left[ \text{CO}_3^{2-} \right] \), as increasing dissolution breaks foraminiferal shells into smaller fragments [Broecker and Clark, 1999]. For our 806 samples, we generated a record of \( \% >63\mu\text{m} \) CaCO\(_3\) by dividing the weight of the \( >63\mu\text{m} \) size fraction by the total dry bulk weight (this data was collected during sediment washing and sieving) divided by \( \%\text{CaCO}_3 \). The \( \%\text{CaCO}_3 \) is from shipboard data and is not from the same samples as ours; we used data from the nearest sample.

The \( \% >63\mu\text{m} \) CaCO\(_3\) data has a long-term trend, with lowest values in the Pliocene increasing toward present (Figure 6). This trend contrasts with the lack of trend in benthic B/Ca and planktic foraminiferal shell weight.
Figure 5. New B/Ca data from site 806, and its application to the site 806 temperature record.
A) New B/Ca data from *C. wuellerstorfi* and calculated $\Delta [\text{CO}_3^{2-}]$ (black squares), and [Kerr et al., 2017] B/Ca data from site 806 (gray line). Dashed line shows modern
Δ[CO$_3^{2-}$] at site 806 [Dekens et al., 2002]. B) Calculated Δ[CO$_3^{2-}$] (black squares) and T. trilobus shell weight data from site 806 [Wara et al., 2005] (orange circles). C) New T. trilobus Mg/Ca data converted to temperature using modern Δ[CO$_3^{2-}$] for the dissolution correction (black line), using B/Ca-derived Δ[CO$_3^{2-}$] <15 µmol/kg for the dissolution correction (blue line), and adjusted for changes in Mg/Ca of seawater, calculated by taking the downcore anomaly of temperatures calculated with the Dekens-Evans formulation and adding it to the Dekens coretop temperature (red line) (see text for details). [Wara et al., 2005] record is shown for context (green diamonds). Dashed line shows coretop temperature. D) Tropical Pacific zonal temperature gradient, calculated as the difference between the adjusted SST record at 806 (red curve, part C) minus the alkenone-based SST record at ODP site 847 (Figure 2). Data were binned at 0.4 Myr intervals. E) Benthic oxygen isotope stack [Lisiecki and Raymo, 2005].

6 Discussion

6.1 Comparison to other B/Ca records from the western tropical Pacific

Our data has similar mean values and variability compared to a previously published benthic foraminiferal B/Ca dataset from site 806 which spans the last 500 kyr [Kerr et al., 2017] (Figure 5); differences in temporal resolution preclude any detailed comparison of the two records. Other records from the region [Yu et al., 2013] extend only through the past glacial cycle, or date to the mid-Miocene [Ma et al., 2018]. Our data represent a significant extension of Δ[CO$_3^{2-}$] reconstructions regionally and globally, and are the first data from the Pliocene.

6.2 Implications of B/Ca data for Pliocene SSTs in the West Pacific Warm Pool

Correcting planktic Mg/Ca data with contemporaneous (i.e. B/Ca-derived) values of Δ[CO$_3^{2-}$], rather than the modern value, does not amplify or reduce variability in reconstructed SSTs. As such, it appears that sample-to-sample variations in Δ[CO$_3^{2-}$] stemming from glacial-interglacial changes or other variability do not add
noise to the temperature record. Importantly, the lack of a long-term trend in benthic foraminiferal B/Ca, and thus Δ[CO$_3^{2-}$], at site 806 implies little bias from dissolution in the [Wara et al., 2005] Pliocene SSTs.

6.3 The effect of changes in Mg/Ca$_{sw}$

There are several lines of evidence indicating that Mg/Ca of seawater may have changed over the past 5 Ma. Estimates of past seawater composition come from fluid inclusions in marine halite [Horita et al., 2002; Lowenstein et al., 2001], calcium carbonate veins [Coggon et al., 2010; Rausch et al., 2013], bottom water temperature and ice volume constraints [Dekens et al., 2016], and temperature proxy offsets [Evans et al., 2016; O’Brien et al., 2014]. Estimates for the Pliocene range from 3.6 [Horita et al., 2002] to 5.26 [Rausch et al., 2013]. Here we use the reconstruction of [Evans et al., 2016] because its values are intermediate between the published extremes, and it is continuous through the Plio-Pleistocene. We note, however, that the premise of this reconstruction is imperfect because temperature proxy offsets may have causes other than Mg/Ca$_{sw}$ changes, such as seasonality or depth habitat of proxy production, and dissolution. Improving reconstructions of Mg/Ca$_{sw}$ is thus an important and ongoing area of research.

To account for the effect of changes in Mg/Ca$_{sw}$ on our reconstructed WPWP temperatures, we use the calibration of [Evans et al., 2016]. Culturing of planktic foraminifera has shown that changes in Mg/Ca$_{sw}$ likely affected the Mg/Ca paleothermometer through changes in the temperature sensitivity and partition coefficient, i.e. A and B in the equation Mg/Ca = B exp (AT). The calibration of
is the only one that accounts for these changes, by making A and B functions of Mg/Casw. To include a $\Delta[\text{CO}_3^{2-}]$-based dissolution correction, we combine the [Dekens et al., 2002] and [Evans et al., 2016] calibrations, by substituting the Mg/Casw-dependent values of A and B from [Evans et al., 2016] into the [Dekens et al., 2002] $\Delta[\text{CO}_3^{2-}]$-based equation, after adding a 10.3% adjustment to T. trilobus Mg/Ca values as described by [Evans et al., 2016]. We also explored the effect of using a different dissolution correction. Applying the [Regenberg et al., 2014] $\Delta[\text{CO}_3^{2-}]$-based dissolution correction then using the [Evans et al., 2016] calibration, rather than using the Dekens-Evans formulation, results in average reconstructed Pliocene temperatures 0.3°C warmer than the Dekens-Evans formulation. We use the Dekens-Evans formulation rather than a [Regenberg et al., 2014] plus [Evans et al., 2016] approach because the [Dekens et al., 2002] calibration produces the most accurate SSTs from coretops in the WPWP, as described in section 3.2. Overall, the choice of dissolution correction introduces a small uncertainty to our temperature reconstructions.

The Dekens-Evans formulation does not produce realistic coretop temperatures in the WPWP, with or without inclusion of the [Dekens et al., 2002] dissolution correction. Our coretop Mg/Ca temperature using the Dekens-Evans formulation is 23.9°C (or 24.5°C using the [Evans et al., 2016] calibration alone) compared to the modern measured SST of 29.2°C [Dekens et al., 2002]. Using the [Dekens et al., 2002] calibration with $\Delta[\text{CO}_3^{2-}]$-based dissolution correction alone, our coretop Mg/Ca temperature is 29.3°C – a much better match to modern SST.
Thus, to produce a temperature record with realistic values for the WPWP that also accounts for changes in Mg/Ca_{sw}, we take the coretop-downcore temperature anomaly using the Dekens-Evans formulation, and add that value to our coretop temperature using the [Dekens et al., 2002] calibration alone. This is repeated for every downcore sample, and forms the red line on Figure 5. The difficulty the Evans calibration has in reproducing modern SST at the site raises doubt as to its ability to accurately quantify the effect of past changes in Mg/Ca_{sw} on our temperature record. However, it is the only published calibration that incorporates a dependence on Mg/Ca_{sw}. Future improvement of Pliocene WPWP temperature estimates thus await refinements in Mg/Ca paleothermometry.

The [Evans et al., 2016] reconstruction estimates Mg/Ca_{sw} at 5 Ma to be 4.29, compared to 5.28 today, with most of the shift toward modern values occurring between 2.5 and 1 Ma. Thus, including an adjustment for changes in Mg/Ca_{sw} raises reconstructed temperatures older than ~1 Ma (Figure 5). For the mid-early Pliocene, the average adjustment is +1.8°C.

6.4 Was the West Pacific Warm Pool warmer in the Pliocene than the late Holocene?

6.4.1 Estimated Pliocene-Holocene temperature difference

If dissolution is fixed at the modern value and Mg/Ca_{sw} changes are not considered (black line on Figure 5c), the average temperature of the WPWP during the mid-early Pliocene (3.0-5.4 Ma) was 1.2°C cooler than the coretop. When using contemporaneous (i.e. B/Ca-derived) values of Δ[CO_3^{2-}] to correct the Mg/Ca data for dissolution (blue line on Figure 5c), the Pliocene-Holocene temperature difference
becomes -0.7°C. The difference between the variable-dissolution and the fixed-dissolution estimate is not due to a trend in dissolution; the Pliocene-Holocene difference in average $\Delta[\text{CO}_3^{2-}]$ is only 3.4 $\mu$mol/kg. It is largely due to variations in $\Delta[\text{CO}_3^{2-}]$ and the use of a cutoff for applying a dissolution correction. Adding an adjustment for changes in Mg/Ca$_{sw}$ (red line on Figure 5c) results in a Pliocene temperature of 30.4°C, and a Pliocene-Holocene temperature difference of +1.1°C.

6.4.2 Uncertainty of the estimated temperature difference

Sources of uncertainty in this estimate are 1) calibration uncertainty, 2) analytical uncertainty and standard error of the mean, 3) the effect of Pliocene salinity changes, 4) our choice of dissolution correction, and 5) the Pliocene value of Mg/Ca$_{sw}$. Uncertainty in the [Evans et al., 2016] calibration comes from uncertainty in the Pliocene value of Mg/Ca$_{sw}$ (discussed below), since the seawater values determines the preexponential constant and temperature sensitivity. Uncertainty in the [Yu et al., 2013] B/Ca- $\Delta[\text{CO}_3^{2-}]$ equation yields uncertainty in the Pliocene-Holocene temperature difference of +0.02°C and -0.05°C (from uncertainty in the slope) and +0.05°C and -0.06°C (from uncertainty in the y intercept). The plus and minus uncertainties are different because we use a cutoff value in $\Delta[\text{CO}_3^{2-}]$ when applying the dissolution correction.

Our knowledge of the average temperature during the Pliocene and the late Holocene depends on the number of samples and the variability among them. There are four measurements of late Holocene Mg/Ca at site 806, with a standard error of the mean equal to ±0.21°C. The mid-early Pliocene average temperature is comprised
of 40 measurements, with a standard deviation of 0.85°C and a standard error of the
mean equal to ±0.13°C. In both cases, the standard error of the mean inherently
includes the analytical uncertainty of each measurement and uncertainty in the B/Ca-
derived value of Δ[CO$_3^{2-}$], which contributes uncertainty to the dissolution correction.

The WPWP is simulated to have been 0.1 to 0.2 psu fresher [Haywood et al.,
2007; Rosenbloom et al., 2013] or 0.5 psu saltier [Burls et al., 2017] during the
Pliocene than today, which corresponds to a temperature bias of -0.1°C or +0.3°C.
Our choice of dissolution correction also affects estimated temperatures; using a
different cutoff value for applying the correction yields an average Pliocene
temperature of 0.03°C higher or 0.14°C lower than our reported average value. Using
the [Regenberg et al., 2014] dissolution correction instead of the [Dekens et al., 2002]
correction raises the calculated Pliocene average temperature by 0.31°C.

The largest uncertainty is the Pliocene value of Mg/Ca$_{sw}$. The [Evans et al.,
2016] reconstruction gives an average value for Mg/Ca$_{sw}$ at 3-5 Ma of 4.29, with
inner error bars of 4.01 to 4.5. This range of Mg/Ca$_{sw}$ values changes the calculated
Pliocene average temperature by +0.67°C or -0.44°C. Overall, adding the all the
aforementioned errors in quadrature yields an estimated uncertainty of +0.78°C and -
0.62°C, for a final Pliocene-Holocene temperature difference of +1.1°C with a range
of +0.5°C to +1.9°C.

6.4.3 Comparison to other estimates of Pliocene-Holocene temperature
difference
Our estimate of the temperature of the WPWP during the mid- and early Pliocene is lower than that based on the TEX$_{86}$ temperature proxy, which was interpreted as showing the WPWP to be 2-2.5°C warmer in the Pliocene [Zhang et al., 2014a]. However, the Zhang et al. [Zhang et al., 2014a] estimate is based on the long-term smoothed trend, such that the Pliocene estimate is relative to a Pleistocene baseline rather than a Holocene baseline [Ravelo et al., 2014]. Pliocene TEX$_{86}$ values are in fact very similar to coretop values [Ravelo et al., 2014]. Also, numerous studies have shown that TEX$_{86}$ is biased toward subsurface temperatures in the tropics and subtropics [Dong et al., 2015; Hertzberg et al., 2016; Jia et al., 2012; Liddy et al., 2016; Richey and Tierney, 2016; Seki et al., 2012]. The WPWP subsurface was indeed warmer during the Pliocene than today [Ford et al., 2015b], so the trend in TEX$_{86}$ likely reflects subsurface rather than surface cooling [Ravelo et al., 2014].

Our estimate is lower than the PlioMIP multi-model mean estimate of +1.5-2.0°C relative to preindustrial temperatures [Haywood et al., 2013], though the uncertainty in our estimate overlaps the PlioMIP values. It is possible that the Pliocene WPWP was cooled through mechanisms that are not well represented in general circulation models, such as heat dissipation by storms or changes in cloud albedo [Barreiro and Philander, 2008; Burls and Fedorov, 2014; Fedorov et al., 2010]. Our results validate those of [Ford and Ravelo, 2019], who reconstructed temperature variability during Pliocene glacials and interglacials in the WPWP and found an average temperature of +0.9°C relative to the Holocene. As described by
[Ford and Ravelo, 2019], their reconstructed temperatures yield a climate sensitivity in line with previous model-based estimates.

6.5 The Pliocene “El Padre” state and the long-term evolution of the tropical Pacific

Does the idea of an El Padre state, a tropical Pacific mean state with a low east-west SST gradient similar to a modern El Niño event [Ravelo et al., 2014], still hold for the Pliocene given the updated SSTs for the WPWP? In a word, yes. Figure 5d shows the difference between the updated WPWP SST record and the alkenone-based SST record from ODP 847 in the EEP ([Dekens et al., 2008], shown in Figure 2), after each record has been binned and averaged at 0.4 Myr intervals. The results show that during the Pliocene, the east-west SST gradient was about half of the late Pleistocene/Holocene value of ~6.5°C. We note that these results are computed using the originally published alkenone temperatures [Dekens et al., 2008]. Using the recently published BAYSPLINE calibration [Tierney and Tingley, 2018] raises the calculated temperature of the highest $U^{K-37}$ values, resulting in a ~1°C lower zonal SST gradient in the Pliocene. Our results are qualitatively the same when comparing the WPWP record to any of the other EEP records shown in Figure 2. Overall, the updated SST records still support a Pliocene El Padre state.

An interesting feature of the WPWP data is the sudden warming at ~1.7 Ma. This feature persists in the SST reconstruction even after correcting for contemporaneous changes in $\Delta[CO_3^{2-}]$ (red line, Figure 5c). The rise in SST of the WPWP occurred at the same time as a drop in SST at high northern and southern latitudes, as recorded at ODP sites 882 and 1090 in the North Pacific and South
Atlantic [Martinez-Garcia et al., 2010]. These changes at 1.7 Ma increased meridional and zonal temperature gradients to their modern values, and are hypothesized to reflect a shrinking of the subtropical gyres [Martinez-Garcia et al., 2010].

6.6 Implications of the $\Delta[CO_3^{2-}]$ record for productivity and deep ocean circulation

Carbonate mass accumulation rate (CaCO$_3$ MAR) was high at ODP site 806 in the Pliocene, and decreased toward present (Figure 6). All other sites in the region, except the deepest (ODP 804, at 3862 m), have the same trend. When examined in isolation, it is not possible to disentangle higher Pliocene productivity from decreased dissolution; both would cause the same trend. The $\Delta[CO_3^{2-}]$ record sheds light on this issue: the lack of trend implies no change in dissolution, at least at the depth of ODP site 806 (2520 m). Thus, higher CaCO$_3$ MAR in the Pliocene must reflect higher productivity. At deeper depths, as shown in the CaCO$_3$ MAR record from ODP 804, dissolution may have been higher in the Pliocene, in agreement with the CCD reconstruction of Farrell and Prell [Farrell and Prell, 1991] from the central Pacific. However, it appears that any change in seafloor corrosivity was not felt at the depth of ODP 806.

A lack of long-term trend in dissolution, as shown in the $\Delta[CO_3^{2-}]$ record, is supported by planktic foraminiferal shell weight data from ODP 806 [Wara et al.], which also has no trend (Figure 6). In contrast, the % $>$63µm CaCO$_3$ data from 806 does have a long-term trend, with lower values in the Pliocene increasing toward
present. (Figure 6). This implies greater dissolution in the Pliocene, in contrast to the B/Ca and shell weight data. However, it may also reflect increased winnowing of fine sediment in the later Pliocene and Pleistocene [Berger et al., 1993]. Alternatively, the % >63μm CaCO\textsubscript{3} record may reflect an ecosystem shift. The CaCO\textsubscript{3} MAR data and benthic B/Ca data together imply higher productivity in the Pliocene, which may have taken the form of coccolith blooms that dominated the CaCO\textsubscript{3} sediment flux and overwhelmed foraminiferal deposition. Overall, the data demonstrate the utility of considering multiple lines of evidence when reconstructing changes in carbonate chemistry and sedimentation.

The Δ[CO\textsubscript{3}^2−] record at 806 also provides a test of predicted changes in deep ocean circulation over the Plio-Pleistocene. For example, it was recently postulated that there was deep water production in the northwestern North Pacific (NPDW) during the Pliocene [Burls et al., 2017]. This hypothesis was based on a general circulation model whose physics were altered to reproduce the reduced zonal and meridional SST gradients seen in Pliocene proxy data [e.g. Fedorov et al., 2013]; this model spontaneously generated NPDW [Burls et al., 2017]. The authors point to higher CaCO\textsubscript{3} MAR at ODP site 882 as evidence of increased ventilation. This hypothesis also predicts higher Δ[CO\textsubscript{3}^2−] at site 806 in the Pliocene, if the North Pacific was more ventilated than today. However, the Δ[CO\textsubscript{3}^2−] record has no long-term trend. If NPDW was active in the Pliocene, it does not seem to have flowed over site 806.
Figure 6. Dissolution- and deep ocean circulation-relevant proxy data, from 806 and other sites.

A) Δ[CO$_3^{2-}$] derived from benthic B/Ca at site 806 (this study). B) CaCO$_3$ MAR at site 806 (red) and nearby sites (gray), listed in order of core depth: 807 (2804 m, short dashed), 805 (3188 m, dashed), 803 (3410 m, solid), and 804 (3862 m, dotted). 806 is the shallowest site, at 2521 m. Data from [Lyle, 2003]. C) % >63μm CaCO$_3$ of marine sediments (blue) and average weight of G. sacculifer shells (orange) [Wara et al., 2005], both at site 806. D) Benthic δ$^{18}$O stack [Lisiecki and Raymo, 2005].
7 Conclusions

We generated a new record of benthic B/Ca at ODP site 806 spanning the past 5.5 Ma, to reconstruct the history of $\Delta[CO_3^{2-}]$ and thus calcite dissolution at the site. The record has no long-term trend, implying that the Mg/Ca-based SST record at the site is not biased by changes in dissolution. Also, short-term fluctuations in $\Delta[CO_3^{2-}]$ do not appear to create artificial variability in the temperature reconstruction. Changes in Mg/Ca$_{sw}$ created a $\sim$1.8°C cold bias in the foraminiferal Mg/Ca, as estimated using the approach of [Evans et al., 2016]. Adjusting the data for this effect results in a Pliocene WPWP temperature $\sim$1.1°C warmer than the late Holocene. There are a number of uncertainties in this estimate, most importantly the value of Mg/Ca$_{sw}$ during the Pliocene. When including all relevant uncertainties, the WPWP is estimated to have been +0.5°C to +1.9°C warmer in the Pliocene than the late Holocene. Our estimate of Pliocene WPWP temperature is somewhat lower (though within uncertainty) of the PlioMIP estimate of +1.5°C to +2.0°C [Haywood et al., 2013], and do not support the 2-2.5°C Plio-Pleistocene warming trend shown in TEX$_{86}$ data [Zhang et al., 2014a]. Overall, the data still support a Pliocene El Padre state, with a much lower zonal SST gradient but not much warmer maximum temperatures.
Supplemental materials for The Temperature of the West Pacific Warm Pool during the Pliocene

**Table S1.** Biostratigraphic datums used to construct age model >4 Ma

**Table S2.** Description of frostiness and morphology rankings

<table>
<thead>
<tr>
<th>Event</th>
<th>Species</th>
<th>Depth in hole (mbsf)</th>
<th>Sample</th>
<th>Age (Ma)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LO</td>
<td><em>Ceratolithus acutus</em></td>
<td>148.00</td>
<td>806B 16H-7 40 cm</td>
<td>5.04</td>
<td>Mayer et al. 1993</td>
</tr>
<tr>
<td>LO</td>
<td><em>Triquetrorhhabdulus rugosus</em></td>
<td>806B 17H-4 26 cm</td>
<td>5.279</td>
<td>Takayama 1993</td>
<td></td>
</tr>
<tr>
<td>LO</td>
<td><em>Discoaster quinqueramus</em></td>
<td>162.50</td>
<td>806B 18H-3 100 cm</td>
<td>5.59</td>
<td>Mayer et al. 1993</td>
</tr>
</tbody>
</table>

Ages of all events were taken from Raffi et al. 2006, instead of from the original sources.

**Table S1.**

Biostratigraphic datums used to construct age model at site 806 for samples older than 4 million years.
### Table S2.

Description of rankings used to describe *C. wuellerstorfi* specimens for frostiness and morphology tests.

<table>
<thead>
<tr>
<th>Frostiness Ranking</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Maximally translucent with no sign of whiteness</td>
</tr>
<tr>
<td>2</td>
<td>Slight whiteness</td>
</tr>
<tr>
<td>3</td>
<td>Slightly more whiteness</td>
</tr>
<tr>
<td>4</td>
<td>Sutures are white, but chamber interiors are somewhat translucent</td>
</tr>
<tr>
<td>5</td>
<td>Shell is mostly white, with a few translucent spots</td>
</tr>
<tr>
<td>6</td>
<td>Shell is entirely white, but chamber sutures are very clearly defined</td>
</tr>
<tr>
<td>7</td>
<td>Shell is entirely white and chamber sutures are blurred</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Morphology Ranking</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Shell is completely flat on top and bottom</td>
</tr>
<tr>
<td>2</td>
<td>Shell is very slightly convex on top, completely flat on bottom</td>
</tr>
<tr>
<td>3</td>
<td>Shell is more convex on top, completely flat on bottom</td>
</tr>
<tr>
<td>4</td>
<td>Shell is very convex on top, verging toward a central peak, completely flat on bottom</td>
</tr>
<tr>
<td>5</td>
<td>Top is convex (though no central peak), bottom slopes slightly inward from outside edge but has a flat central area</td>
</tr>
<tr>
<td>6</td>
<td>Shell is equally convex on top and bottom (discarded from analysis)</td>
</tr>
</tbody>
</table>
Chapter 5: Conclusions

This dissertation is composed of three projects that seek to elucidate connections between climatic forcing, tropical Pacific mean state, and El Niño strength, using case studies from warm periods of the past five million years. Each project uses trace metal analysis of foraminifera from marine sediments to reconstruct seawater temperature and chemistry. The findings highlight the importance of the thermocline in determining El Niño strength, and constrain the West Pacific Warm Pool’s response to modern levels of atmospheric CO₂.

In Chapter 2 of this dissertation, “Dampened El Niño in the early and mid-Holocene due to insolation-forced deepening of the thermocline,” I collected temperature proxy data from individual foraminifera from the central equatorial Pacific to reconstruct mixed-layer temperature distributions through the Holocene. I found that El Niño was dampened during both the mid- and the early Holocene, relative to the late Holocene, in agreement with model studies forced with Holocene boundary conditions [White et al., 2018]. Out of several proposed mechanisms for insolation-forced dampening of ENSO, the one best supported by proxy data is a weakening of the upwelling feedback due to a warmer/deeper thermocline [White et al., 2018]. This implies that extratropical conditions are more important than tropical conditions in dictating ENSO strength, in contrast to the arguments put forth by [Clement et al., 1999; Clement et al., 1996].

The conclusions in Chapter 2 rest on the early Holocene data, and on previously published records of subsurface temperature in the tropical Pacific.
Additional data on subsurface conditions in the eastern equatorial Pacific would strengthen my findings, since only a single record exists from this region and it is likely more important for ENSO than data from the western Pacific. Also, additional data from the early Holocene would be beneficial, since early Holocene data are critical for differentiating among mechanisms and there are fewer other records (compared to the mid-Holocene) to back up my findings. Single foraminiferal data from ODP site 849 would be a good candidate, since that site is on the equator and far enough west that temperature variability is dominated by interannual (including ENSO) variability, not seasonality [Thirumalai et al., 2013].

In Chapter 3, “Dampened El Niño in the early Pliocene warm period,” I collected the same type of data and took the same data analysis approach as in Chapter 2, using samples from ODP site 849 in the eastern equatorial Pacific. I collected data from eleven time intervals during the mid- and early Pliocene, to examine changes in El Niño strength as the tropical Pacific mean state evolved toward modern conditions. I found that El Niño was dampened throughout the early Pliocene, when the thermocline was deep and the vertical temperature gradient in the eastern equatorial Pacific was low [Ford et al., 2015b]. By the mid-Pliocene, El Niño strength was sometimes dampened and sometimes similar to the late Holocene, appearing to vary on orbital and/or centennial timescales. This shift in ENSO behavior coincides with a shoaling of the thermocline, implying that stronger ocean-atmosphere coupling enabled periods of relatively stronger ENSO.
As with Chapter 2, the findings from Chapter 3 would be strengthened with more temperature data from the eastern equatorial Pacific. Generating a long-term SST record at my site to pair with the Ford et al. [Ford et al., 2012] subsurface temperature record would yield valuable information on vertical stratification, which is likely more important for ENSO feedbacks than thermocline depth/temperature alone. Also, increasing the time resolution of existing subsurface temperature records would enable investigation of the causes of orbital-scale variations in El Niño strength during the mid-Pliocene, which can only be speculated at with current data.

In Chapter 4, “The temperature of the West Pacific Warm Pool in the Pliocene,” I sought to constrain the response of the WPWP to modern levels of $pCO_2$. A previously published Mg/Ca-based SST record appears to show that the WPWP was about the same temperature today as it was in the Pliocene, despite higher-than-preindustrial $pCO_2$ [Wara et al., 2005]. This finding was called into question upon publication of a new temperature record using the TEX$_{86}$ temperature proxy, which indicates a WPWP cooling trend since the Pliocene and differs markedly from the Mg/Ca temperature record. Because TEX$_{86}$ is biased by subsurface temperatures, the Mg/Ca proxy is the best approach available for reconstructing SST at this site, but achieving confidence in the Mg/Ca record requires tightening constraints on its own biases. I chose to focus on calcite dissolution, which can cause a large cold bias and is of unknown magnitude in the past. To constrain the effect of changes in dissolution on the Mg/Ca record, I collected benthic B/Ca data to reconstruct $\Delta[CO_3^{2-}]$, the parameter that controls dissolution. I found no long-term trend in benthic B/Ca at
ODP site 806 over the past 5.5 Myr, implying no bias from dissolution in the Mg/Ca record. I then estimated the effects of other non-temperature controls on foraminiferal Mg/Ca, including changes in Mg/Ca of seawater, and concluded that the West Pacific Warm Pool was ~1°C warmer in the Pliocene than today.

As discussed briefly in Chapter 4, one application of the Δ[CO$_3^{2-}$] data is to test whether there was deep water production in the North Pacific during the Pliocene [Burls et al., 2017]. My data does not show higher Δ[CO$_3^{2-}$] in the Pliocene than today, and so does not support the hypothesis of NPDW. Interestingly, the benthic C isotope data does support NPDW formation. The benthic δ$^{13}$C record at 806 has a slight trend, with more positive values in the Pliocene and more negative values in the Pleistocene [Karas et al., 2009]. In contrast, the benthic δ$^{13}$C record at ODP 849 (eastern equatorial Pacific, 3800 m depth), which is thought to reflect Circumpolar Deep Water and thus approximate global mean values under the modern ocean circulation regime [Kwiek and Ravelo, 1999], has no trend over the Plio-Pleistocene [Mix et al., 1995]. Other sites in the North Pacific, including 1208 in the northwest Pacific and 1012 and 1018 in the northeast Pacific, have higher values in the Pliocene, similar to 806 [Burls et al., 2017]. As such, benthic δ$^{13}$C data does support NPDW formation, since recently ventilated deep water should have more positive δ$^{13}$C than older deep water, and ODP 806 and other North Pacific sites would be upstream of ODP 849 with respect to NPDW flow [Burls et al., 2017].

The discrepancy between benthic B/Ca and benthic δ$^{13}$C could be due to changes in air-sea exchange; greater air-sea exchange would raise δ$^{13}$C of surface
waters, which then sink to become deep waters [Charles et al., 1993], without changing \([\text{CO}_3^{2-}]\). Thus, the benthic B/Ca data together with the benthic \(\delta^{13}\text{C}\) data may indicate that a different and more proximal water mass, with a different air-sea exchange signature than Circumpolar Deep Water, was bathing 806 during the Pliocene. However, it is somewhat surprising that changes in deep ocean circulation and air-sea exchange should have exactly conspired to negate any change in \(\Delta[\text{CO}_3^{2-}]\). More benthic B/Ca data are needed, from sites 849 (which records Circumpolar Deep Water) and 1208 (upstream of 806 with respect to NPDW), to separate out whole-ocean versus regional change in \(\Delta[\text{CO}_3^{2-}]\) and distinguish between hypotheses.

Overall, my dissertation emphasizes the significance of the thermocline, which should help guide modeling efforts to predict ENSO’s response to anthropogenic change. My findings agree with recent work showing that the future evolution of ENSO strength through 2100 will depend on changes in the strength of the thermocline feedback, though observations show the opposite trend to that predicted in CMIP5 [Kim et al., 2014b], highlighting the need for further model refinements.

This dissertation also verifies a moderate sensitivity of the WPWP to \(p\text{CO}_2\), verifying the work of [Ford and Ravelo, 2019] and implying a moderate Earth system sensitivity. A moderate Earth system sensitivity contrasts somewhat with recent findings of high climate sensitivity (5.5°C per doubling of \(p\text{CO}_2\); [Frey and Kay, 2017]). However, the Pliocene likely had only 1.4 times higher \(p\text{CO}_2\) than preindustrial, and the WPWP is expected to respond to \(p\text{CO}_2\) change less than mid-
and high latitudes and upwelling regions, since its SST is not affected by ice-albedo feedbacks or changes in thermocline depth. Indeed, these regions were much warmer than today in the Pliocene [Fedorov et al., 2013]. Future work by the community at large should focus on incorporating the results of this dissertation and other paleoclimate studies into simulations, in order to validate the models, better understand the past, and better predict the future under anthropogenic climate change.
References


References


Dekens, P. S., A. C. Ravelo, and E. M. Griffith (2016), Moderate changes in Mg/Ca of seawater through the last 5 Ma, paper presented at International Conference on Paleoceanography, Utrecht, Netherlands.


Dekens, P. S., A. C. Ravelo, M. D. McCarthy, and C. A. Edwards (2008), A 5 million year comparison of Mg/Ca and alkenone paleothermometers, Geochemistry, Geophysics, Geosystems, 9(10), n/a-n/a, doi: 10.1029/2007gc001931.


Driscoll, R., M. Eliot, T. Russon, K. Welsh, Y. Yokoyama, and A. Tudhope (2014), ENSO reconstructions over the past 60 ka using giant clams (Tridacna sp.)


Elderfield, H., M. Vautravers, and M. Cooper (2002), The relationship between shell size and Mg/Ca,Sr/Ca, d18O, and d13C of species of planktonic foraminifera, Geochemistry, Geophysics, Geosystems, 3(8).


Fedorov, A. V., N. J. Burls, K. T. Lawrence, and L. C. Peterson (2015), Tightly linked zonal and meridional sea surface temperature gradients over the past five million years, Nature Geoscience, 8(12), 975-980, doi: 10.1038/ngeo2577.


Fehrenbacher, J., P. A. Martin, and G. Eshel (2006), Glacial deep water carbonate chemistry inferred from foraminiferal Mg/Ca: A case study from the western tropical Atlantic, Geochimistry, Geophysics, Geosystems, 7(9), n/a-n/a, doi: 10.1029/2005gc001156.


Gill, E. C., B. Rajagopalan, P. Molnar, and T. M. Marchitto (2016), Reduced-dimension reconstruction of the equatorial Pacific SST and zonal wind fields over the past 10,000 years using Mg/Ca and alkenone records, Paleoceanography, doi: 10.1002/2016pa002948.


Leduc, G., R. Schneider, J. H. Kim, and G. Lohmann (2010), Holocene and Eemian sea surface temperature trends as revealed by alkenone and Mg/Ca paleothermometry, Quaternary Science Reviews, 29(7-8), 989-1004, doi: 10.1016/j.quascirev.2010.01.004.


Molnar, P., and M. A. Cane (2002), El Niño's tropical climate and teleconnections as a blueprint for pre-Ice Age climates, Paleceanography, 17(2).


Rausch, S., F. Böhm, W. Bach, A. Klügel, and A. Eisenhauer (2013), Calcium carbonate veins in ocean crust record a threefold increase of seawater Mg/Ca


Rosenbloom, N. A., B. L. Otto-Bliesner, E. C. Brady, and P. J. Lawrence (2013), Simulating the mid-Pliocene Warm Period with the CCSM4 model, Geoscientific Model Development, 6(2), 549-561, doi: 10.5194/gmd-6-549-2013.


Sadekov, A. Y., S. M. Eggins, and P. De Deckker (2005), Characterization of Mg/Ca distributions in planktonic foraminifera species by electron microprobe mapping, Geochemistry, Geophysics, Geosystems, 6(12), n/a-n/a, doi: 10.1029/2005gc000973.


