
UC Davis
UC Davis Electronic Theses and Dissertations

Title
Prediction and Mitigation of Airfoil Noise Using Large Eddy Simulations

Permalink
https://escholarship.org/uc/item/2tm5c5jc

Author
Kang, Dong Hun

Publication Date
2024
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/2tm5c5jc
https://escholarship.org
http://www.cdlib.org/


Prediction and Mitigation of Airfoil Noise Using Large Eddy Simulations

By

Dong Hun Kang
Dissertation

Submitted in partial satisfaction of the requirements for the degree of

Doctor of Philosophy

in

Mechanical and Aerospace Engineering

in the

Office of Graduate Studies

of the

University of California

Davis

Approved:

Seongkyu Lee, Chair

Cornelis van Dam
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Abstract

This study aims to advance the fundamental flow physics of acoustic source generation,

propagation, and mitigation using large-eddy simulations with specific emphasis on flows

around an airfoil.

First, a wavelet-based recursive denoising algorithm is applied to airfoil flow field. The

pressure field around the airfoil is decomposed into coherent contributions corresponding to

denoised pressure and incoherent pressure corresponding to background noise. It is found

that the denoised pressure represents physical phenomena associated with near-wall hydro-

dynamic wavy structures and sound propagation generated near the boundary-layer tripping

region and trailing edge. On the other hand, the incoherent pressure or background noise

exhibits a small and constant amplitude closely adhering to the Gaussian distribution.

Second, wavenumber-frequency decomposition and Amiet’s theory are used to separate

total pressure into two distinct components: hydrodynamic (incident) pressure and acoustic

(scattered) pressure. The findings reveal that hydrodynamic pressure consists of turbulent

coherent structures characterized by high-energy spectra but acts as non-propagating sources

due to destructive interference within the streamwise correlation length. In contrast, acoustic

pressure exhibits an in-phase nature that facilitates efficient sound propagation. Amiet’s

theory shows similarities in magnitude and directivity patterns, but the disparity between

numerical and analytical studies exists, which is investigated in detail.

Third, this study delves into the detailed sound generation and propagation mechanisms

associated with trailing-edge scattering and flow perturbations of boundary-layer tripping.

Two distinct boundary-layer tripping techniques, namely a geometrically resolved stair strip
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and an artificially modeled trip using suction and blowing, are investigated. It is found that

boundary-layer tripping notably leads to intricate, scenario-specific noise generation: there

is an interaction between the laminar separation bubble and tripping for the stair strip case,

whereas laminar boundary layer instability is evident for the suction and blowing scenario.

Aerodynamic flow fields involving acoustic noise sources, their propagating natures near the

wall, and far-field acoustics are cross-examined in detail.

Fourth, a cross-spectrum method is proposed to identify the origin of noise sources and

understand sound production mechanisms. This novel method shows its potential by ef-

fectively detecting the acoustic source and propagation that are on par with or surpass

those of dynamic mode decomposition and spectral proper orthogonal decomposition modes

while simultaneously providing the spectral magnitude and phase topologies when applied

to different flow transition mechanisms of an airfoil.

Fifth, the effect of misaligned flow on trailing-edge noise is studied to examine fundamen-

tal mechanisms governing noise mitigation. Flow misalignment observed in the swept airfoil

is found to generate destructive interference, playing a crucial role in the noise reduction

mechanism. Critical flow physics responsible for the noise source attenuation is discovered

in the numerical simulations, which are cross-examined with Amiet’s swept trailing-edge

noise theory.

Sixth, the effects of trailing-edge morphing on aerodynamic and aeroacoustic perfor-

mances are studied. Concave (M1) and convex (M2) shapes are imposed near the trailing

edge of the airfoil. The M1 airfoil demonstrates enhanced performance in both aerodynam-

ics and aeroacoustics, while the M2 airfoil shows deteriorated performances compared to the

baseline airfoil. Flow features impacting the airfoil performances are examined in detail.
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Chapter 1

Introduction

In conjunction with collective efforts to enhance aerodynamic performance in the aviation in-

dustry, noise reduction is increasingly being recognized as a critical factor in the development

of future transportation systems. In this thesis, detailed investigations of the flow physics of

airfoil noise and its reduction are performed using high-fidelity numerical simulations. This

chapter provides a concise background of the thesis and outlines the motivation for each

topic. It also includes a comprehensive literature review, the objectives of the research, and

an overview of the thesis structure.

1.1 Background and Motivation

As air transportation applications like air taxis and drones are projected to be more widespread

in residential areas [1], it becomes increasingly crucial to address noise-related concerns as-

sociated with their use. For instance, the noise generated by air taxis can surpass ambient

background sounds, such as community or highway noise [2, 3]. A difference in noise levels

between air taxis and helicopters is less than 15 dB, which is Uber’s suggested noise guideline

for air taxi [4]. The noise emitted by these vehicles can arise from mechanical vibrations or
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the interaction of surfaces with air, with the latter referred to as aerodynamic noise. Aerody-

namic noise encompasses both tonal and broadband noise. For example, the rotating motion

of blades creates tonal noise characterized by periodic and impulsive pressure fluctuations.

However, airfoil-self broadband noise is generated by the interaction between an airfoil and

laminar or turbulent flows, resulting in a wide range of noise magnitudes across the spec-

trum. As illustrated in Fig. 1.1, five fundamental mechanisms for airfoil-self noise have

been identified: laminar and turbulent boundary-layer noise, trailing-edge bluntness noise,

separation-stall noise, and tip vortex noise [5]. Of these various noise source mechanisms,

turbulent boundary-layer trailing-edge noise has received the most attention due to its domi-

nant noise contribution in many cases [6–9] (as reviewed comprehensively by Lee et al. [10]).

In recent studies [11, 12], the significance of airfoil trailing-edge noise is also highlighted for

air taxi operations. This dissertation advances the fundamental understanding of the flow

and acoustic physics of airfoil broadband noise and its mitigation.

High-fidelity numerical simulations provide a better understanding of flow physics and

mechanisms. It has been extended to aeroacoustic problems where the requirement on the

acoustic grid scale is more stringent than the aerodynamic grid scale [14]. Specifically, large-

eddy simulations (LES) or direct numerical simulations (DNS) have been employed to predict

airfoil noise [15–22]. The seminal study [15] significantly influenced the direction of research

in trailing-edge noise prediction using LES with an acoustic analogy of Ffowcs Williams and

Hall [23]. Recently, the analysis of noise sources and relevant flow fields using LES has been

getting much attention as it is utilized to give insights into noise generation mechanisms

and to exploit noise mitigation devices, including suction flow control [24], boundary-layer

bumps [25], bio-inspired shapes [18, 26–28], and porous materials [29, 30].
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Figure 1.1: Airfoil noise generation and propagation [5, 13]: (a) turbulent-boundary-layer
trailing-edge noise, (b) laminar-boundary-layer vortex-shedding noise, (c) trailing-edge blunt-
ness vortex shedding noise, (d) separation-stall noise, and (e) tip vortex noise.
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1.1.1 Challenges in Predicting and Understanding Airfoil Noise

One of the challenges in predicting airfoil noise is the fact that the numerical accuracy of

these simulations relies on several factors, including grid resolution, time advancement, nu-

merical scheme, and turbulence modeling [31, 32]. Insufficient grid resolution can result in

unresolvable near-field noise sources, leading to the emergence of numerical spurious or back-

ground noise that may contaminate the physical noise in both near and far fields [33]. This

obstructs the understanding of significant flow physics. The first motivation of the disserta-

tion is to introduce the application of a novel approach, called wavelet-based decomposition,

to a low-Mach number airfoil noise problem. The proposed method aims to identify and

remove any background noise that may be present, whether it is of physical or numerical

origin.

Although there have been significant strides in developing theories related to turbulent

boundary-layer trailing-edge noise over several decades, with foundational works starting as

early as the 1970s [6, 23, 34–36], it is challenging to separate pressure in compressible LES

since the flow solutions inherently encompass both hydrodynamic pressure fluctuations and

scattered acoustic pressures on the wall. Existing methodologies [37, 38] rest on exploring

the difference in phase speeds associated with the hydrodynamic convection and the speed

of sound of acoustic waves in the wavenumber-frequency domain. However, an enhanced

understanding of the intricate contributions of hydrodynamic and acoustic pressures to far-

field noise remains to be elucidated in the context of airfoil noise. The second part of

the dissertation aims to bridge this gap through compressible LES, wavenumber-frequency

Fourier filtering based on phase speed, and advanced time-frequency analysis methods.
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Airfoil noise is influenced by the boundary-layer transition from laminar to turbulent flow,

which is sensitive to various parameters, including pressure gradient, freestream turbulence,

wall roughness, Mach number, wall suction or blowing, and wall heating or cooling [39].

These result in complex aeroacoustic mechanisms. Boundary-layer tripping is a classical

approach to trigger the laminar-to-turbulent transition to match flow similarity between the

scaled model and the full-scale model at different Reynolds numbers. Although far-field noise

was reported to be sensitive to the types of tripping parameters [40], the lack of knowledge lies

in the true origin of boundary-layer transition connecting with noise generation in turbulent

boundary layer flows. In the third topic of the thesis, the effect of flow transition on airfoil

noise for two different forced tripping methods with a natural transition case for comparison

is given with detailed flow statistics associated with far-field acoustics at a non-zero angle of

attack.

A visualization of flow and acoustic fields provides critical physical insights into under-

standing the generation and propagation of flow-induced noise sources. The conventional

visualization methods, which will be surveyed in the next section, have strengths and limita-

tions. In the fourth topic of the dissertation, a novel method for noise source identification

and visualization is proposed using cross power spectral density. A thorough investigation of

the new method is conducted by comparing it with conventional modal analysis methods, and

its strengths and limitations are discussed. To deepen our understanding of noise generation

and propagation mechanisms, this method is applied to the three distinct boundary-layer

transition scenarios over an airfoil.
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1.1.2 Strategies of Airfoil Noise Mitigation

Misaligned flow is observed in a variety of engineering and scientific applications, such as

swept wings, saw-tooth shapes, and blades undergoing the Coriolis effect in rotational mo-

tion. Decades of research have demonstrated that turbofan engine noise [41–43] can be

reduced through swept blade designs. Recently, the sweep angle has been adopted in the de-

sign of other engineering configurations to address high-frequency broadband noise [44–46].

Although previous works showed broadband noise reduction when the sweep angle was in-

corporated into the design criteria [45, 47], there has been little research on the fundamental

flow physics to lead low efficiency of sound radiation of these configurations. The fifth topic

is dedicated to focusing on misaligned flow physics to reveal noise reduction mechanisms

through the modeling of an airfoil with a sweep angle.

The reduction of airfoil broadband noise through morphed strategies, often considered

alongside their impact on aerodynamic performance, has been extensively studied through

analytical [48, 49], numerical [50–52], and experimental approaches [53]. While the benefits

of morphological shapes have catalyzed a plethora of studies in aerodynamics, aeroacoustics,

and other multidisciplinary fields, there remains a notable gap in understanding the flow and

acoustic interactions influenced by the morphed shape of an airfoil. Notably, much of the

research on morphed airfoils has primarily focused on aerodynamics [53–55]. Motivated by

the scarcity of comprehensive studies that address both the aerodynamic and aeroacoustic

characteristics of morphed airfoils, the sixth topic of the dissertation seeks to explore the fun-

damental mechanisms through which the shape of morphed airfoils influences wall-bounded

turbulent flows, sound propagation, and aerodynamic performance.

6



1.2 Literature Review

This section presents a literature review on six research topics related to airfoil noise pre-

diction and mitigation, solidifying the motivation for each. The first four topics delineate

previous works on predicting and understanding airfoil noise. The last two topics are dedi-

cated to reducing airfoil noise through misaligned flow and trailing-edge morphing.

1.2.1 Wavelet-based Decomposition

The wavelet-based extraction method has been extensively utilized for the interpretation

and analysis of turbulent flows [56–60]. This is because it can extract localized, nonlinear

dynamical flow contributions involving shocks, flame fronts, and vortices from homogeneous,

structureless, and uncorrelated components, thereby enabling the tracking of intrinsic struc-

tures in flows [61]. A coherent vortex extraction technique proposed by Farge et al. [62, 63]

decomposes a vortical field into coherent vortices and Gaussian noise-like incoherent com-

ponents. This algorithm consists of three procedures: decomposition, thresholding, and

reconstruction. Significant findings from applying the wavelet-based denoising method to

turbulent flows include the observation that only a few high-amplitude wavelet coefficients

of coherent vortices can represent the energy-containing flow motions of turbulence, while

the remaining incoherent parts are observed to possess the equipartition of energy in mul-

tiscale turbulence corresponding to white noise and can therefore be modeled statistically

[56, 58, 63]. This wavelet-based denoising method generates denoised vortical flow fields and

background noise. A collection of these early research papers [56, 58, 63–66] employing the

wavelet-based denoising technique inspired us to seek a method to identify and eliminate
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background noise in airfoil noise simulations. The terminologies ‘coherent’ and ‘incoherent’

from these earlier papers will be adopted when discussing a similar wavelet decomposition

algorithm. However, more precise wording for the context of airfoil noise application would

be ‘denoised flow field’ and ‘background noise,’ respectively. These more precise terms will

be introduced and justified later.

More recently, the wavelet-based separation method has been employed in the pressure

field analysis of turbulent jet and landing gear subcomponent configurations [67–70]. In jet

flows with Mach numbers of 0.6 and 0.9, the hypothesis for the decomposed components of

the pressure field is that the coherent or hydrodynamic pressure, induced by localized coher-

ent turbulent structures, dominates the low-frequency region of the spectrum. This consists

of a few high-amplitude wavelet coefficients, while the incoherent or acoustic pressure, de-

rived from the assumption of being Gaussian in nature, predominates at high frequencies

[67, 71]. In these applications, the incoherent component, assumed to follow a Gaussian

probability distribution, possesses physical acoustic characteristics in the pressure field and

thus cannot be neglected or discarded as turbulent dissipation. This differs from earlier

studies [56] that utilized a vorticity-based separation. Haczak et al. [68] applied wavelet

separation techniques to the pressure field around a landing gear wheel modeled using the

simplified geometry LAGOON [72] at a Mach number of 0.23. They found that the de-

composed acoustic pressure, filtered through the wavelet-denoising method, shows different

results from conventional Fourier-based filtering in the low-frequency region. The authors

argued that the Gaussian probability assumption is insufficient for isolating acoustic pressure

from hydrodynamic pressure. However, wavelet decompositions were applied to regions of

low turbulence and non-uniform flow, where acoustic propagation is more prominent than
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turbulent hydrodynamic fluctuations. This makes the Fourier filtering, based on phase ve-

locities, inaccurate or difficult to compare against wavelet-denoising filtering.

1.2.2 Pressure Decomposition into Hydrodynamic and Acoustic

Components

Analytical understanding of acoustic scattering of turbulence isolated from the original pres-

sure was studied by Ffowcs Willams and Hall [23]. The fundamental principle was integrat-

ing the rigid half-plane Green’s function with volumetric sources that depict wake velocity

statistics in Lighthill’s equations [73]. Meng et al. [74] applied a finite-chord correction

to Ffowcs Willams and Hall’s theory, showing the improvement of far-field noise predic-

tions compared to the experiment. Following this, there were augmentations to the model,

accounting for both the finite chord length [75] and airfoil thickness [76]. With the incor-

poration of the finite-chord correction factor in Howe’s model [75]—taking into account the

multiple scattering events at the airfoil’s leading and trailing edges—the precision of pre-

dictions for the far-field sound spectrum notably improved. Howe [36] further contributed

with an asymptotic theory, wherein the scattering is characterized using the Wiener-Hopf

method iteratively, with a dipole source defined by the wall pressure spectrum and spanwise

correlation length. Parallelly, Amiet [6, 34, 35] derived an aeroacoustic transfer function,

based on the Schwarzschild solution to handle the scattering effect. Amiet combined this

aeroacoustic transfer function with acoustic sources near the trailing edge such as spanwise

correlation length and wall pressure spectrum to determine the acoustic power spectral den-

sity. However, the theory rests on several assumptions, such as the exponential decay of

incident pressure from the trailing edge to the leading edge, frozen turbulence [77], an in-
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finitely long span, and a flat plate at zero incidence. Yet, despite such oversimplifications, the

introduction of an advanced empirical wall pressure spectrum model [78] to Amiet’s model

has led to favorable outcomes for airfoil and rotor broadband noise predictions [79, 80]. This

groundwork has facilitated successive refinements like factoring in leading-edge backscatter-

ing [81] and accounting for the airfoil camber and thickness [82]. While several researchers

[83–86] as well as Amiet himself [35] have delved into examining the relative contributions

of these pressures, the intricate physical dynamics underlying how each pressure distinctly

contributes to the far-field noise warrants deeper exploration.

In numerical simulations, one can independently compute noise originating from both

the incident and scattered pressures in conjunction with acoustic scattering solvers, such

as the finite element method (FEM) or the boundary element method (BEM), along with

an acoustic analogy. Oberai et al. [83] addressed the computation of trailing-edge noise

through the variational formulation of Lighthill’s acoustic analogies [73] using the FEM. They

distinguished sound sources into incident and scattered fields. The incident field is either

modeled as a basic quadrupole source or derived from Lighthill’s turbulence tensor in free

space. Conversely, the scattered field is computed by subtracting the incident contribution

from the total pressure. Their observations revealed that the scattered component influences

the directional attributes of the total pressure throughout the entire frequency spectrum.

They noted that the resultant scattered sound retains a dipole pattern at low frequencies,

corroborated by Curle’s solution [87]. Moreover, the peak noise level in terms of directivity

tends to lean upstream as the frequency increases. At high frequencies, additional lobes

emerge in the dipole pattern due to scattering by wavelengths smaller than the airfoil chord

length and the chord’s finite nature. Consistent findings were reported by Mart́ınez-Lera
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et al. [85, 86]. They used the FEM along with Lighthill’s formulation, and their results

indicated that the primary noise source emanating from the airfoil results from the scattering

effect, with the incident field playing a minimal role. On another note, Khalighi et al. [84]

used the BEM to solve Lighthill’s equation in the presence of a body. Their most salient

observation is the dominance of the scattering effect at high frequencies, contrasting it with

sounds solely emanating from hydrodynamic sources on the wall.

1.2.3 Effect of Boundary-layer Tripping on Airfoil Noise

Boundary-layer tripping is used to ensure flow similarity between small-scale models and full-

scale prototypes at varying Reynolds numbers [88, 89]. This is accomplished through forced

boundary-layer transition, independent of local free-stream velocity [90]. For aerodynamic

and aeroacoustic measurements in wind tunnel tests, several tripping methods are commonly

employed, including trip wires [91], zigzags or serrations [92], surface roughness elements,

and the more recently proposed sharkskin-like surface roughness [40, 93, 94]. These devices

induce transition onset through high-intensity velocity fluctuations in the spanwise direction

[92]. However, it has been reported that far-field noise is sensitive to the types of trips used:

low-frequency noise increases due to the trip effects on trailing edge wall pressure fluctua-

tions, while high-frequency noise increases because of noise generated by the trip itself [40].

Additionally, grid roughness elements were found to be less effective in promoting transition

at speeds below the Reynolds number based on the distance of tripping from the leading edge

of Retr = 5.3 × 104 compared to zigzag types, with an underpredicted intermittency factor

near the wake. This directly impacts far-field noise measurement, resulting in a maximum
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discrepancy of 3 dB between the two trip types [92]. Consequently, obtaining consistent

data is challenging due to uncertain boundary-layer tripping parameters and varying flow

conditions.

In numerical approaches, there was an attempt to employ stochastic sand grain rough-

ness to simulate a realistic tripping configuration [95]. However, artificial tripping is more

often employed to circumvent the complexities associated with randomly distributed sur-

face grit or geometrically resolved ones. Examples of such techniques include suction and

blowing [17, 96] and high-frequency unsteady tangential reverse blowing [18, 97]. Wolf and

Lele [17, 96] applied the suction and blowing method on the suction side of a NACA 0012

airfoil, successfully predicting far-field acoustic pressure spectra with good agreement to

experimental measurements [5]. Concurrently, Bodling and Sharma [97] investigated two

different tripping models using compressible LES for a NACA 0012 airfoil, which included a

geometrically resolved trip and an artificially modeled tangential reverse blowing trip. They

found that the trip wire generated extraneous high-frequency noise when the permeable data

surface encompassed the wave propagation from the trip wire. The reverse blowing method,

however, produced minimal noise from the trip region [97]. More recently, Winkler et al.

[98] conducted a comprehensive examination of tripping models both experimentally and

numerically to explore wall-pressure evolution and acoustic predictions for a NACA 6512-63

airfoil at zero incidence. The wall-pressure spectra revealed that the serrated trip effectively

modeled the tripping effect, showing broadband humps at specific frequencies consistent with

experimental data. Furthermore, they discovered that the thickness effect of the boundary-

layer trip led to a gradual decrease in broadband far-field noise, making the magnitude of

trailing-edge broadband noise dependent on both trip thickness and trip models.
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1.2.4 Visualization of Acoustic Source and Propagation

A visualization of flow and acoustic fields deepens our understanding of the generation and

propagation of flow-induced noise sources. Three approaches are often employed to iden-

tify and visualize noise generation and propagation. The first method utilizes the dilata-

tion parameter, which associates pressure perturbation with the divergence of velocity [99].

This allows for the detection of sound propagation originating from noise sources. How-

ever, the shortcoming of this method arises when time-domain pressure fluctuations are

primarily dominated by strong acoustic waves like low-frequency tonal noise. This causes

high-frequency, low-amplitude perturbations to be often masked by those dominant waves.

Thus, the acoustic waveforms across a broad frequency range can make it challenging to

interpret the acoustics related to a specific frequency range of interest.

The second approach involves using the Fourier transform for either band-pass filtering

of the time-domain pressure field or calculating pressure spectra. For the band-pass filtered

pressure field, Fourier coefficients of pressure within the desired frequency range are filtered

and then transformed back to the time domain. This effectively highlights the dominant

sound waves that emerge from specific flow structures at certain frequencies. One distinct

advantage of this method is its simplicity in data processing such that it does not require

manipulating massive data matrices. Turner and Kim [19] applied this approach to observe

the multiple generations of noise produced by the separated shear flows at mid-frequency

and the formation and subsequent breakdown of Kelvin-Helmholtz vortices at high frequen-

cies. While the band-pass filtered pressure can illustrate the propagation and interaction

of acoustic waves, acquiring detailed information regarding the spectral magnitude of both
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hydrodynamic sources and acoustic waves can prove challenging. Jones et al. [100] converted

the pressure field from the time domain to the Fourier domain using one-third-octave aver-

aging centered on frequencies of interest. They visualized the propagation pattern through

contours of auto power spectral densities or the real part of the acoustic pressure around the

airfoil. However, this approach limits the identification of both hydrodynamic convection

and acoustic propagation, as the spectral energies of the hydrodynamic component are sig-

nificantly higher than those of the acoustic component. Therefore, hydrodynamic pressure,

dominated by turbulent flows near the wall, was simply hidden from the flow snapshots to

emphasize the acoustic propagation [100].

The third approach for identifying noise sources and propagation is rooted in modal anal-

ysis. This method is often referred to as a data-driven approach. These methods can distill

physically important flow structures related to the problem of interest [101]. An overview of

several such data-driven techniques is listed in Ref. [102]. Among them, modal analyses in-

corporating spectral proper orthogonal decomposition (SPOD) [103–105] and dynamic mode

decomposition (DMD) [106–108] have been frequently used as the initial step in investigating

a variety of engineering problems. Sano et al. [109] employed SPOD modes on the pressure

field to examine the turbulent boundary-layer trailing-edge noise, revealing the relationship

between the large-scale flow structures, the high-energy frequency content of the flow, and

the sound propagation of turbulent coherent structures. Similarly, Hu et al. [110] illumi-

nated the effect of serration on noise reduction in airfoil configurations using DMD modes,

showcasing the spanwise incoherence in the serrated case at peak energy frequencies. This

demonstrates the diverse ways in which the DMD method can be adapted to enhance our

understanding of airfoil noise. While these data-based approaches are specialized in isolating
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essential coherent structures linked to physically important flows, some difficulties are faced

when dealing with high-dimensional data. It often faces prohibitive memory requirements,

especially for visualizing high-dimensional spaces such as the handling of data matrices with

the billion order of magnitude in the full-scale aircraft configuration [111]. This remains a

challenge despite the ongoing efforts to develop new data-driven methodologies [112].

1.2.5 Airfoil Noise Mitigation through Misaligned Flow

While the use of sweep angle has been widespread for turbofan engine noise reduction over

several decades [41–43], it has also been adopted in fan, propeller, and open rotors where

the high-frequency broadband noise is significant [44–46]. The application of the sweep

angle to Amiet’s theories on broadband noise has been recently explored by Giez et al.

[113] and Grasso et al. [45, 47], respectively. These studies incorporated the sweep angle

into the radiation integral, taking into account both streamwise and spanwise wavenumbers.

For trailing-edge scattering by the swept airfoil, the generalized Corcos’ model [114] was

used to consider the effect of spanwise wavenumbers on the correlation length. However,

the trailing-edge pressure spectrum was obtained from the empirical modeling, neglecting

the sweep angle effect. Amiet’s leading-edge noise model, modified to include the sweep

angle, was found to align with measurements [113], consistently showing reduced sound

spectra across the entire frequency range. Zarri et al. [115] employed these leading-edge and

trailing-edge analytical formulations in conjunction with steady-state numerical simulation

to develop multi-fidelity fan-broadband noise prediction models. The authors emphasized

the importance of considering sweep-angle effects for accurate noise predictions. In the
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meantime, an example of using high-fidelity simulations of swept fan blades is found in

Ref. [46], where the Lattice Boltzmann Method (LBM) [116] is employed to study the

effect of sweep angle on axial-fan noise. Notable findings were the noise reduction at low-

frequency subharmonics with the forward-swept blade, which efficiently alleviated tip flows,

aligning with previous observations [117]. An experimental study for the swept fan blade

showcased a noticeable reduction in sound spectra compared to the straight fan blade [44,

117]. Nevertheless, a comprehensive understanding of the favorable impact of the sweep

angle on sound radiation is still lacking.

1.2.6 Airfoil Noise Mitigation through Trailing-edge Morphing

Over the decades, constant efforts have been made to reduce noise through morphed strate-

gies [48–52]. Morphological adaptations may involve not only adjustments in chord, span,

and sweep angle but also out-of-plane transformations characterized by bending and twisting

[118, 119]. In this work, morphing specifically refers to adjustments in airfoil profiles [118].

Furthermore, our focus is on the analysis of rigid-static morphed airfoil profiles without

considering dynamic motion or structural deformation.

Trailing-edge noise is significantly influenced by the shape of the airfoil near the trailing

edge, including the wedge angle. Recently, Spiropoulos et al. [49] presented a study on

far-field sound reduction using wedge angles, employing a combined analytical modeling

approach that incorporates scattering effects [34] and vortex sound sources with vorticity

spectrum [120]. Their study showed that the wide wedge angle reduces noise. However,

their results did not consider the flow field, which might induce periodic shedding as noise
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sources—a limitation acknowledged by the authors [49]. In a related approach, the concept

of a wedge angle was incorporated into airfoil parameterization as a boat-tail angle, as

proposed by Lim [121]. Building on this idea, Liu and Lee [122] integrated this airfoil

parameterization method with low-fidelity tools such as XFOIL [123] and a semi-empirical

wall-pressure spectrum model [78], alongside Howe’s diffraction theory [124], to address

trailing-edge noise. Their findings suggested that employing a negative boat-tail angle,

which results in a concave airfoil shape, holds promise for reducing overall sound pressure

levels while simultaneously improving lift and lift-to-drag ratios. However, the potential

noise reduction benefits were not extensively explored in all observer directions, and the

authors noted that prediction accuracy is particularly sensitive and uncertain in conditions

of highly separated flows.
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1.3 Research Objective

The primary objective of the thesis is to predict airfoil noise and advance our understanding

of noise generation and propagation mechanisms using high-fidelity large-eddy simulations

and physics-informed analytical theories. Another purpose is to mitigate airfoil noise and

reveal the noise reduction mechanism. Thus, the specific goals of the thesis are delineated

within the two frameworks.

1.3.1 Airfoil Noise Prediction

• Identify and eliminate numerical or background noise using the wavelet denoising al-

gorithm to keep track of the true physics of noise source and propagation.

• Decompose the pressure into hydrodynamic (incident) and acoustic (scattered) com-

ponents to delineate the complexity of trailing-edge noise generation and propagation.

• Analyze the aerodynamic and aeroacoustic effects of flow transition on airfoil noise

with different boundary-layer tripping models.

• Propose a novel method based on cross power spectral density to visualize sound gen-

eration and propagation.

1.3.2 Airfoil Noise Mitigation

• Deepen our understanding of the noise reduction mechanism of swept airfoil, focusing

on misaligned flow physics.

• Investigate the aerodynamic and aeroacoustic performances of morphed airfoils.
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1.4 Outline of the Dissertation

The thesis is structured with seven chapters, which are outlined as follows:

• Chapter 1 presents the research background and motivation for airfoil noise prediction

and mitigation. The literature review entails the previous works relevant to airfoil noise

prediction and mitigation. Lastly, the research objective of the thesis is described.

• Chapter 2 details the computational methodology, encompassing large-eddy simula-

tions, aeroacoustic analogy, pressure decomposition, modal analysis, and cross-spectrum

method. The validation results of flow and acoustic codes are subsequently provided.

• Chapter 3 presents the results of pressure decomposition, which are subdivided into

two sections. Section 3.1 describes the wavelet-based pressure decomposition, while

Section 3.2 discusses the Fourier-based pressure decomposition.

• Chapter 4 addresses the effect of boundary-layer tripping on airfoil noise.

• Chapter 5 proposes the cross-spectrum method and assesses its ability for acoustic

source identification and visualization.

• Chapter 6 entails the research results of airfoil noise mitigation, which are subdivided

into two sections. Section 6.1 displays the results of the sweep angle effect with mis-

aligned flow, whereas Section 6.2 gives the results of the trailing-edge morphing effect.

• Chapter 7 concludes the thesis with summaries of the six independent research works,

contributions, recommendations for future work, and a list of publications.
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Chapter 2

Computational Methodology

2.1 Large-Eddy Simulations

2.1.1 Governing Equations and Numerical Methods

The equations governing the large-scale motions of compressible flows can be formulated

using Favre-filtered quantities, as outlined in previous studies [125–127]. In the following,

the operator symbols ·̄ and ·̃ are employed to denote the Reynolds and Favre averages,

respectively, following the notation introduced by Favre [128]. These equations encompass

the continuity, momentum, and total energy equations, which are expressed as follows:

∂ρ̄

∂t
+

∂

∂xj
(ρ̄ṽj) = 0, (2.1)

∂ρ̄ṽi
∂t

+
∂

∂xj
(ρ̄ṽj ṽi) = −

∂p̄

∂xi
+
∂σ̃ij
∂xj
−
∂τ sgsij

∂xj
, (2.2)

∂ρ̄Ẽ

∂t
+

∂

∂xj
(ρ̄ṽjH̃) =

∂

∂xj

(
ṽiσ̃ij

)
+

∂

∂xj

(
k̃
∂T̃

∂xj

)
− ∂

∂xj

(
ṽiτ

sgs
ij

)
−
∂qsgsj

∂xj
, (2.3)

where ρ̄, ṽi, Ẽ, H̃, T̃ , k̃ are the filtered density, filtered velocity components in the i-

th direction, filtered total energy ẽ + ṽk · ṽk/2, filtered total enthalpy Ẽ + p̄/ρ̄, filtered
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temperature, and filtered thermal conductivity. Here, ẽ, p̄ are the filtered internal energy

and filtered pressure, respectively. τ sgsij is the Favre-averaged subgrid-scale (SGS) stress

tensor denoted as ρ̄(ṽivj − ṽiṽj) while qsgsj is the SGS heat flux denoted as ρ̄(ẽvj − ẽṽj). S̃ij

denotes the rate of strain tensor of the resolved flow field, which is defined as

S̃ij =
1

2

(
∂ṽi
∂xj

+
∂ṽj
∂xi

)
. (2.4)

σ̃ij is the shear-stress tensor of the resolved flow field, which is defined as

σ̃ij = 2µ̃

(
S̃ij −

1

3
S̃kkδij

)
, (2.5)

where µ̃, δij are the filtered dynamic viscosity and Kronecker symbol, respectively. Both

SGS components, τ sgsij and qsgsj , must be modeled, the former being determined based on the

deviatoric stress tensor for the eddy viscosity assumption:

τ sgsij −
1

3
τ sgskk δij = −2ρ̄νT

(
S̃ij −

1

3
S̃kkδij

)
, (2.6)

where νT stands for the turbulent eddy viscosity. This relates the SGS stress tensor to the

turbulent eddy viscosity and the rate of strain tensor. Likewise, the SGS heat flux qsgsj can

be associated with the turbulent eddy viscosity as qsgsj = − ρ̄νTCp

Prt
∂T̃
∂xj

where Cp is the specific

heat at constant pressure, and Prt is the SGS turbulent Prandtl number equal to 0.85, which

is the ratio of the turbulent eddy viscosity to the thermal diffusivity, thus being determined

by calculating νT [125]. In this thesis, the turbulent eddy viscosity νT is determined by the

wall-adapting local eddy-viscosity (WALE) [129] model defined as

νT = (Cw∆)2

(
SdijS

d
ij

)3/2
(
S̃ijS̃ij

)5/2
+
(
SdijS

d
ij

)5/4 , (2.7)
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where Cw is specified as 0.325, ∆ is the filter width defined as (∆x,∆y,∆z)
1/3, and Sdij is

defined as

Sdij =
1

2

( ∂ṽi
∂xj

)2

+

(
∂ṽj
∂xi

)2
− 1

3
δij

(
∂ṽk
∂xk

)2

. (2.8)

In the simulations of compressible turbulent flows, the rhoPimpleFoam solver is employed,

which represents a density-based PIMPLE (Pressure Implicit with the Splitting of Operator

combined with Semi-Implicit Method for Pressure-Linked Equations) algorithm [130]. The

computational domain is discretized using the finite volume method. Spatial variables are

discretized with second-order accuracy, utilizing the Gauss linear scheme, while temporal

variables are discretized using the backward-differencing scheme. The initial flow field for

LES is derived from a steady-state Reynolds-averaged Navier-Stokes (RANS) simulation. In

this RANS simulation, the k − ω shear stress transport model proposed by Menter [131] is

employed as a closure model. To ensure temporal accuracy, time-accurate simulations are

conducted with a non-dimensional time step denoted as τ ∗, which is selected as 1.133×10−3

and expressed as ∆tco/l. Here, ∆t, co, and l represent the physical time step, speed of sound,

and characteristic length, respectively. The simulations progress in time while maintaining

a Courant-Friedrichs-Lewy (CFL) number of less than 0.9. The total duration of the LES

corresponds to 20 airfoil flow-through times (FTT). Spectral analyses are conducted using

numerical data collected at intervals of 1/3000 FTT during the final 10 FTT, where flow

statistics have reached convergence.
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2.1.2 Boundary Conditions and Grid Topology

The computational domain and boundary conditions surrounding a NACA 0012 airfoil with

a blunt trailing edge configuration are illustrated in Fig. 2.1. An angle of attack α varies on

the x− y plane. To implement the swept airfoil, the freestream is rotated by a sweep angle

ψ on the x− z plane. This methodology aligns with numerical modeling strategies used to

study dynamic stall in swept airfoils [132]. The trailing-edge bluntness, denoted as hTE/δ
∗

and defined as the ratio of the trailing-edge thickness (hTE) to the displacement thickness (δ∗)

calculated at x/c ≈ 0.99, is determined to be 0.5. An O-type two-dimensional computational

domain with a radius of 8.0c is modeled, where c represents the airfoil chord length. This

domain extends by 0.1c in the spanwise direction, and periodic boundary conditions are ap-

plied to the two O-type planes to facilitate three-dimensional simulations. This spanwise size

showed the rapid decay of spanwise coherence in a statistical sense, which suffices to simulate

the noise sources [96]. The airfoil itself is equipped with a no-slip wall boundary condition,
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Periodic BC
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Figure 2.1: Boundary conditions over the computational domain.
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while the freestream boundary encompasses the outer edge of the computational domain.

To mitigate acoustic perturbations within the finite computational domain, a non-reflecting

boundary condition is implemented alongside the freestream boundary [133]. Additionally,

a sponge zone is introduced, consisting of a concentric circle with a radius spanning from

4.3c to 8.0c. The acoustic damping source term is added to the compressible momentum

equation as follows:

Sm = −FDu, (2.9)

where u is the reference velocity field and FD is the damping coefficient defined as

FD = wfFB, (2.10)

where w, f , FB are the stencil width equal to 20, frequency, and blending factor, respectively.

The blending factor creates a profile for the damping zone with a smooth transition between

4.3c to 8.0c using the trigonometric function:

FB = 1− cos

(
π

(
r − r1
r2 − r1

))
, (2.11)

where r1 and r2 are 4.3c to 8.0c, respectively. This sponge zone is designed to dampen

acoustic disturbances. To induce turbulent flows downstream, a boundary layer is tripped

using a squared trip dot positioned at 12.5% of the airfoil’s leading edge on both sides.

The width and height of tripping consisting of multiple grid points are ∆x+tr ≈ 42.45 and

h+ ≈ 70.75 in wall units where ∆x+tr = ∆xtruτ/ν and h+ = huτ/ν. Here, uτ represents

the friction velocity, and ν denotes the kinematic viscosity. This grid sizing corresponds

to numerical modeling used in Chapter 6.1. The tripping sizes and flow conditions in each

chapter are summarized in Table 2.1.
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Table 2.1: Tripping sizes and flow conditions in each chapter.

Chapter ∆xtr/c h/c Re M α(◦) ψ(◦)

3.1 & 3.2 0.0015 0.0015 4× 105 0.058 0 0

4 & 5 0.0015 0.0015 4× 105 0.058 6.25 0

6.1 0.0018 0.003 4× 105 0.058 0 0, 30 & 45

6.2 0.0018 0.0022 6× 105 0.088 0 & 4 0

This tripping size is found to be enough to transition from laminar to turbulent flows,

which will be shown in the flow field later. An overview of the grid topology within the

computational domain is also provided in Fig. 2.1. The structured meshes are visible near

the airfoil and on the wall. The grid dimensions are specified asNx×Ny×Nz = 4538×323×65

in the streamwise, normal, and spanwise directions, respectively, resulting in an approximate

total cell count of 90 million. Notably, the grid resolution on the upper side is the same as

that on the lower side of the airfoil. Mesh refinement is evident near the trailing edge, a

crucial aspect for accurately resolving acoustic sources and scattering at this location. To

quantify the grid size, it is depicted as grid spacing normalized by the viscous length scale,

denoted as ∆x+ = ∆xuτ/ν and ∆z+ = ∆zuτ/ν. The results indicate that ∆x+ remains

below 20, while ∆z+ is less than 40 around the stair strip, where the laminar-to-turbulent

transition initiates. Additionally, the average value of the first cell height y+ along the airfoil

surface is less than 0.5. Therefore, the current grid resolution aligns with the criteria for

grid size in wall-resolved LES as outlined by Georgiadis et al. [134].
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2.2 Aeroacoustic Analogy

2.2.1 Ffowcs Williams and Hawkings Acoustic Analogy

The calculation of sound radiation is carried out using Farassat’s Formulation 1A [135], which

involves solving the integral formulation of the Ffowcs Williams-Hawkings (FW-H) equation

[136]. This computational process is implemented in the PSU-WOPWOP code [137, 138].

Pressure fluctuations occurring on the surface of the airfoil are extracted to calculate the

loading noise. In the case of low-speed Mach numbers, the analysis excludes considerations

for thickness noise and the quadrupole source term within the FW-H equation. The sets of

equations representing Farassat’s Formulation 1A for thickness noise and loading noise are

as follows:

p′(x, t) = p′T (x, t) + p′L(x, t), (2.12)

4πp′T (x, t) =

∫
f=0

[
ρ∞(v̇n + vṅ)

r|1−Mr|2

]
ret

dS +

∫
f=0

[
ρ∞vn(rṀr + c(Mr −M2))

r2|1−Mr|3

]
ret

dS,

(2.13)

4πp′L(x, t) =
1

c

∫
f=0

[
l̇r

r|1−Mr|2

]
ret

dS +

∫
f=0

[
lr − lM

r2|1−Mr|2

]
ret

dS

+
1

c

∫
f=0

[
lr(rṀr + c(Mr −M2))

r2|1−Mr|3

]
ret

dS,

(2.14)

where ρ∞, vn, Mr, 1/|1 − Mr|, r, l̇r, f = 0 are the freestream density, velocity in the

surface normal direction, source Mach number in the sound radiation direction, Doppler

amplification factor, relative distance between the source and an observer, rate of change

of the surface pressure, and acoustic data surface, respectively. The thickness noise is not
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considered since the magnitude is negligible in the present low-speed flow condition. It is

important to note that the receivers move at the same speed as the airfoil within a stationary

medium. This scenario can be likened to an acoustic field in a wind tunnel, where both the

airfoil and observers remain stationary in a medium that is in motion.

2.2.2 Amiet’s Trailing-edge Noise Theory with a Sweep Angle

Amiet [6, 34, 35] developed a model for trailing-edge noise in uniform flow, U∞, considering a

flat plate or a thin airfoil within a source coordinate system (X, Y, Z). Each axis coordinate

is normalized by b, which is half the chord length, such that X = x/b, Y = y/b, and

Z = z/b, oriented in the streamwise, lateral, and wall-normal directions as shown in Fig.

2.2. Grasso et al. [45] introduced the sweep angle, ψ, to the convective wave equation,

which is reformulated in the normalized transformed source coordinate, (X
′
, Y

′
, Z) where

X
′
= x

′
/b, Y

′
= y

′
βx/b, Z = zβx/b, βx =

√
1−M2

x , and Mx = Mcos(ψ) with M = U∞/co.

Here, co is the speed of sound. The schematic of the swept airfoil’s source and observer

coordinate systems is displayed in Fig. 2.2. In the figure, the airfoil streamwise extends

from −2b to 0, and the origin of the source coordinate is at the trailing edge and midspan.

As the swept airfoil has the shape of a parallelogram, the integral along the transposed source

coordinate can be performed in the non-Cartesian reference frame (ξ, η) as x
′
= ξcos(ψ) and

y
′
= η + ξsin(ψ). The incident pressure field upstream of the trailing edge in the frequency

domain is represented as follows:

go(k̄
′

x, X
′
, Y

′
) = e−i(αk̄

′
xX

′
+K̄2Y

′
)+ϵαK̄X

′

, (2.15)
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Figure 2.2: Source and observer coordinate systems for the swept airfoil [45].

where α = Uc/U∞, k̄
′
x = bω/U∞cos(ψ), and K̄2 = bωy

′
/(coS0). Here, S0 is defined as

S0 =
√
β2
yx

2
1 + β2

xx
2
2 + β2

0x
2
3, (2.16)

where α = Uc/U∞, k̄
′
x = bω/U∞cos(ψ), and K̄2 = bωy

′
/(coS0). Here, S0 is

√
β2
yx

2
1 + β2

xx
2
2 + β2

0x
2
3

for the observer located at (x1, x2, x3), β
2
0 = 1 −M2, β2

y = 1 −M2
y , My = Msin(ψ), and ω

is the angular frequency. The parameter Uc is the turbulence convection velocity, approxi-

mately 0.8U∞. K̄2 = 0 because noise is computed at midspan. The parameter ϵ is used as

an exponential convergence factor, designed to maintain the incident pressure at the trailing

edge while causing it to exponentially diminish towards the leading edge [35, 139]. In this

context, the value of the exponential convergence factor ϵ is set to 0.01 [140]. Importantly,

the ultimate solution produced by Amiet’s model is not significantly affected by the specific

choice of this value. The scattered pressure is determined using Schwarzschild’s solution,

which satisfies the Kutta condition, and it is expressed as follows:

gs(k̄
′

x, k̄
′

y, X
′
) = e−iαk̄

′
xX

′

[(1 + i)E∗(−[αk̄′

x + κ̄+Mµ̄]X
′
)− 1], (2.17)
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where E∗ is the complex error function defined as:

E∗(x) =

∫ x

0

e−it

√
2πt

dt = C2(x)− iS2(x). (2.18)

In this equation, C2 and S2 are Fresnel integrals [141]. Here, κ̄
2 = µ̄2− k̄

′2
y

β2
x
with µ̄ = k̄

′
xMx/β

2
x

and k̄
′
y = sin(ψ)kxb.

2.2.2.1 Aeroacoustic Transfer Functions

The aeroacoustic transfer function is derived by integrating the incident pressure and the

scattered pressure from the leading edge to the trailing edge, utilizing the following equation:

L(k̄′

x, k̄
′

y, x⃗) =

∫ 0

−2

g(k̄
′

x, k̄
′

y, ξ̄)e
−iµ̄

(
C−αk̄′x

)
ξ̄cos(ψ)

dξ̄, (2.19)

where x⃗ denotes the vector of the observer coordinate system.

The aeroacoustic transfer function for the incident pressure is given by

Lo(k̄
′

x, k̄
′

y, x⃗) = −
1

4iCcos(ψ)
, (2.20)

where

C = αk̄
′

x + k̄
′

ytan(ψ)−
k̄

cos(ψ)β2
0

(
β2
yx1cos(ψ)

S0

+
β2
xx2sin(ψ)

S0

−M

)
with k̄ = bω/co.

The exact solution of the aeroacoustic transfer function for the scattered pressure can be

obtained as

Ls(k̄
′

x, k̄
′

y, x⃗) = −
e2iC

iCcos(ψ)

(
(1 + i)e−2iC

√
B

B − C
E∗[2(B − C)]− (1 + i)E∗[2B] + 1− e−2iC

)
,

(2.21)

where B = αk̄
′
x +Mxµ̄+ κ̄.
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2.2.2.2 Far-field Acoustic Spectrum

The computation of the far-field acoustic spectrum radiated by the sound source is accom-

plished through the cross spectrum of Curle’s acoustic analogy [87], which relates it to the

surface pressure fields. The far-field spectrum at the observer location is expressed as follows:

Spp(x⃗, ω) = 4

(
ωx3bcos(ψ)

2πcoS2
0

)2
L

2
|Lo(k̄

′

x, k̄
′

y, x⃗) + Ls(k̄
′

x, k̄
′

y, x⃗)|2ly(ω, k
′

y)Sqq(ω), (2.22)

where L stands for the airfoil span and Sqq is the wall-pressure spectrum near the trailing

edge, which is directly obtained from the LES to account for the crossflow effect. The

parameter ly is spanwise correlation length. Grasso et al. [45] incorporated the sweep angle

effect into the generalized Corcos’ model proposed by Caiazzo and Desmet [114] as follows

ly(ω, k
′

y) = π

∫ ∞

−∞

nsin(π/2n)
παω

1 +

(
k′xcos(ψ)+k

′
ysin(ψ)−Kc

αω

)2n

msin(π/2m)
πβω

1 +

(
−k′xsin(ψ)+k

′
ycos(ψ)

βω

)2mdk
′

x, (2.23)

where αω = αxω/Uc, βω = αyω/Uc, n = m = 1, αx = 0.1, and αy = 0.77. It is worth noting

that Eq. (2.22) yields a magnitude that is four times that of Amiet’s original model [34].

This is because the scattering taking place on one side of an airfoil affects both sides [81, 142].

However, it is important to recognize that the incident field should not be influenced by the

trailing-edge boundary condition or the Kutta condition. To address this, Li and Lee [143]

introduced a correction to Eq. (2.20), dividing it by a factor of four. In the analysis, this

modified equation is utilized. Normalized wavenumbers (k̄
′
x,k̄

′
y) appearing in the aeroacoustic

transfer functions and spanwise correlation length in Eq. (2.22) must be replaced by K̄
′
c and

K̄
′
y through the dispersion relation and treatment of sine cardinal squared function [45],
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respectively, which can be represented

Spp(x⃗, ω) = 4

(
ωx3bcos(ψ)

2πcoS2
0

)2
L

2
|Lo(K̄

′

c, K̄
′

y, x⃗) + Ls(K̄
′

c, K̄
′

y, x⃗)|2ly(ω, K̄
′

y)Sqq(ω), (2.24)

where K̄
′
y =

k̄
β2
0

(
β2
xx2
S0
−My

)
and K̄

′
c =

ω
Uccos(ψ)

− K̄ ′
ytan(ψ). Ultimately, the right-hand side

in Eq. (2.24) becomes the function of the angular frequency and the observer coordinate

system. When the flow is aligned with the trailing edge of an airfoil (i.e., ψ = 0◦), all the

formulations derived above can readily revert to the original form of Amiet’s model [6, 34, 35].

The original form of Amiet’s model is listed in Appendix A.

2.3 Pressure Decomposition

2.3.1 Wavelet Decomposition

The continuous wavelet transform (CWT) of pressure fluctuations in the time domain p(t)

consists of a projection over a basis of either compact or non-compact support functions

obtained by dilations and translations of the mother wavelet Ψ(t) [144]. The mother wavelet

is localized in both the time and frequency domains. The resulting wavelet coefficient is a

function of time t and of the scale s, the latter being inversely proportional to frequency.

According to Meneveau [145], Camussi and Guj [146], and Grizzi and Camussi [147], the

CWT in the time domain is defined as follows:

w(s, t) = C
−1/2
Ψ s−1/2

∫ ∞

−∞
Ψ∗
(
t− τ
s

)
p(τ) dτ, (2.25)

where Ψ∗((t − τ)/s) is the complex conjugate of the dilated and translated from Ψ(t), and

C
−1/2
Ψ is obtained by satisfying the admissibility condition

CΨ =

∫ ∞

−∞
|ω|−1|Ψ̂(ω)|2 dω <∞. (2.26)
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Here, Ψ̂(ω) is the Fourier transform of Ψ(t),

Ψ̂(ω) =

∫ ∞

−∞
Ψ(t)e−iωt dt, (2.27)

where i =
√
−1.

A random pressure fluctuation can also be decomposed by a discrete wavelet transform

(DWT) for practical applications in a one-dimensional case [145]. The discrete wavelet

coefficients are given by

w(s)
p (n) =

+∞∑
k=−∞

Ψ(s)(n− 2sk)p(k), (2.28)

where s denotes the discretized scale and p(k) is an arbitrary function, which is a pressure

signal in this work. The wavelet function Ψ(s)(n − 2sk) is the discretized version of Ψ(s) =

2−
s
2Ψ
(
t/2s

)
[146]. The wavelet kernel used is the Daubechies-12 type, which was also used

for the pressure decomposition using wavelet transform by Mancinelli et al. [67].

The wavelet coefficients obtained from DWT are used in a wavelet filtering based on the

recursive denoising algorithm [148] with a nonlinear threshold motivated by the denoising

theory [149]. Originally, based on statistical reasoning, an initial threshold [67, 69] is guessed

by

To =
√

2⟨p′2⟩ log2Ns, (2.29)

where ⟨p′2⟩ is the variance of the pressure signal and Ns is the number of samples, equal to

1.5 × 105. Starting from the initial guess above, the threshold is updated at each iteration

in loop. The threshold at n-th iteration can be written as

Tn =
√

2⟨p′2
i ⟩|n log2Ns, (2.30)

where ⟨p′2
i ⟩|n indicates the variance of the incoherent pressure in time at n-th iteration.

The flowchart of wavelet-based pressure decomposition based on the recursive denoising
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Figure 2.3: Flowchart of the wavelet-based decomposition algorithm.

algorithm [148] is presented in Fig. 2.3. The wavelet coefficients with magnitude less than

the threshold in loop are referred to as incoherent wavelet coefficients. These are reverted

in the time domain by the inverse discrete wavelet transform (IDWT), which is called the

incoherent pressure pi. The coherent pressure pc is what remains after subtracting the

incoherent pressure from the original pressure pori. It is iteratively filtered until the number

of incoherent samples at n-th iteration is the same as that at n+ 1-th iteration.
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2.3.2 Wavenumber-frequency Decomposition

The wavenumber-frequency analysis is represented in the form of a multi-dimensional Fourier

transform. This multi-dimensional spectrum can be expressed as follows:

P(f, k) =

∫ ∞

−∞

∫ ∞

−∞
p(t, x)e−i(2πft−kx) dtdx, (2.31)

where k represents the wavenumber, f denotes the frequency, and t stands for time. Specifi-

cally, only the streamwise wavenumber is considered, simplifying the identification of various

wave modes based on their propagation direction and speed. This approach enables the isola-

tion of specific wave modes through a filtering process, allowing for the detection of a single-

mode wave [150]. Time-accurate pressure data is collected from probes distributed evenly on

both the upper and lower sides of the airfoil. The wavenumber resolution, denoted as ∆k, is

determined as ∆k = 3.33m−1, which is calculated using the formula ∆k = 1/(Ndx), where

N represents the number of probes, and dx is the distance between neighboring probes.

Wavenumber, in this context, is defined as the number of complete waves within a unit

distance, with units of m−1. Fourier coefficients in the wavenumber-frequency domain are

subjected to filtering using the following relationship:

PY(f, k) = P(f, k)Ŷ (f, k), (2.32)

Ŷ (f, k) =



1 flower band ≤ f ≤ fupper band

0 f < fupper band

0 f > flower band,

(2.33)
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where PY(f, k) represents the filtered Fourier coefficient, while Ŷ (f, k) stands for the filtering

coefficient, taking values of either 0 or 1. The lower and upper bands of the filtering coefficient

delineate the threshold range, which is determined by the phase velocities of convective

velocity Uc ≈ 0.8U∞ and the speed of sound co. The acoustic-wave mode can be further

decomposed into downstream and upstream waves, resulting in the identification of three

distinct pressure waves upon decomposition. These are as follows: hydrodynamic pressure

(phy), which travels along the wall at the convective velocity Uc, downstream acoustic pressure

(p+ac), propagating at a speed of approximately Uc+co, and upstream acoustic pressure (p−ac),

propagating in the opposite direction to the freestream, approximately at Uc − co. The

filtered pressure spectra are then transformed back to the time domain by applying the

inverse Fourier transform denoted as F−1[:],

pY (t, x) = F−1[PY(f, k)]. (2.34)

The filtering process is repeated until three wave modes of the pressure are obtained:

pY (t, x) = phy + p+ac + p−ac. (2.35)

2.4 Modal Analysis

2.4.1 Dynamic Mode Decomposition

DMD is a data-driven technique that facilitates the extraction of spatiotemporal coherent

patterns from complex systems [108]. Inherent in DMD is the conjunction of principal

component analysis in volume space and Fourier transform in time, enabling the isolated ex-

amination of dominant coherent patterns at specific frequencies. The core principle revolves

around the derivation of dynamic information from time-resolved snapshots. Schmid [106]
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initially introduced the concept of DMD and its application to fluid dynamics, showcasing

its potential to derive physical insights from high-dimensional flow data. The most contem-

porary definition of the DMD algorithm was provided in Refs. [107, 108]. Consequently,

this study adheres to the definition and algorithm of DMD as established by Tu et al. [107].

The time-resolved snapshots of the pressure field from the LES are compiled into an n by m

matrix, denoted as X: 

| | |

x1 x2 ... xm

| | |


, (2.36)

where n is the number of spatial points saved per time snapshot and m is the number of

snapshots taken. With two dynamical sets of data comprised of x1 to xm-1 and x2 to xm,

denoted as X1 and X2, respectively, the discrete linear dynamical system is written in the

following form:

X2 ≈ AX1, (2.37)

whereA is a best-fit linear operator solved by minimizing the Frobenius norm of the equation

||X2 −AX1||F . SVD and eigen decomposition are applied to the matrix A consequently in

order to calculate the eigenvalues and eigenvectors. Further details of DMD algorithm are

referred to in Refs. [107, 108]. The discrete-time DMD eigenvalues are λk = ℜ(λk)+ℑ(λk)i,

which are also called Ritz values. The growth rate is measured by its magnitude such that

the mode grows if |λk| > 1 and decays otherwise. The continuous-time DMD eigenvalues

36



that represent the stability of eigenmodes are obtained from logarithmic mapping as follows:

uk =
ln(λk)

∆t
= σk + ωki, (2.38)

where σk denotes the growth rate of uk, and ωk is the angular frequency of the k-th DMD

mode. The frequency of the k-th DMD mode is defined as fk = ωk/(2π). The pressure field

x(t) can be constructed as a linear combination of the eigenvectors of the A matrix (Φ), or

the DMD modes, as follows:

x(t) ≈
r∑

k=1

Φk exp(ωkt)bk = Φ exp(Ωt)b, (2.39)

where bk is the initial amplitude of each mode. b and Ω indicate the vector form of bk and ωk.

The vector b is calculated by the Moore-Penrose pseudo inverse in the relation of x1 = Φb

where x1 is the initial snapshot. r denotes the rank of SVD. Flow snapshots m = 3000

from the final FTT are stored for the DMD analysis with the sampling frequency of 20 kHz,

fs = 1/(50∆t). To examine the DMD modes at low-to-high frequencies, all singular values

are kept without truncation, retaining the corresponding eigenvalues. This implies that the

rank of the SVD is equal to one less than the number of flow snapshots, m− 1 or r = 2999.

The stored data matrices of the pressure field are extracted in midspan of the computational

domain.

2.4.2 Spectral Proper Orthogonal Decomposition

For stationary data originating from stochastic processes, SPOD combines the benefits

of DMD—primarily the representation of temporal correlation amongst resultant struc-

tures—with the optimality inherent to Proper Orthogonal Decomposition (POD) [105]. The
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definition and procedure for calculating SPOD modes are derived from Refs. [103, 105]. The

data matrix comprising the number of spatial points, n, saved per time snapshot and the

time-resolved snapshots, m, is partitioned into the number of sub-blocks Nblk = 22 in this

work. Each block X can be articulated as follows:



| | |

x
(p)
1 x

(p)
2 ... x

(p)
NFFT

| | |


, (2.40)

where p = 1, ..., n, and NFFT is 28 in this study. The Welch periodogram method is applied to

each block, which constructs an ensemble of realizations of the temporal Fourier transform.

Each block has partial time-resolved snapshots that amounts to NFFT and 50% overlaps with

the next block. Next, the discrete Fourier transform is computed for each block, and then

the resulting matrix X̂ can be written as:

| | |

x̂
(p)
1 x̂

(p)
2 ... x̂

(p)
NFFT

| | |


, (2.41)

where

x̂
(p)
k =

NFFT∑
j=1

wjxjexp(−i2π(k − 1)[(j − 1)/NFFT]) (2.42)
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for k = 1, ..., NFFT. The scalar weights wj are used as a Hamming window function to

reduce spectral leakage due to non-periodicity of the data in each block. Then, a matrix

is assembled with Fourier realizations from k-th column of X̂ in every block: X̂fk ←−

[x̂
(1)
k , x̂

(2)
k , ..., x̂

(Nblk)
k ]. Then, the matrix of sampled cross spectral density (CSD) at each

frequency can be calculated:

Cfk = X̂H
fk
X̂fk ,

(2.43)

where the superscript H is the Hermitian. The eigenvalues and eigenvectors of Cfk can be

obtained as Θfk and Λfk after the eigenvalue decomposition so the SPOD mode is retrieved

as Ψfk = X̂fkΘfkΛ
−1/2
fk

with modal energies Λfk for the k-th discrete frequencies.

2.5 Cross-spectrum Method

A Fourier-based cross-spectrum method is presented in this section. The determination of

either the auto power spectral density (APSD), denoted as Sxx, or the cross power spectral

density (CPSD), represented as Sxy, depends on whether the reference probe y is identical

to the arbitrary probe x or not. The CPSD function is defined as

Sxy = S(x, y, f) = lim
T→∞

P̂ (x, f)P̂ ∗(y, f)

T
= |Sxy|exp(iϕxy), (2.44)

where T is the finite period of time, the asterisk, ′∗′, on the superscript stands for the

complex conjugate, and P̂ (x, f) is the Fourier transform of temporal signal, p(x, t), which

can be denoted as

P̂ (x, f) =

∫ T

−T
p(x, t)exp(i2πft) dt. (2.45)

39



A phase angle, ϕxy, due to the occurrence of phase difference between two signals, can be

represented as

ϕxy = ℑ(Sxy)/ℜ(Sxy), (2.46)

where it varies from -π to π. The core principle of the cross-spectrum method is the utilization

of phase angle ϕxy, through which three variants can be formulated. The first formulation

is the multiplication of APSD and the complex exponential of the phase angle denoted as

Sxxexp(iϕxy). The second one is representative of the CPSD, Sxy. The last one is the

subtraction of the APSD from CPSD, which can denoted as Sxy − Sxx. Since the three

formulations are basically complex numbers, the real or imaginary part can be taken to plot

on a linear scale. Furthermore, each formulation can be represented as the sound pressure

spectrum level (SPSL) with the following

SPSLxx = 10log10
|Sxxexp(iϕxy)|∆fref

P 2
ref

= 10log10
|Sxx|∆fref

P 2
ref

,

(2.47)

SPSLxy = 10log10
|Sxy|∆fref

P 2
ref

, (2.48)

SPSLxy−xx = 10log10
|Sxy − Sxx|∆fref

P 2
ref

, (2.49)

where ∆fref = 1/T = 6.66 Hz, and Pref = 20 µPa. When calculating either Sxx or Sxy,

samples are subdivided into 10 segments with a Hanning window and an overlap of 50%.

Using the SPSL formulation shifts the metric from a linear scale to a logarithmic scale,

thereby aiding in the quantitative assessment of noise strength. This conversion enables

the evaluation of the inherent characteristics of each cross-spectrum method in both linear
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and logarithmic scales. Notably, the first formulation represents the characteristics of the

APSD in the logarithmic scale. This suggests that the first formulation is independent

of the choice of reference point on the logarithmic scale, a concept that will be further

elucidated in the following section. Since the spectral processing between two pressure signals

is performed independently, parallel computation can be easily implemented to accelerate the

overall computations of the cross-spectrum method without handling large datasets. This

easy parallelization would be difficult in SPOD and DMD since they require handling large

datasets and complex mathematical or matrix operations that are inherently more sequential

in nature.

The reference point y is selected at three different locations as depicted in Fig. 2.4:

(1) near the trailing edge (x/c = 0.99, y/c = 0.002) marked as P1, (2) the boundary-layer

tripping region (x/c = 0.15, y/c = 0.06) marked as P2, and (3) half chord away from the

trailing edge in the positive wall-normal direction (x/c = 0.99, y/c = 0.5) marked as P3.

The first two reference points, P1 and P2, are strategically located in areas where turbulent

hydrodynamic flows are anticipated to interact with the wall. Conversely, the point at P3

is situated in a region with low turbulence, making it an ideal location for observing more

pronounced acoustic wave propagation.

Figure 2.4: Diagram of three reference points around the airfoil for the cross-spectrum
method.
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2.6 Validation of Flow and Acoustic Codes

Flow quantities and acoustic sources are validated against an experimental campaign con-

ducted by Garcia-Sagrado and Hynes [91], which includes the pressure coefficient, skin fric-

tion coefficient, boundary layer velocity profile, turbulence intensity, and wall pressure spec-

tra at a chord-based Reynolds number, Re = 4 × 105, and Mach number, M = 0.058. The

far-field acoustics are validated against experimental data obtained by Brooks et al. [5] at a

chord-based Reynolds number, Re = 3.2 × 105, and Mach number, M = 0.093. Both cases

are at zero angle of attack.

The time-averaged predicted negative pressure coefficient −Cp and the skin friction co-

efficient Cf compared to midspan experimental results are presented in Fig. 2.5. The nearly

identical magnitude in both quantities between the upper and lower sides of the airfoil con-

firms that the airfoil is symmetric and simulated at a zero incidence angle. The pressure

curve shows that the predicted abrupt suction peak due to the enforced tripping is sim-

ilar to the measurement. The simulation results exhibit fairly good agreement with the

experiments. Boundary layer velocity profiles on the airfoil suction side and wake region at

(a) (b)

Figure 2.5: Time-averaged distributions in midspan against experimental data [91]: (a) −Cp
and (b) Cf .
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Figure 2.6: Time-averaged boundary layer velocity profiles in midspan on the suction side
of airfoil and two wake regions in the streamwise direction against experimental data [91].

Figure 2.7: Turbulence intensity profiles on the suction side of airfoil and two wake regions
in the streamwise direction against experimental data [91].

several stations are depicted in Fig. 2.6. One can observe that the boundary layer thickness

increases in the streamwise direction as the adverse pressure gradient increases. A slight

discrepancy is observed in the wake region at x/c = 1.05, but the overall velocity profiles in

the LES match well with the experiments. The boundary layer turbulence intensity profiles,

defined as TI =
√
2/3k/U∞ where k is the turbulent kinetic energy, are computed at several

streamwise locations on the airfoil suction side and wake regions, as shown in Fig. 2.7. It is

observed that turbulence production occurs near the wall, but it expands further away from

the wall in the wake regions. The maximum turbulence intensity is around values of 0.1,

which is similar to experimental results [151], demonstrating favorable agreement with the

measurements. The predicted wall pressure spectra in midspan, compared with experiments,

are given in Fig. 2.8. Spectral computations are performed with samples corresponding to

the last 10 FTT, which are divided into 28 segments with a Hanning window of 50% overlap.
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Figure 2.8: Wall pressure spectra referenced to Pref = 20µPa on the suction side of the
airfoil at various streamwise locations in comparison with experiments [91].

At x/c = 0.61 and 0.83, the predicted spectra show discrepancies at high frequencies, but

spectral distributions close to the trailing edge exhibit fairly good agreement with available

experimental data. The discrepancy of the spectra between LES predictions and experi-

ments, especially at upstream locations, is thought to be attributed to the modeling of the

transition using a stair strip, which differs from the experimental setup.

Figure 2.9 illustrates the time-averaged streamlines colored with the streamwise velocity

component, along with the dilatation field in the background, localized in the tripping and

trailing edge regions at a chord-based Reynolds number, Re = 4 × 105. In the tripping

region near the leading edge, the separated-flow transition [39] is clearly visible behind the

recirculation flow due to the boundary-layer tripping, resulting in hydrodynamic coherent

pressure perturbations that advect in the streamwise direction. Figure 2.10 illustrates the

iso-surface of the normalized Q-criterion colored by the mean velocity magnitude at a chord-

based Reynolds number, Re = 4× 105. Q-criterion is defined [152]:
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𝒖𝒙/𝑼∞

𝛁 ∙ 𝑼

Figure 2.9: Time-averaged streamlines colored with the streamwise velocity normalized by
U∞ and the instantaneous dilatation field in the background close to the leading edge (top)
and trailing edge (bottom). The color scale range highlights the recirculation flow.

𝑈𝑥/𝑈∞

𝛻 ∙ 𝑈 (1/𝑠)

(a)

𝑈𝑥/𝑈∞

𝛻 ∙ 𝑈 (1/𝑠)

(b)

Figure 2.10: Normalized Q-criterion (Qc2/U2 = 10) colored by the mean velocity magnitude
with the dilatation field in the background: (a) isometric view and (b) plane view.

Q =
1

2

(
∥Ω∥2 −∥S∥2

)
, (2.50)

where Ω is the rate of vorticity tensor and S was defined in Eq. (2.4). The operator ∥·∥

denotes Frobenius norm of tensor.
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Figure 2.11: Sound pressure level at an observer location x=c, y=8.0c, and z=midspan
compared with tripped and untripped experiments [5].

The transition to turbulence involving Tollmien-Schlichting (T-S) waves [39], spanwise

vorticity, and three-dimensional vortex breakdown, evolving into turbulent flows behind the

tripping, is clearly shown along the suction and pressure sides near the tripping region.

The dilatation field indicates that the acoustic wave propagates from the tripping region at

x/c = 0.125, as similarly observed in simulations by Bodling and Sharma [18]. Acoustic

scattering is also evident around the trailing edge in the plane view of Fig. 2.10(b).

The sound pressure level (SPL) at a microphone positioned at x = c, y = 8.0c, and

z =midspan, predicted at a chord-based Reynolds number, Re = 3.2 × 105, is presented in

Fig. 2.11 comparing with untripped and tripped experiments [5]. The narrow-band SPL was

first obtained using ensemble averaging. Then, the one-third octave band SPL was calculated

and is shown in Fig. 2.11. Kato’s correction [153] is applied to account for the difference

in the spanwise length between the experiment and simulation, as the experimental airfoil’s

spanwise length is 20 times longer than that of the simulation. In the tripped experiment,

turbulent boundary layers develop on both the suction and pressure sides due to the forced

tripping mechanism, while the natural boundary-layer transition occurs on both sides for

the untripped experiment. The stair-striped tripping is modeled on 20 percent of the chord
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from the leading edge in the numerical simulation to mimic the random distribution of grit

in strips in experimental conditions [5]. The low-frequency tonal tone around 0.63 kHz

may be attributed to the trailing-edge-bluntness-vortex-shedding noise emanating from the

recirculation flow at the blunt trailing edge, as shown in Fig. 2.9, where the test case is

in a similar flow regime. This observation is consistent with the literature, in which the

trailing-edge bluntness induces a low-frequency peak [154]. The origin of the tonal peak

will be further supported by the DMD modes of the original and denoised pressure later,

which demonstrates the propagation of acoustic waves emanating from the trailing edge at

this low frequency. However, the experiments do not show this peak since a sharp trailing

edge is designed [5]. Despite the boundary-layer tripping by the stair strip, the onset of

fully turbulent flows might not be abrupt but undergo some natural transition processes, as

similarly observed in Fig. 2.10, although the test case is slightly different. Consequently, such

retardation of the laminar-to-turbulent transition behind the stair strip might yield numerical

results comparable to the untripped experimental condition between 1 and 2 kHz. Beyond 2

kHz, however, the broadband spectral shape and its magnitude show good agreement with

the tripped experimental data.
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Chapter 3

Pressure Decomposition

This chapter stems from the unified research theme of pressure decomposition but encom-

passes two independent research topics: wavelet-based pressure decomposition and Fourier-

based pressure decomposition. Both research topics utilize the same LES results, specified

at a chord-based Reynolds number, Re = 4 × 105, Mach number, M = 0.058, and a zero

incidence angle over a NACA 0012 airfoil configuration.

In Sec. 3.1, the pressure field is split into coherent (denoised) pressure and incoherent

pressure (background noise) using the wavelet-based pressure decomposition. The section

entails the physical interpretation focused on predicting and better understanding the true

physics of airfoil noise in the numerical domain.

In Sec. 3.2, the wall pressure is decomposed into hydrodynamic (incident) and acoustic

(scattered) pressure using the Fourier-based pressure filtering and Amiet’s trailing-edge noise

theory. This section scrutinizes the role of the decomposed pressures on fundamental mech-

anisms governing trailing-edge noise generation and propagation within turbulent boundary

layer flows.
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3.1 Wavelet-based Pressure Decomposition

3.1.1 Assessment of Wavelet Algorithm

The wavelet decomposition of the pressure field is carried out without downsampling for the

last 10 FTT in the LES. Figure 3.1 presents the convergence trend of the decomposition al-

gorithm with respect to the ratio of the number of incoherent wavelet coefficients to the total

number of wavelet coefficients and the threshold level at three selected streamwise positions

on the suction side. It is observed that the incoherent portion plateaus in magnitude at

approximately 0.96 to 0.97, indicating that the coherent turbulent structure is represented

by a few large amplitude coefficients, while most of the coefficients signify incoherent flows

[59]. The converged threshold level in the separation algorithm is obtained when the de-

composed incoherent pressure reaches a statistically convergent state, indicating a constant

amplitude in pressure fluctuations. This value converges to nearly zero, which means that

the magnitude of the incoherent pressure is much smaller than the coherent part. This point

will be discussed in more detail later. The separation algorithm terminates after reaching

the constant threshold value within fewer than 20 iterations, a convergence similar to that

obtained in jet noise studies [67]. Different wavelet kernels are also tested and investigated

for the effect of the choice of wavelet kernels on the convergence behavior. The details can

be found in Appendix B.

The converged values of the ratio of the number of incoherent wavelet coefficients to the

total number of wavelet coefficients and the threshold level are plotted along the suction

side in midspan in Fig. 3.2. Upstream of the boundary-layer trip position, where the flow

is stable and laminar, the coherent component constitutes a relatively larger portion as

compared to the downstream of the stair strip. One can observe that the incoherent portion
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(a) (b) (c)

Figure 3.1: Convergence of the ratio of the number of incoherent wavelet coefficients to the
total number of the wavelet coefficients and the threshold level measured on the suction side
of the airfoil at x/c: (a) 0.83, (b) 0.97, and (c) 0.99.

Figure 3.2: Ratio of the number of incoherent wavelet coefficients to the total number of
wavelet coefficients and threshold level from the leading edge to the trailing edge on the
suction side.

is at its maximum right after the tripping, where the flow is perturbed, as is evident in

the contour level in Fig. 3.3(a). For the threshold level, however, the maximum peak is

slightly downstream from the boundary-layer trip at around x/c = 0.2, where turbulent flow

is established after the forced boundary-layer transition by the stair strip, as shown in Figs.

2.9 and 2.10. This pattern is clearly visible in the contours of the threshold level in Fig.

3.3(b). The maximum in the threshold level seems to indicate the full transition to turbulent

flow, which was also confirmed in the study of the onset of transition in Kelvin-Helmholtz
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(a)

(b)

Figure 3.3: Converged contours on the suction side: (a) ratio of the number of incoherent
wavelet coefficients to the total number of wavelet coefficients and (b) threshold level.

unstable plasma flows [155]. After that, the incoherent portion slowly increases towards the

trailing edge, while the threshold level decays. The decay of the threshold level could be a

sign of weakening coherent vortices. It is observed that the two parameters vary unevenly

around x/c = 0.5 and 0.9, where the grid refinement level of ∆x+ changes abruptly, as shown

in Fig. 2.1. This suggests that wavelet filtering can be affected by both the degree of flow

perturbations and the grid resolution.

Figure 3.4 illustrates the spatial distributions of the ratio of the number of incoherent

wavelet coefficients to the total number of wavelet coefficients and the threshold level. In Fig.

3.4(a), a thin green layer colored at the level of 0.94 to 0.96 for the incoherent portion develops

in the boundary layer along the wall behind the tripping. Above that, more intensified

incoherent portions are spatially identified as oval shapes centered around the tripping and

wake regions, respectively. The filtered incoherent pressure is prominent inside these oval

shapes, which will be discussed further in the next section. In Fig. 3.4(b), similar oval shapes

51



(a) (b)

Figure 3.4: Converged contours around the airfoil cut in midspan: (a) the ratio of the
number of incoherent wavelet coefficients to the total number of wavelet coefficients and (b)
the threshold level.

are observed for the threshold level, providing information on the strength of the incoherent

wavelet coefficients. The tripping region exhibits higher strength where flows begin to be

tripped, evolving into unsteady turbulent flows, consistent with Fig. 3.3(b). Moreover, a

region with higher strength appears right behind the trailing edge or wake region, where

recirculation flows are generated, as presented in Fig. 2.9. This implies that the incoherent

pressure has a high amplitude in these regions, which might be due to insufficient grid

resolution along the blunt trailing edge with high curvature. The slight increase in both

parameters on the surface around x/c = 0.9, as shown in Fig. 3.2, is associated with

the influence of the oval shape patterns near the trailing edge. Based on the denoising

threshold criteria, diffusive and homogeneous turbulent flows [64], which can be statistically

modeled, remain in the incoherent pressure and are exhibited in oval shapes. Another reason

for these oval shapes might be due to insufficient grid refinement for the small stair strip

geometry and wake flows. However, it is unclear whether the diffusive and homogeneous

flows or background noise are more dominant in the incoherent pressure. Overall, the flow

perturbations and their strength on the surface or in space can be detected by the converged
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parameters of the separation algorithm.

(a) (b) (c)

Figure 3.5: Polar evolution of PDFs for the original, coherent, and incoherent pressures with
the standard Gaussian distribution at x/c: (a) 0.83, (b) 0.97, and (c) 0.99.

In a statistical test, polar evolutions of probability density functions (PDFs) for the orig-

inal, coherent, and incoherent pressures are shown in Fig. 3.5. The predicted PDFs are

compared to a standard Gaussian distribution, with µ and σ on the x-axis representing the

mean and standard deviation of the pressure signal, respectively. The PDF of the inco-

herent pressure closely follows the Gaussian distribution, indicating statistical convergence.

However, it slightly deviates from the Gaussian distribution when far from the mean at the

selected streamwise locations. This observation aligns with previous studies that found the

PDF of the incoherent part of vortices, filtered using the same wavelet-filtering algorithm,

closely followed the Gaussian fit despite slight deviations far from the mean [62–64].

The PDF of the incoherent pressure tends to be closer to the Gaussian distribution

across the entire range of (p− µ)/σ as it approaches the trailing edge, where the incoherent

portion of wavelet coefficients is high, as shown in Fig. 3.2. This observation may be

attributed to the effect of grid size on resolving the diffusive and homogeneous characteristics

of turbulence, leading to a more distinct Gaussian distribution where the grid is finer, such
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as at the trailing edge, rather than downstream positions. Another possible explanation

might stem from the Gaussian white noise characteristics due to insufficient grid resolution

in discretizing the highly curved geometry of the trailing edge, as shown in Fig. 3.4(b).

Both factors might contribute to these observations. On the other hand, the PDF of the

coherent pressure exhibits higher tails. This observation has been reported in jet experiments

[67, 147], where the tails of the coherent pressure are associated with turbulence development

and generation of intermittent peaks of vorticity related to large pressure drops. A similar

physical perspective can be speculated for the present airfoil problem in low Mach number

flows, suggesting that the coherent pressure near the wall is influenced by the interaction of

turbulent boundary layer flows with the surface, contributing to the higher tails in the PDF

of the coherent pressure.

Figure 3.6 depicts the spectral magnitude of the original and decomposed pressures on

the suction side of the airfoil wall. It is evident that the coherent pressure has a high en-

ergy spectrum at low-to-mid frequencies, while the incoherent pressure predominates at high

frequencies at the selected streamwise locations. The near-uniform amplitude of the inco-

(a) (b) (c)

Figure 3.6: Wall pressure spectra of the original, coherent, and incoherent pressures calcu-
lated from the wavelet-based decomposition at x/c: (a) 0.83, (b) 0.97, and (c) 0.99.
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herent pressure in the high-frequency domain is characteristic of white background noise.

Furthermore, one can observe that the transition of energy spectral contribution between

the coherent and incoherent pressures occurs at frequencies between 21 kHz and 22 kHz,

where the power spectral slope shifts. This shift in the power spectral slope and the transi-

tion from coherent to incoherent pressure contribution have also been observed in jet flows

[67]. However, the fact that the coherent pressure represents most of the energy in fluid flows

while the incoherent pressure contributes only a small portion of the energy at low-Mach flow

regimes differs from observations in high Mach number jet flows, where the acoustic pressure

accounts for a large portion of the energy in the near field [67, 147]. This suggests that the

physical meaning of the coherent and incoherent pressures in airfoil noise at low Mach num-

bers may be different from jet noise at high Mach numbers. To find the connection between

the decomposed pressures and hydrodynamic/acoustic pressures, a wavenumber-frequency

decomposition was performed and compared with the wavelet-based decomposed pressures.

Detailed filtering procedures are described in Sec. 2.3.2, and wavenumber resolution associ-

ated with virtual probe arrays are reported in detail in Refs. [150, 156].

Figure 3.7 displays the wavenumber-frequency spectrum of the pressure on the suction

side of the airfoil. It can be observed that the wide-band convective ridge along the Uc

line has a high spectral magnitude due to the hydrodynamic turbulent flow interacting

with the wall. The two other phase speeds—downstream sound propagation (+c∞) and

upstream sound propagation (−c∞)—both superimposed with the convective speed, exhibit

a smaller spectral magnitude than the hydrodynamic convection in the present low Mach

number flow. Figure 3.8 presents the hydrodynamic and acoustic pressures obtained from

the wavenumber-frequency filtering process. Most of the pressure spectrum is found to be
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Figure 3.7: Wavenumber-frequency spectrum, 10log10
(
P(f, k)P∗(f, k)/P 2

ref

)
, referenced to

Pref = 20µPa on the suction side of the airfoil from x/c = 0.49 to 0.99. An asterisk superscript
denotes the complex conjugate of a scalar. The spectrum has the unit of dB/(Hz2m−2).

(a) (b) (c)

Figure 3.8: Wall pressure spectra of the original, hydrodynamic, and acoustic pressures
calculated from the wavenumber-frequency decomposition at x/c: (a) 0.83, (b) 0.97, and (c)
0.99.

represented by the hydrodynamic pressure, as was the case for the coherent pressure in Fig.

3.6. Moreover, the transition of contribution from coherent to incoherent pressure or from

hydrodynamic to acoustic pressure occurs in a similar frequency range of about 10-20 kHz.

However, the acoustic pressure is composed of the incoherent pressure shown beyond 10-20

kHz and the high amplitude at low frequencies, including a quasi-tonal peak around 0.7-0.8

kHz. This implies that the acoustic pressure in wall-bounded flow cannot be generalized by
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the Gaussian statistical assumption, which was the case for high-speed jet noise [67, 69, 70].

It has been observed that the ratio of incoherent wavelet coefficients to the total number

of wavelet coefficients and the threshold levels are influenced by grid resolution parameters,

perturbed flows induced by boundary-layer tripping, and unsteady wake flows, as presented

in Figs. 2.1, 3.2, 3.3, and 3.4. Additionally, the incoherent pressure exhibits Gaussian and

white noise characteristics, with the incoherent portion remaining high near the establish-

ment of turbulent flow and the trailing edge, respectively. Furthermore, the amplitude of the

incoherent pressure spectra is negligible compared to that of the coherent component. Based

on these observations, it is postulated that the coherent pressure represents the hydrody-

namic pressure near or on the surface. Conversely, the incoherent pressure displays Gaussian

noise-like characteristics such as disorganized, homogeneous, or background noise [62, 63].

Henceforth, the coherent and incoherent pressures are referred to as denoised pressure and

background noise, respectively. This intermediate conclusion aligns with the original mo-

tivation of this paper, as described in the introduction, which is to identify and eliminate

background noise. Further investigation will involve the concrete characteristics of denoised

pressure and background noise using spectral analyses and DMD near the surface and the

contribution of each decomposed component to the far-field noise in the subsequent section.

3.1.2 Spectral Analyses of Decomposed Pressures on Wall and

around Airfoil

In the previous section, the convergence trend and properties of the wavelet denoising algo-

rithm were examined, along with the statistical characteristics of the decomposed pressures.

Since numerical simulations offer the flexibility to virtually place probes within the com-
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putational domain, investigating underlying flow physics in specific areas of interest can be

accomplished by coupling the wavelet-based decomposition with a series of spectral pro-

cessing and data-driven techniques. This section explores the decomposed pressures using a

continuous wavelet transform, phase distribution on the surface, velocity-pressure coherence,

sound pressure spectrum near the wall, and dynamic mode decomposition around the airfoil.

3.1.2.1 Continuous Wavelet Transform

The CWT-based pressure fluctuations represent the energy level in the time-frequency do-

main simultaneously, thus allowing for the assessment of where the high energy is located

and revealing the properties of the decomposed pressure signals. In Fig. 3.9, the energy dis-

tributions of the original and the two decomposed pressures based on the wavelet filtering are

illustrated by the magnitude scalogram of continuous wavelet coefficients, |w(s, t)| [144, 157],

on the suction side of the airfoil at x/c = 0.3 and 0.99 using the CWT. Morse wavelet [157] is

employed for analyzing modulated signals with time-varying amplitude and frequency. This

wavelet function is a Gaussian envelope modulated by a complex-valued carrier wave, which

is implemented in MATLAB®’s wavelet toolbox. Detailed theory and further applications

are listed in Refs. [157–159]. Several tests were conducted on different wavelet kernels and

determined that the results presented in this paper are independent of the choice of wavelet

kernels. Further details can be found in Appendix B. It is evident that various energy levels

are identified from 0.5 to 10 kHz, and intermittent high-energy spots are excited in the 0.5

to 4 kHz range on the suction side of the airfoil due to localized turbulent boundary layer

flows on the wall. This confirms that the coherent pressure is characterized by a few, but

strong amplitude wavelet coefficients [59, 63, 67]. However, a relatively even energy band is
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(a)

(b)

Figure 3.9: Magnitude scalogram of continuous wavelet coefficients, |w(s, t)|, for the original
and decomposed pressures in the time-frequency domain using CWT on the suction side at
(a) x/c = 0.3 and (b) x/c = 0.99.

shown beyond 10 kHz in the incoherent pressure or background noise, displaying a similar

trend to the polar evolutions of PDF in terms of statistical convergence, as shown in Fig.

3.5. At x/c = 0.3, the high magnitude of the continuous energy band is more distinct in the

background noise compared to x/c = 0.99, which might result from boundary-layer tripping

and the associated intense pressure perturbations of the turbulent flows. Note that the color

levels of the background noise are two orders of magnitude lower than those of the denoised

pressure.
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3.1.2.2 Phase Distributions on Wall

In Fig. 3.10, the phase distributions on the suction side of the airfoil are presented at

four different frequencies using the cosine function of the pressure phase, given by cos(ϕ) =

Re(Pss)/|Pss|, wherePss is the Fourier transform of the pressure fluctuations on the suction

side. In the denoised pressure at 1 kHz, unstable two-dimensional TS waves, the formation of

(a)

(b) (c)

Figure 3.10: Phase distributions based on wall pressure fluctuations at four different fre-
quencies: (a) the original pressure, (b) the denoised pressure, and (c) the background noise.
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spanwise vorticity, and three-dimensional vortex breakdown occur near the tripping region,

as shown in Fig. 2.10. Following this, the fully turbulent flow is convected downstream.

Such a coherent wavy structure in the streamwise direction is still observed up to 4 kHz but

becomes difficult to discern from 15 kHz onwards. On the other hand, the background noise

exhibits disorganized and structureless phase distributions. At high frequencies of 15 and 24

kHz, the phase displays chordwise-coherent characteristics near the tripping region and the

trailing edge, where the incoherent pressure or background noise was found to be high, as

shown in Figs. 3.1.and 3.2.

3.1.2.3 Near-wall Velocity-Pressure Coherence and Sound Pressure Spectrum

The velocity-pressure coherence is calculated as follows:

γ2V p =
|SV p|2

|SV V ||Spp|
, (3.1)

where SV p is the cross-spectral density function. The operator | · | denotes the absolute

value. Here, V and p subscripts denote the velocity and the wall pressure, respectively.

The cross-spectral density function [160] can be obtained by Fourier transforming the raw

cross-correlation function RV p:

SV p(f) =

∫ ∞

−∞
RV p(τ)e

−i2πfτ dτ, (3.2)

where RV p is defined:

RV p(τ) =

∫ ∞

−∞
V (t)p(t+ τ) dτ, (3.3)

where V (t) and p(t) are the velocity magnitude and pressure signals in the time domain,

respectively.
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(a)

(b)

Figure 3.11: Velocity-pressure coherence, γ2V p, of the original pressure (left), the denoised
pressure (mid) and the background noise (right) at x/c: (a) 0.83 and (b) 0.99.

Figure 3.11 presents the velocity-surface pressure coherence to determine the relative

contribution of the original and decomposed spectral components in the boundary layer

region at various streamwise locations. The left, middle, and right columns represent the

original pressure, denoised pressure, and background noise, respectively. It is evident that

the denoised pressure is highly correlated with the velocity at low-to-mid frequencies up to

y+ ≈ 1000. Localized high coherence stretches from 2 to 20 kHz within the viscous sublayer

and buffer layer, y+ < 10, at the selected streamwise locations. These velocity-pressure-

based coherent sources are characterized experimentally by Szoke et al. [161] in turbulent

boundary layers over a flat plate. This demonstrates that the coherent or denoised pressure

is primarily influenced by the interaction of the turbulent boundary layer flows with the wall.
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The velocity-background noise coherence appears strong along the wall-normal distance at

x/c = 0.99, which is consistent with the observation that the incoherent portion is found to

be noticeable as oval shapes near the trailing edge, as shown in Fig. 3.4(a).

The sound pressure spectrum level (SPSL) [67] is defined as:

SPSL = 10log10
PSD∆fref

P 2
ref

, (3.4)

where PSD is the power spectral density of the pressure, ∆fref = 6.66 Hz, and Pref = 20

µPa.

SPSLs for the denoised pressure, background noise, and the original pressure are plotted

in Fig. 3.12. As seen in the case of the wall pressure spectra in Fig. 3.6 and the velocity-

pressure coherence in Fig. 3.11, the denoised pressure dominates most of the pressure spectra

in the viscous boundary layers. The background noise has less than 20 dB at frequencies

above 20 kHz, which can be considered negligible when compared to the denoised spectral

amplitude.

(a) (b) (c)

Figure 3.12: SPSLs at x/c = 0.99: (a) original pressure, (b) denoised pressure, and (c)
background noise.
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3.1.2.4 Dilatation and Dynamic Mode Decomposition around Airfoil

Figures 3.13(a) to 3.13(c) display the dilatation fields of the original and decomposed pres-

sures. In Fig. 3.13(b), the denoised pressure captures both the physical flow and acoustic

features: the near-wall flow structures involving coherent hydrodynamic convection and the

far-field sound propagation. Moreover, the tripping region is a significant source of back-

ground noise, which is denoised as shown in Fig. 3.4(b). However, the denoised and original

pressures are found to be similar close to the trailing edge due to the dominant physical

flow phenomena accompanied by acoustic perturbations of non-Gaussian and non-diffusive

coherent pressure, even though the background noise is denoised. Compared to the con-

(a)

(b) (c)

Figure 3.13: Dilatation fields cut in midspan for (a) the original pressure, (b) the denoised
pressure, and (c) the background noise.
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verged incoherent portion in Fig. 3.4(a), the denoised pressure field demonstrates that it is

representative of the original pressure with a few but high wavelet coefficients. This is consis-

tent with observations in previous works when denoising-based wavelet filtering is applied to

homogeneous isotropic turbulent flow [62, 63], inhomogeneous vortex bursting [59], and jet

flows [67]. In Fig. 3.13(c), the topology of the background noise exhibits disorganized and

random characteristics in the pressure field. It is not surprising that the background noise

field resembles the spatial distributions of the converged incoherent portion, as shown in

Fig. 3.4(a), since the background noise is generated from the incoherent wavelet coefficients.

As discussed in Fig. 3.4, it is found that the background noise is dominant where acoustic

waves are generated near the tripping, as demonstrated by Bodling and Sharma [18], and

trailing-edge regions. This might be due to the diffusive, homogeneous, and random motion

characteristics of turbulence filtered from turbulent flows [64] or insufficient grid resolution

in these regions. However, It cannot be determined which factor is more dominant from the

denoising algorithm. Note that the background noise is primarily distributed around the air-

foil and does not propagate significantly to the far field, so it cannot be solely characterized

as acoustic pressure propagating with the speed of sound in wall-bounded turbulent flows at

a low Mach number.

Global pressure structures at particular frequencies of interest are calculated using DMD.

All the discrete-time eigenvalues and five eigenvalues of interest are plotted on a red-dashed

unit circle in Fig. 3.14. The zero real part of the eigenvalue, i.e., f = 0, denotes the

stationary mode, indicating that the flow field is neither growing nor decaying in time [162].

To verify that the sampled flow field of DMD is in statistical equilibrium, the stationary

DMD mode is compared with the time-averaged pressure field, as shown in Fig. 3.15. The
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Figure 3.14: All eigenvalues of DMD modes highlighting five eigenvalues of interest with a
red-dashed unit circle.

(a) (b)

Figure 3.15: (a) Time-averaged pressure field and (b) stationary DMD mode, f=0. The blue
and red colors denote the lower and higher values, respectively.

pressure field of the stationary mode is represented by the eigenvector, which is a different

quantity from the time-averaged pressure profile. Therefore, color scales are omitted for

qualitative comparison. It is demonstrated that the time-averaged pressure field is similar

to the pressure field captured by DMD, which serves as a simple validation of the statistical

equilibrium of the present flow snapshots for the DMD analysis [162].

Four extracted DMDmodes are visible in Figs. 3.16(a) to 3.16(d) for the original pressure,
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(a)

(b)

(c)

(d)

Figure 3.16: DMD modes for the original pressure (left), the denoised pressure (mid) and
the background noise (right) at about (a): 0.65 kHz, (b): 4 kHz, (c): 15 kHz, and (d): 24
kHz.

denoised pressure, and background noise. The denoised pressure exhibits localized wavy

structures near the wall, advecting along both sides of the airfoil at frequencies from 0.65 to
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4 kHz. However, these structures increasingly vanish at high frequencies, which is associated

with the decay of the wall pressure spectra at high frequencies. The denoised pressure

also shows edge scattering of the coherent near-wall pressure fluctuations, a typical trailing-

edge noise generation in the form of antisymmetric waves between the suction and pressure

sides, which was also confirmed by the spectral proper orthogonal decomposition technique

[109]. This antisymmetric waveform is known to intensify the scattered sound [6]; however,

it is not observed at high frequencies where in-phase waves propagate. It is found that

denoising is primarily significant at high frequencies, as shown for the denoised pressures at

15 and 24 kHz in Figs. 3.16(c) and 3.16(d). This observation is consistent with the wall

pressure spectra of background noise starting to contribute to the original pressure at these

frequencies, as presented in Figs. 3.6 and 3.12. In contrast, the topology of the background

noise exhibits decorrelated and disorganized random structures. Although the background

noise propagates in the near-wall region at high frequencies, such propagation is limited only

to the area near the wall and hardly extends to the far field, unlike the behavior of denoised

or physical acoustic waves.

3.1.3 Sound Pressure Level at Far Field

The far-field pressure spectra are computed for the original and decomposed components

using the FW-H acoustic analogy, which is presented in Fig. 3.17. KATO’s correction

[153] is not applied in this simulation, as our goal is to compare the contributions from

the original and decomposed pressures. As seen in the wall pressure spectra in Fig. 3.6,

the denoised pressure primarily contributes to the far-field acoustics, while the background
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Figure 3.17: Sound pressure level at an observer location x/c = 1.0, y/c = 4.06,
z/c =midspan for the original and decomposed pressures.

Figure 3.18: Directivity of sound pressure levels at several frequencies at the radius of 4.06c
on the origin of the trailing edge in midspan for the original and decomposed pressures.

noise becomes dominant beyond 20 kHz. This observation further confirms that the far-

field acoustic pressure is not explained by the incoherent component of pressure. The sound

directivity is plotted at several frequencies in Fig. 3.18. A compact dipole behavior is

observed at 0.65 kHz, and cardioid shapes are evident from 2 to 4 kHz, which is associated
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Figure 3.19: Polar evolution of PDFs for the original and decomposed pressures at an ob-
server location x/c = 1.0, y/c = 4.06, z/c =midspan.

with trailing-edge noise [23]. This physical acoustic spectrum has the highest contribution

from the denoised pressure at these frequencies, suggesting that airfoil noise is represented

by the denoised pressure. On the other hand, the background noise exhibits a simple dipolar

pattern, with its contribution becoming more prominent beyond 24 kHz, although the sound

amplitude is negligible. The tonal acoustic peak at about 0.65 kHz is due to the trailing-edge

bluntness noise. This is supported by the DMD modes of the original and denoised pressure

in Fig. 3.16 depicting the acoustic propagation emanated from the trailing edge. The

acoustic tonal peak observed in Fig. 2.11 can be speculated as the same noise characteristics

although the simulation case is different, but the two flows are in similar Reynolds numbers

and Mach numbers.

Figure 3.19 shows the PDFs of the original and decomposed pressures. The PDF of the

background noise is identical to a standard Gaussian distribution. However, the denoised

pressure is off the Gaussian distribution in the positive tail, which is in contrast to the quasi-

Gaussian distribution of acoustic pressure in high-Mach jet flows [67, 147]. This indicates
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that the assumption of Gaussian distribution cannot be solely relied upon for filtering the

acoustic pressure in wall-bounded flows at low Mach numbers. In addition, airfoil noise

consists of both tonal and broadband acoustic waves at low to high frequencies [10], which

makes it challenging to extract the acoustic component.

Overall, when the wavelet filtering technique is employed for airfoil noise in a low Mach

number flow, it can effectively separate the acoustic and pseudo-acoustic components, which

are represented by the denoised pressure and background noise, respectively. As a result,

this approach provides useful information on where to truncate the frequency in the far-field

noise spectrum to interpret the physical noise.

3.1.4 Summary

This section decomposed the pressure field around a NACA 0012 airfoil in low Mach number

flows using a wavelet filtering based on the recursive denoising algorithm. The filtered

pressures were split into coherent and incoherent pressure, designated as denoised pressure

and background noise, respectively. This was supported by comparing the wavelet-based

decomposed pressures to the conventional wavenumber-frequency decomposition method.

Various spectral analyses were performed on the original and decomposed pressures on

the wall and around the airfoil. The results showed that the denoised pressure has a few

but high wavelet coefficients and represented physical phenomena such as hydrodynamic

wavy structures advecting along the wall and sound scattering mechanisms near the tripping

region and trailing edge. On the other hand, the contribution of the background noise to

the original pressure was found to be primarily dominant at high frequencies, with lower
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wavelet coefficients or sound spectrum levels compared to the denoised pressure. These

findings were consistent with previous works that applied the wavelet-denoising algorithm

to homogeneous isotropic turbulent flow, inhomogeneous vortex bursting, and jet flows. The

effect of denoising was found to be noticeable near the tripping and trailing-edge regions

where background noise was mostly produced. The underlying reasons for this effect may be

due to the diffusive, homogeneous, and random motion characteristics of turbulence filtered

from turbulent flows, or insufficient grid resolution. However, it is difficult to determine which

factor was more dominant. It was shown at the far-field acoustic spectra that the background

noise is dominant at high frequencies, despite having a negligible sound amplitude. The

PDF shape of denoised pressure was off the Gaussian distribution in the positive tail, which

contrasted with acoustic pressure in high-Mach jet flows, whose PDF shape was closer to

the quasi-Gaussian distribution. This confirmed that the acoustic pressure on wall-bounded

flows at a low Mach number could not be solely filtered with the Gaussian assumption.
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3.2 Fourier-based Pressure Decomposition

3.2.1 Behaviors of Hydrodynamic and Acoustic Pressures on The

Wall

This section delves into the wall pressure data derived from LES conducted at a chord-

based Reynolds number, Re = 4 × 105, and Mach number, M = 0.058. Our objective is to

decompose this wall pressure into its hydrodynamic and acoustic components. It is crucial

to highlight that the key factor enabling this decomposition is the difference in phase speed

between these two pressure components. This decomposition process is achieved through

wavenumber-frequency decomposition, as detailed in Sec. 2.3.2. Special emphasis is placed

on understanding the characteristics and nature of these decomposed pressure components

acting on the wall.

Figure 3.20 provides an illustration of the spanwise-averaged wavenumber-frequency spec-

trum on the upper side of the airfoil. In the plot, a wide-band ridge is prominently visible

aligned with the freestream velocity U∞. It is noted that the hydrodynamic pressure is

characterized by turbulent convection, displaying high-energy spectra within the convective

speed range of Uc. Another noteworthy observation emerges from the spectra along the

boundaries of two sound speeds: upstream Uc − co and downstream Uc + co. The upstream

acoustic pressure is likely associated with the trailing-edge scattering of coherent structures.

In contrast, the downstream acoustic pressure could be attributed to the influence of vortex

shedding from trailing-edge bluntness and leading-edge noise sources due to boundary-layer

tripping. These aspects will be further explored in subsequent analyses.

Figure 3.21 presents space-time contour maps for three decomposed pressures in addition

to the original pressure. The time scale is normalized using the phase speed of each de-
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Figure 3.20: Spanwise-averaged wavenumber-frequency spectrum on the upper side of the
airfoil from the leading edge to trailing edge.

(a) (b)

(c) (d)

Figure 3.21: Space-time map of original and decomposed pressures: (a) original pressure, (b)
hydrodynamic pressure, (c) acoustic pressure in the downstream direction, and (d) acoustic
pressure in the upstream direction. The time scale on the x-axis for the original and hydro-
dynamic pressures is normalized by the convective velocity, whereas the time scale for the
upstream and downstream acoustic pressures is normalized by the speed of sound, co. The
lines of phase velocity are shown on each decomposed pressure.
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composed pressure to emphasize the propagation effect. The time duration for the original

and hydrodynamic pressures spans 1 airfoil FTT, while the duration for the acoustic pres-

sure is 0.1 FTT. As depicted in the plot, the hydrodynamic pressure closely resembles the

original pressure, indicating that near-wall pressure fluctuations are primarily governed by

high-energy turbulent streaks, as observed in Refs. [163, 164]. The plot effectively captures

the intense pressure fluctuations in the flow tripped after x/c ≈ 0.2 and their time-accurate

convection. In Fig. 3.21(c), the presence of wrinkles represented by contour lines signifies

downstream propagation from the leading edge to the trailing edge. On the other hand, in

Fig. 3.21(d), the upstream propagation aligns well with its phase speed, indicating that the

wavenumber-frequency decomposition along the airfoil chord effectively separates the acous-

tic components from the hydrodynamic pressure disturbances. This representation provides

valuable insights into the spatiotemporal dynamics of flow and acoustic components.

Given that both upstream and downstream acoustic pressures exhibit similar phase

speeds, these two components are combined into a single acoustic pressure for a compre-

hensive examination of their source and propagation characteristics in comparison to the

hydrodynamic component. Figure 3.22 illustrates the spanwise-averaged temporal fluctua-

tions for the original, hydrodynamic, and acoustic pressures, measured at a reference point

located at x/c = 0.99 from the leading edge. It is worth noting that the magnitude of the

hydrodynamic pressure closely resembles that of the original pressure, while the acoustic

pressure exhibits weaker fluctuations. This observation aligns with the common understand-

ing that acoustic energy is a byproduct of noise-producing flow fluctuations [15, 165]. These

findings from the wall will further be cross-examined with the decomposed far-field pressure

perturbations in the subsequent section.
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Figure 3.22: Spanwise-averaged decomposed wall pressure fluctuations at x/c ≈ 0.99.

The fundamental characteristics of the decomposed wall pressures are subjected to statis-

tical assessment through the calculation of their coherence and phase. To begin, a spanwise

pressure coherence [160, 166] is defined as follows:

γ2(z,∆z, f) =
|ϕpp(z,∆z, f)|2

|ϕpp(z, 0, f)||ϕpp(z +∆z, 0, f)|
, (3.5)

where the cross power spectrum density (CPSD) Φpp is the Fourier transform of the space-

time cross-correlation function:

ϕpp(z,∆z, f) =

∫ ∞

−∞

〈
p(z, t)p(z +∆z, t+ τ)

〉
e−ifτ dτ, (3.6)

where i =
√
−1, and the operator ⟨·⟩ denotes the ensemble average over the spanwise sepa-

ration distance, ∆z.

Figure 3.23 presents the variation of coherence with respect to the non-dimensional sepa-

ration distance ∆z/c and Strouhal number for both the hydrodynamic and acoustic pressures.

The coherence pattern of the original pressure, which closely resembles that of the hydro-

dynamic pressure, has been excluded from the plot for clarity. An evident observation is

the incoherent nature of the hydrodynamic pressure, whereas the acoustic pressure exhibits

strong coherence along the spanwise direction. This observation confirms that the spanwise

coherent structure of acoustic pressure disturbances is associated with trailing-edge noise

[109, 167]. Notably, the spanwise coherence is particularly pronounced at low frequencies
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around St ≈ 10, which can be attributed to the source of vortex shedding noise due to

trailing-edge bluntness.

Next, the streamwise pressure coherence is computed based on the spanwise-averaged

wall pressure. A fixed reference pressure, denoted as pref and located at x/c = 0.99, is used

to assess the coherence between the trailing-edge noise source and other sources along the

airfoil side. This calculation does not require the ensemble averaging process. Figure 3.24

illustrates the streamwise coherence distribution along the upper side of the airfoil for all

Strouhal numbers. It is worth noting that the hydrodynamic pressure exhibits only a small

region of coherence near the trailing edge, corresponding to the size of coherent turbulent

eddies. As one moves further away from the trailing edge, the coherence rapidly diminishes,

resulting in an incoherent pattern. In contrast, the acoustic pressure displays significant

coherence spanning the entire chord length, particularly in the Strouhal number range of

15 to 30. At Strouhal numbers less than 10, the straight, uniform coherence lines indicate

a compact noise source with a wavelength longer than the acoustic chord length. As the

Strouhal numbers increase, the appearance of wavy lines signifies non-compact noise sources

associated with acoustic scattering. It is essential to note that this coherence measure does

not consider the spectral magnitude but provides some insights into the correlation between

the point source at the trailing edge and pressure disturbances at other regions.

To gain insights into sound propagation characteristics, including constructive and de-

structive wave interferences, the phase of the acoustic pressure along the streamwise direction

is analyzed. The phase difference between two points is computed as ℜ(exp(iϕxy)), where ϕxy

represents the phase of the CPSD. The subscript x refers to an arbitrary point on the upper

side of the airfoil, while the subscript y denotes the fixed reference point at x/c ≈ 0.99, as
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(a) (b)

Figure 3.23: Contours of spanwise coherence, γ2pp, at x/c = 0.99: (a) hydrodynamic pressure
and (b) acoustic pressure.

(a) (b)

Figure 3.24: Contours of streamwise coherence, γ2ppref . The reference pressure is the original
pressure located at x/c ≈ 0.99: (a) hydrodynamic pressure and (b) acoustic pressure.

used for streamwise and spanwise coherences. It is important to note that the original pres-

sure is used as the reference pressure at a fixed position. Additionally, to observe this phase

interference within the local coherent structure for non-frozen gust [168], the streamwise

correlation length is employed:

l∗x(f) =

∫ ξ2

ξ1

γ(ξ, 0, f)dξ, (3.7)

where ξ represents the streamwise separation distance normalized by the chord length, and

the integration spans from 0.2c to x, where turbulent flows are established. Constructive or
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destructive wave interferences are only meaningful within this streamwise correlation length

for the non-frozen gust case [168]. In this analysis, x is placed at the trailing edge, which

means that the correlation length is computed at the trailing edge. Equation (3.7) is validated

by comparing it with the empirical model [169], which is provided in Appendix C. Figure

3.25 illustrates the streamwise-phase distribution along the airfoil streamwise direction on

the upper side. A black dashed line indicates the streamwise correlation length, starting

from the trailing edge at St ≈10, 20, and 35. The phase values close to 1 indicate that

the two wall-pressure signals are in-phase, while values close to -1 signify an out-of-phase

relationship [166]. The hydrodynamic pressure exhibits high oscillations between neighboring

sources across a range of Strouhal numbers, suggesting that destructive interference is a

characteristic feature of hydrodynamic pressure, likely associated with the streaky structure

in streamwise direction among turbulence structures [109, 167], as observed in Fig. 3.21(a).

In contrast, the acoustic pressure shows a much longer waveform. At around St ≈ 10, there

is a constant in-phase relationship due to the longer wavelength at this frequency, which

aligns with the observation of streamwise coherence (Fig. 3.24(b)). As the Strouhal number

increases, it transitions to a shorter waveform associated with a non-compact source. The

waveforms are observed to have one or two periods for the acoustic pressure for the entire

airfoil length; however, the phase interference is only effective within the local turbulent

coherent structure since the phase interference operates independently at each correlation

interval. In this context, the phase alteration for the acoustic pressure within the streamwise

correlation length is found to be in phase, making it efficient for sound propagation. These

results suggest that the hydrodynamic pressure is ineffective in terms of sound generation due

to strong destructive interference, while the acoustic pressure is effective for far-field sound
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Figure 3.25: Spanwise-averaged phase distributions for the hydrodynamic and acoustic pres-
sures along with the streamwise correlation length at the trailing edge at St ≈ 10, 20, and
35.

propagation due to constructive interference. This observation will be further supported

with more detailed far-field noise analyses and in comparison with analytical models in the

subsequent sections.

3.2.2 Evaluation of Hydrodynamic and Acoustic Pressures at Near

and Far Fields

In this section, the decomposed wall pressures are radiated through the FW-H acoustic anal-

ogy to examine the propagating nature of each component at near and far fields. Thus, the

far-field pressure fluctuations in each decomposed component are either solely scrutinized

or cross-correlated with near-field pressures. Figure 3.26 plots the contribution from the

decomposed wall pressures to the far-field pressure at a receiver, located 10.0c away normal

to the origin of the trailing edge in midspan. In contrast to the decomposed wall pressures,

as shown in Fig. 3.22, the far-field pressure is significantly affected by the acoustic pressure

on the wall, while the hydrodynamic component is negligible. The non-propagating nature

of the hydrodynamic pressure is related to the destructive interference of incoherent turbu-

lent structures in the streamwise direction, as presented in Fig. 3.25. This characteristic,

marked by convecting turbulent streaks (Fig. 3.21(b)), aligns with the observation that
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Figure 3.26: Radiated pressure fluctuations at an observer location x/c = 1.0, y/c = 10.0,
and z/c=midspan. The far-field pressure is computed from the original or the decomposed
pressure on the wall through FW-H equation.

the predominant streaky structures in the turbulent boundary layer have minimal effect on

trailing-edge noise [109], whereas the efficiency of sound radiation is more likely related to

the spanwise-coherent structure [167, 170].

The temporal signals of the propagation from surface hydrodynamic and acoustic pres-

sures, as shown in Fig. 3.26, are statistically evaluated through the PDF. Figure 3.27 presents

PDFs of the original and decomposed pressures. Neither hydrodynamic nor acoustic pres-

sure follows a Gaussian distribution, as indicated by the deviation of one of the tails on the

curve from the standard Gaussian shape. This suggests that the original pressure cannot

be separated based on the hypothesis that the acoustic pressure follows a Gaussian assump-

tion. This is different from previous observations where the Gaussian assumption was used

to separate acoustic pressure from near-field pressure in jet flows at a Mach number of 0.9

using wavelet transform [67]. This observation is consistent with the finding of Kang and

Lee [140].

Visual assessment of sound propagation and dominance near the airfoil for each de-

composed pressure is performed by correlating the noise recorded at the far field with the

near-field pressure field. The spatial domain pressures are averaged in the spanwise direc-
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Figure 3.27: Polar evolution of PDFs for the far-field pressure that is obtained from the
original, hydrodynamic, and acoustic wall pressures with the standard Gaussian distribution
at the observer position of x/c = 1.0, x/c = 10.0, z/c = midspan.

tion. Two statistical variables are employed: the phase of CPSD, ℜ(exp(iϕxy)), as was used

for the previous section, and the normalized spatial correlations when the temporal lag is

equal to zero, denoted as Rp̃p̃,τ=0, which is a special case of the general definition of cross

correlation [29, 160, 171] as follows:

Rp̃p̃(x1,x2, τ) =
E
[
p̃(x1, t)p̃(x2, t+ τ)

]
E
[
p̃2(x1, t)

]1/2
E
[
p̃2(x2, t)

]1/2 , (3.8)

where the operator ·̃ stands for the band-pass filter applied to the pressure signal, operator

E[·] denotes the expected value of the signal, and τ is the temporal lag between two signals

at point x1 and point x2. The threshold for filtering of interest ranged from 9 < St < 35,

which was found to be the best range from a series of numerical experiments to highlight

the physical property of decomposed pressures. The point x1 is the arbitrary point near

the airfoil at which the original pressure is used for the computation of spatial correlation.

The reference pressure signal at point x2 is the far-field pressure propagated from either the

hydrodynamic or the acoustic wall pressure measured at the observer location x/c = 1.0,

y/c = 10.0, and z/c = midspan. Figure 3.28 provides two contours of filtered normalized
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Figure 3.28: Normalized spatial correlations filtered at 9 < St < 35 overlapped with line
phase at St ≈ 20 varying -1 (blue-dashed line) to 1 (black-solid line): (a) Rp̃orip̃hy,far,τ=0 with
ℜ(exp(iϕpori,phy,far)) and (b) Rp̃orip̃ac,far,τ=0 with ℜ(exp(iϕpori,pac,far)).
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spatial correlations: one between the filtered hydrodynamic pressure contribution at the far

field and the original pressure in the spatial domain (Fig. 3.28(a)), and the other between the

filtered acoustic pressure contribution at the far field and the original pressure in the spatial

domain (Fig. 3.28(b)). Additionally, a line phase contour extracted at St ≈ 20 is added to

the plot to represent the nature of the sound propagation. The contour plots reveal coherent

turbulent structures on both pressure components. These structures exhibit an out-of-phase

behavior along the chord as shown in the phase plots (see Fig. 3.25). Sound generation from

the trailing-edge scattering is evident in both plots. It means that the driving mechanism for

far-field sound propagation concerns trailing-edge scattering for both two pressures, regard-

less of their noise strengths. The filtered normalized spatial correlations between the far-field

hydrodynamic pressure contribution and near-field pressures show a relatively high correla-

tion underneath the coherent structure. However, their distributions of coherent structures

along the wall are out-of-phase with each other, leading to a dissipative or evanescent wave

toward the far field. Thus, its contribution to the far field is negligible compared to the total

acoustic pressure. On the other hand, the filtered normalized spatial correlations between

far-field acoustic pressure contribution and near-field pressures are shown to be significantly

high away from coherent turbulent structures. This indicates the efficient propagation of

sound waves at speeds comparable to the speed of sound from the trailing edge. This sound

source propagation phenomenon is related to the presence of in-phase within the turbulent

length scale, as observed in Fig. 3.25.

Our findings revealed that the phase behavior, rather than the source magnitude, has a

crucial impact on the differentiation between the roles of hydrodynamic and acoustic pres-

sures, whether they function as actual sound or pseudo-sound sources. Subsequent analysis
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Figure 3.29: Schematic of sectional noise analysis. The index starts from the trailing edge.
The observer is located at x/c = 1.0, x/c = 10.0, z/c = midspan.

entails partitioning the airfoil into strips to emphasize the significance of phase variation.

Figure 3.29 illustrates the schematic for the sectional noise analysis. The airfoil surface is

evenly divided into strips with a width of ∆x/c = 0.011. The wavelength corresponding

to this strip size is the order of 103 of Strouhal number, which is considered small enough

to treat the single strip as a point source independent of phase relation among neighboring

strips. Two different pressures are to be evaluated; one corresponds to the sectional noise

radiated from each strip, and the other is derived by gradually accumulating noise from the

trailing-edge strip. This allows for a comprehensive analysis of decomposed noises with and

without phase effects. All the analyses consider both sides of the airfoil, and the strip is

marked from the trailing edge, increasing towards the leading edge. Noise radiated by the

FW-H acoustic analogy from each strip is measured at the observer positioned x/c = 1.0,

y/c = 10.0, and z/c =midpsan.

Figure 3.30 displays the octave band SPLs of the original and two decomposed sectional

noises emitted from an array of strips on the airfoil surface. In this analysis, the impact
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Figure 3.30: Octave band SPLs radiated from each strip arranged from the leading-edge
region to the trailing edge on both sides of airfoil at St ≈ 7.5, 15, and 30.

Figure 3.31: Phases of airfoil noise radiated from each strip arranged from the leading-edge
region to the trailing edge on both sides of airfoil at St ≈ 10, 20, and 35.

Figure 3.32: Cumulative octave band SPLs radiated from each strip arranged from the
leading-edge region to the trailing edge on both sides of airfoil at St ≈ 7.5, 15, and 30.
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of phase interference among neighboring strips is excluded. Remarkably, the influence of

the wall-associated hydrodynamic pressure on the far-field acoustics is evident across the

entire airfoil, spanning from low to high Strouhal numbers. This effect is attributed to the

high turbulent energy levels, which act as a self-noise point source beneath the coherent

structure, as indicated in Fig. 3.28(a). When considering phase effects, the contribution

of hydrodynamic pressure to the total pressure shows a substantial similarity between the

wall and the far field. However, the opposite trend applies to the acoustic pressure, with

the fluctuations of the acoustic pressure becoming lower than the hydrodynamic component

[15, 165], which is similar to Fig. 3.22.

Figure 3.31 displays the phase distributions of the far-field pressure obtained from the

original and decomposed pressures, calculated using the real part of the Fourier-transformed

pressure of each strip divided by its absolute value. The phase of the hydrodynamic pressure

contribution exhibits a pronounced oscillatory pattern across all Strouhal numbers, mirroring

the out-of-phase feature of the coherent structure observed on the wall, as shown in Fig. 3.25.

In contrast, the acoustic pressure contribution demonstrates an in-phase nature akin to what

is observed on the wall. Shorter wavelengths at higher Strouhal numbers are thought to still

exhibit in-phase characteristics when compared to the streamwise correlation length (see

Fig. 3.25). This observation highlights that hydrodynamic pressure displays out-of-phase

attributes among neighboring turbulent sources, providing crucial evidence that the far-field

pressure from the hydrodynamic component is significantly lower than that from the acoustic

component.

The cumulative pressure p
′
i is calculated by gradually integrating the sectional pressures
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emitted from each strip as follows:

p
′

i =
i∑

k=1

pk, (3.9)

where pk stands for the radiated noise from the trailing-edge strip to the kth airfoil strip, and

the subscript k = 1 denotes the trailing-edge strip. This incorporates the phase interference

with strips being accumulated. Figure 3.32 provides a quantitative assessment of the two

decomposed pressure contributions in comparison to the total pressure with respect to the

octave band SPLs. In the figure, the upward and downward arrows represent in-phase and

out-of-phase strips, respectively, while the summation order indicates the direction of the

accumulation of strips. One can observe nearly uniform sound strength in the cumulative

noise originating from hydrodynamic wall pressure. This consistent sound level across the

airfoil underscores the typical phenomenon of destructive interference caused by streamwise

incoherent turbulent eddies or streamwise turbulent streaks [163, 164]. There is a sudden

increase in sound near the tripping region due to a local perturbation induced by the trip,

but this spike is subsequently mitigated as a result of interactions between upward and

downward scattering around the trip. Despite this cancellation, leading-edge noise near the

tripped region contributes slightly to the overall sound at higher frequencies. Conversely, cu-

mulative noise generated by acoustic wall pressure exhibits a progressive increase as strips are

integrated. This can be attributed to constructive, in-phase relationships with neighboring

sources. This in-phase nature is particularly notable at lower Strouhal numbers, where the

corresponding wavelength exceeds the airfoil chord length. Another significant observation

is the abrupt increase in noise from the trailing edge to approximately x/c ≈ 0.8, coinciding

with the region where edge scattering has a substantial impact. This region closely aligns
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Figure 3.33: Directivity of the far-field pressures obtained from the original and decomposed
wall pressures at the radius of 10.0c from the trailing-edge origin.

with the streamwise correlation length, as illustrated in Fig. 3.25. The width of approxi-

mately x/c ≈ 0.2 suggests efficient scattering within the streamwise correlation length, which

is shorter than the phase period of the acoustic wave. It is important to distinguish this

local region of efficient scattering from the entire chord length, where the cancellation effect

is presumed to occur. When compared to the sectional noises in Fig. 3.30, it demonstrates

the non-propagating characteristic of hydrodynamic pressure when integrated, even though

the sound spectra of point sources are similar to those of the total pressure. This non-

propagating behavior arises from the out-of-phase relationships between neighboring strips,

leading to rapid dissipation as evanescent waves. In contrast, noise radiation is found to be

efficient for edge-scattered acoustic pressure.

Figure 3.33 presents the directivity patterns for the far-field sound spectra obtained from

the original and decomposed pressures at three specific Strouhal numbers, highlighting two

distinct propagating directions for acoustic pressure. The downstream-traveling acoustic

pressure is denoted as p+ac, while the upstream-propagating acoustic pressure is denoted as

p−ac. At St ≈ 8.25, one can observe that the downstream-traveling acoustic pressure forms a
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compact dipolar pattern, which corresponds to a shorter acoustic source length or the chord

length than the wavelength. This sound source is likely associated with vortex shedding

caused by trailing-edge bluntness [140, 154]. When the noise source is nearly non-compact,

the upstream-propagating pressure dominates, creating the forward cardioid pattern. The

rearward lobes spanning more than 90◦ are contributed by the downstream-traveling acoustic

pressure. While decomposed pressures, p−ac dominated by trailing-edge scattering and p+ac

dominated by diffraction from leading-edge tripping installation, shows the distinct lobes

at St ≈ 37.5, the lobe pattern is alleviated for the total pressure. This results from the

interaction of those multiple noise sources, although the strength of p+ac is much smaller

than that of p−ac in the upstream direction. In contrast, the magnitude of hydrodynamic

pressure is negligible due to destructive interference among coherent turbulent structures.

This result contradicts the findings presented in Ref. [86], where hydrodynamic pressure

was identified as the dominant noise source at the compact-dipolar frequency. However, as

will be shown later, the directivity trend observed in the current numerical results aligns

with the conclusions derived from the analytical approach. Although the magnitude of

hydrodynamic pressure is minimal, its nonlinear interaction with varying wavenumbers in

the streamwise and spanwise directions under large-to-small turbulent flows may alter the

phase relationship between acoustic and total pressures [172]. These alterations can lead

to an imperfect overlap of the total and acoustic pressure directivity patterns and their

magnitudes, as similarly observed in Figs. 3.30 and 3.32.
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3.2.3 Incident and Scattered Pressures in Amiet’s Trailing-edge

Noise Theory

The previous sections have explored the inherent characteristics of hydrodynamic and acous-

tic pressures, which were separated through wavenumber-frequency filtering within the nu-

merical framework. This section pivots to evaluating the role of incident and scattered

pressures on the wall and in the far field in the framework of analytical solution of Amiet’s

model. These pressures are derived based on assumptions stemming from flat plate geome-

try and the frozen turbulence hypothesis [77], as detailed in Sec. 2.2.2. Finally, this section

concludes with a comparative analysis of far-field sound spectra obtained from numerical

and analytical approaches.

Figure 3.34 presents the magnitudes of the incident and scattered pressures, as well as

their cumulative values, across various Strouhal numbers. These wall pressures are calculated

using Eqs. (2.15) and (2.17), respectively. The incident pressure exhibits exponential decay

at all Strouhal numbers, with the rate of decay controlled by the parameter ϵ in Eq. (2.15).

On the other hand, the scattered pressure reaches its maximum magnitude at the trailing

edge and then rapidly decays from the trailing edge to the leading edge. This behavior is

consistent with the idea that edge scattering is most significant near the trailing edge. It

is important to note that while the magnitudes of the incident and scattered pressures are

equal at the trailing edge, their cumulative value or total pressure is not simply the algebraic

sum of the two pressures. Additionally, the combined pressure exhibits a distinct and highly

oscillatory pattern, which will be examined in the subsequent phase analysis.

The phase variation along the airfoil chord is effectively represented by the real part of the

wall pressure divided by its own magnitude, as demonstrated in Fig. 3.31. Figure 3.35 plots
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Figure 3.34: Magnitude of summation of incident (go) and scattered (gs) wall pressures and
each separate component side by side for three Strouhal numbers.

Figure 3.35: Phase of summation of incident (go) and scattered (gs) wall pressures and each
component side by side. Strouhal numbers are 8.3, 22.5, and 37.5 from left to right.

the phase topology along the chord for the total, incident, and scattered pressures. Notably,

the incident pressure exhibits highly oscillatory phases, while the phase of the scattered

pressure transitions from monotonic to sinusoidal waves as the Strouhal number increases.

The phase of the total pressure is mainly influenced by the incident pressure, given its higher

amplitude than the scattered pressure, as evident in Fig. 3.34. It should be noted that these

phase dynamics observed in the incident and scattered pressures are compared with those of

hydrodynamic and acoustic pressures in numerical simulations, although pairs of pressures

are derived from different principles of decomposition.

Figure 3.36 displays the normalized incident, scattered, and total aeroacoustic transfer

functions, which are a pivotal component in the computation of the radiated sound spectra

as per Amiet’s theory (Eq. (2.22)). These are obtained through the integration of the wall
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Figure 3.36: Normalized aeroacoustic transfer functions of the summation of incident and
scattered components along with each separate component at a microphone position of x/c =
1.0, x/c = 10.0, z/c = midspan.

pressures using the analytical formulations provided in Eqs. (2.15) and (2.17), respectively.

The scattered pressure is found to exhibit higher magnitudes than the incident pressure

across the entire frequency range. This contrasts with the observation in Fig. 3.34, where the

magnitude of the incident wall pressure surpasses that of the scattered pressure. However,

this is a consistent observation with Fig. 3.26, where the acoustic pressure significantly

contributes to the total pressure. The non-propagating physics of incident pressure is a

direct result of the destructive interference, as evidenced by the highly oscillatory pattern

depicted in Fig. 3.35.

Figure 3.37 provides the directivity patterns of incident, scattered, and total pressures

across a range of Strouhal numbers. A dominant compact dipole pattern is evident at

St ≈ 8.25, resulting in significant noise in all directions. The multi-lobed pattern emerges

at higher Strouhal numbers, primarily derived from the scattered pressure. This aligns with

the typical directional characteristics of trailing-edge noise [17, 173]. The consistent domi-

nance of scattered pressure over the entire range of Strouhal numbers in contributing to the

total pressure further supports its role as the primary actual sound source for the far-field
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Figure 3.37: Directivity of the one-third octave band SPLs for the summation of the incident
and scattered parts and each separate component at the radius of 10.0c from the trailing-
edge origin.

acoustic pressure, as established in the preceding numerical approach, involving the cardioid

directivity pattern ranging from 22.5 to 37.5 in Strouhal numbers. It is worth noting that the

dominance of hydrodynamic pressure at the low-frequency compact dipole range reported in

Ref. [86] differs from the current two approaches. It is crucial to note that the hydrodynamic

pressure, as per the numerical approach, exhibits limited far-field radiation, aligning with the

observations presented in Fig. 3.33 and corroborated by Oberai et al. [83]. Amiet’s theory

reveals that the magnitudes and directional shapes of scattered and total pressures are much

closer than those of total and acoustic pressures in the numerical approach. One potential

explanation is that Amiet’s theory was developed under assumptions involving frozen tur-

bulence [77] and infinitely long spans with a flat plate configuration. Consequently, the role

of the incident pressure might have a lesser influence on the interaction between total and

scattered pressures, resulting in similar magnitude levels between the two pressures. This

aligns with the indirect demonstration by Tiomkin and Jaworski [172], where the relaxation

of frozen turbulence gust by a linearly varying wavenumber significantly alters the total

acoustics due to its impact on the incident pressure. A pivotal realization from Amiet’s ana-
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Figure 3.38: One-third octave band SPLs computed from Amiet’s theory and FW-H analogy
at a microphone position of x/c = 1.0, x/c = 10.0, z/c = midspan.

lytical approach relating to the numerical approach is that the scattered or acoustic pressure

exhibits an in-phase nature, contributing to the far-field sound. On the other hand, the

incident or hydrodynamic pressure demonstrates a pseudo-sound nature due to destructive

interference with the oscillatory phase along the chord, even though the magnitude of wall

pressure is higher than that of the scattered or acoustic pressure.

Figure 3.38 displays the one-third octave band SPLs derived from Amiet’s theory and

the FW-H acoustic analogy using the LES data, presented in parallel. The microphone is

positioned at 10.0c away from the trailing edge in midspan. The relevant formulations of

the two approaches can be found in Eqs. (2.14) and (2.22), respectively. The results show

that both the numerical and analytical frameworks produce comparable acoustic spectra in

the broadband range of 15 < St < 70. This indicates that the simplified geometry and

frozen turbulence gust assumptions [77] made in Amiet’s model [6, 34, 35] suffice to predict

broadband noise effectively. However, subtle discrepancies in sound spectra between the

two approaches are evident at a low-frequency tonal peak of St ≈ 9 and a high-frequency

weak hump higher than St ≈ 70. These deviations may be attributed to the fact that

Amiet’s theory only takes the wall pressure spectrum near the trailing edge obtained from the
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LES and multiplies it by the aeroacoustic transfer functions integrated from the normalized

incident and scattered pressures. In contrast, the FW-H acoustic analogy accounts for all

noise sources, encompassing trailing-edge scattering and leading-edge noise developed under

various scenarios of turbulent structures in the turbulent boundary-layer flows [163, 164,

167]. Although the hydrodynamic pressure is characterized by a non-propagating nature, its

impact on the phase interference between the total and acoustic pressures might be a non-

negligible contribution to acoustic spectra in the FW-H solutions, but this is not observed

in the analytical approach.

3.2.4 Summary

In this section, an in-depth examination of the fundamental characteristics of hydrody-

namic (incident) and acoustic (scattered) pressures was conducted, providing insights into

the complexities of sound propagation within turbulent boundary layer flows, with a spe-

cific emphasis on trailing-edge noise. Spectral analyses were performed on wall pressures,

which were decomposed into hydrodynamic and acoustic components through wavenumber-

frequency filtering within the numerical framework. Additionally, incident and scattered

pressures were analyzed based on Amiet’s theory and analytical formulations. Subsequently,

these decomposed wall pressures were cross-examined with the far field using the FW-H

equation and Amiet’s theory.

This section first uncovered distinctive characteristics of hydrodynamic pressure. This

pressure source arises from streamwise turbulent streaks along the wall, with phase velocities

close to the convective speed, Uc. These spatiotemporal structures exhibit incoherence be-
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tween adjacent turbulent eddies, resulting in highly oscillatory phase variations, which give

rise to non-propagating or evanescent waves. Consequently, the far-field noise radiated from

the hydrodynamic pressure remained significantly lower than that of the decomposed acous-

tic component. Despite acting as inherently pseudo-sound sources, hydrodynamic pressure

played a crucial role in generating acoustic pressure, primarily through interactions with

spanwise-coherent turbulent structures near the trailing edge. Furthermore, the presence

of hydrodynamic pressure, as resolved by LES, was identified as a contributing factor to

the differences in magnitude and directional characteristics between total and acoustic pres-

sures. This was attributed to the non-linear interactions among multiple incoherent turbulent

sources in the streamwise and spanwise directions. This phenomenon was proposed as a po-

tential explanation for the disparities between numerical and analytical sound spectra. The

latter is derived from flows assuming frozen turbulence gust conditions in Amiet’s theory.

The finding also demonstrated the physical properties of incident pressure in the analytical

approach align with those derived from the decomposed hydrodynamic pressure on the wall

and at the far field.

Secondly, the acoustic pressure revealed efficient propagation at nearly the speed of sound,

with its spectral characteristics primarily associated with the effects of spanwise turbulent

coherent structures. Despite the significantly lower magnitude of acoustic pressure source on

the wall than that of the hydrodynamic pressure, it played a predominant role in shaping far-

field sound spectra. This predominance could be attributed to the in-phase behavior of the

acoustic pressure, which was particularly pronounced in the case of compact dipolar sources

at lower Strouhal numbers. Even at higher Strouhal numbers, the in-phase tendencies per-

sisted within the streamwise correlation length, facilitating efficient sound propagation across
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the entire frequency range. It is worth noting that non-compact noise sources or the stream-

wise correlation length near the trailing edge covered approximately 20% of the trailing

edge. These areas were identified as regions of proficient trailing-edge scattering, contribut-

ing to the formation of the cardioid directional pattern observed at these specific Strouhal

numbers. This behavior was further exemplified by the upstream-propagating acoustic pres-

sure. Moreover, the downstream-traveling acoustic pressure exhibited characteristics akin

to low-frequency compact dipolar sources and downward-cardioid shapes. These underlying

noise sources were associated with the influence of vortex shedding from the trailing-edge

bluntness and leading-edge scattering caused by boundary-layer tripping. In contrast, when

comparing Amiet’s theory with acoustic pressure, subtle disparities in their physical prop-

erties emerged. Sound spectra and directivity patterns derived from the FW-H acoustic

analogy underscored the presence of trailing-edge bluntness vortex shedding noise at low

Strouhal numbers and broadband humps resulting from the diffraction of incident waves

due to boundary-layer tripping at higher Strouhal numbers. However, Amiet’s theory did

not account for these acoustic sources or the potential non-linear interactions of incoherent

turbulent eddies. It relied solely on the wall-pressure spectrum in close proximity to the

trailing edge, incorporating phase information from the integration of turbulent flows gov-

erned by the frozen turbulent gust assumption. Additionally, it is crucial to note that both

radiated hydrodynamic and acoustic pressures exhibited non-Gaussian distributions. Conse-

quently, statistical assumptions typically used in pressure decomposition models, which rely

on Gaussian distributions, are not applicable to wall-bounded flows with edge scattering.
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Chapter 4

Effect of Boundary-layer Tripping on

Airfoil Noise

The chapter studies two distinct boundary-layer tripping methods, namely a geometrically

resolved stair strip and an artificially modeled trip using suction and blowing, against the

natural boundary-layer transition as a baseline scenario. Flow is specified at a chord-based

Reynolds number of 4 × 105, a Mach number of 0.058, and a non-zero angle of attack of

6.25◦ over a NACA 0012 airfoil configuration. Detailed sound generation and propagation

mechanisms associated with tripping-induced flow perturbations and trailing-edge scattering

are discussed.

4.1 Modeling of Two Different Tripping Methods

The computational domain’s size and boundary conditions are illustrated in Fig. 4.1. For

this study, a NACA 0012 airfoil with a blunt trailing edge is chosen, which has a physical

chord length (c) of 0.3 m, mirroring the experimental setup described by Garcia-Sagrado

and Hynes [91]. The trailing-edge bluntness, hTE/δ
∗, defined as the ratio of the trailing-edge

thickness (hTE) to the displacement thickness (δ∗) computed at x/c ≈ 0.99, is found to be

99



(a) (b)

Figure 4.1: Computational domain and boundary conditions (BCs): (a) O-type domain over
the airfoil, and shear layers colored by spanwise vortices on the airfoil suction side for (b)
stair strip and (c) suction and blowing.

Figure 4.2: Grid spacing in wall units along both airfoil sides for the stair strip case.

0.21 − 0.25 on the suction side and 0.47 − 0.58 on the pressure side for all the cases in

this work. The installation of two forced tripping approaches and their respective tripping

mechanisms are detailed in Figs. 4.1(a) and 4.1(b). In Fig. 4.1(a), a square tripdot, with

a size equivalent to 0.15% of the chord length, is placed approximately 12.5% of the chord

from the leading edge on both sides of the airfoil. This placement induces a flapping shear

layer behind the stair strip, perturbing the flows to transition into turbulence. The height

of stair strip is chosen from numerical experimentation, while its location is the same as one

in the experimental study [91] for the validation purpose of aerodynamic and wall-pressure

spectral quantities.
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In Fig. 4.1(b), the suction boundary condition is applied from 7.7% to 10.2% of the chord

from the leading edge, and the blowing boundary condition ranges from 10.2% to 12.7% on

both sides of the airfoil. A steady momentum with a magnitude equal to 3% of the freestream

velocity is imposed on both the suction and blowing boundaries. The modeling of suction and

blowing—both in terms of its duration and momentum strength—was benchmarked against

other numerical studies [17, 96]. These studies similarly employed the same strategy to induce

flow transitions in comparable flow regimes. However, there is a difference in the spanwise

distribution of suction and blowing. This study implements it over the entire span, while

Wolf et al. [17, 96] restricted it to 0.01 < z/c < 0.09. Figure 4.2 shows the mesh topology

of the stair-strip case and the grid spacing in wall units, serving as a representative example

among the three simulation cases. The structured mesh size is Nx×Ny×Nz = 4308×323×65

in the streamwise, wall-normal, and spanwise directions, respectively, and is symmetrically

distributed on both sides of the airfoil. The non-dimensional stair-strip height h+ spans 60

viscous wall unit lengths, which is enough to perturb viscous flows up to the log-law region

within the boundary layer. Here, h+ = huτ/ν where uτ and ν are the friction velocity

and kinematic viscosity, respectively. For all three simulation cases, approximately 120 grid

points are situated within the boundary layer near the trailing edge. Figure 4.2 illustrates

the asymmetric grid spacing in wall units on the airfoil’s suction and pressure sides, a result

of the non-zero incidence. The streamwise grid spacing ∆x+ is less than 20, and the spanwise

grid spacing ∆z+ is less than 40, excluding a local spike behind the tripping region. Here,

∆x+ = ∆xuτ/ν, and ∆z+ = ∆zuτ/ν. This grid spacing is sufficient to perform wall-resolved

LES with the current grid refinements, according to Georgiadis et al. [134].
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4.2 Flow Quantities and Acoustic Fields

Figure 4.3 displays the time-averaged negative pressure coefficient −Cp and friction coeffi-

cient Cf for the three cases simulated, compared to midspan experimental measurements.

The experimental data used in this paper were collected under forced tripped conditions

using a trip wire [91]. In Fig. 4.3(a), the predicted pressure distributions align reasonably

well with the experiment. Friction coefficients on the airfoil suction side are presented in Fig.

4.3(b), showcasing a close correlation with the measured data in the aft region. It is worth

noting the appearance of negative skin friction coefficients around x/c = 0.04 to 0.12 for the

stair strip and natural transition. A plateau of negative quantities for the two aerodynamic

coefficients from x/c = 0.04 to 0.08 signifies the existence of LSB [174]. For the suction

and blowing, the LSB is approximately located from x/c = 0.10 to 0.18. Contrarily, on the

airfoil pressure side, local separated flows near the trailing edge are observed in all the cases

at larger than x/c = 0.93, as depicted in Fig. 4.3(c).

Figure 4.4 shows the quantification of flow-induced perturbations, measured by the root-

mean-square (RMS) values of the wall pressure. The RMS quantities are normalized by

the dynamic pressure q∞, defined as 1/2ρ∞U
2
∞. An abrupt increase in RMS value can be

seen at x/c ≈ 0.1, marking the termination of the LSB for the stair strip and natural

transition. However, for the suction and blowing case, the transition is delayed, and the

LSB extends to x/c ≈ 0.2. For the stair strip, there is an additional spike due to the

tripping mechanism itself, which may contribute to additional noise, as will be shown later.

Remarkably, minimal perturbations are observed on the airfoil pressure side for the stair

strip and natural transition. In contrast, for the suction and blowing case, perturbations
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(a)

(b) (c)

Figure 4.3: Time-averaged distributions for the three simulated cases against the available
tripped experiment in midspan [91]: (a) −Cp, (b) Cf on the suction side, and (c) Cf on the
pressure side.

(a) (b)

Figure 4.4: RMS pressure normalized by q∞: (a) suction side and (b) pressure side.

grow from x/c = 0.85 towards the trailing edge on the airfoil pressure side. The dynamics

of these oscillating disturbances, related to acoustics, will be further clarified through visual

flow fields and frequency domain analysis.

103



(a) (b)

Figure 4.5: Time-averaged velocity profiles normalized by friction velocity along the wall
units against the available tripped experiment [91] at (a) x/c = 0.76 and (b) x/c = 0.916.

(a)

: flow separation

𝑥/𝑐 ≈ 0.93

𝑥/𝑐 ≈ 0.94

𝑥/𝑐 ≈ 0.95

(b)

Figure 4.6: Variations of shape factor in the streamwise direction against the available
tripped experiment [91] on (a) suction side and (b) pressure side.

Figure 4.5 depicts the boundary layer profiles in wall units to highlight the near-wall

behavior within turbulent boundary layers on the suction side of the airfoil. The profiles,

displayed at two separate streamwise locations (x/c = 0.76 and 0.916), exhibit similarities

between the predictive simulations and actual experiments within the inner region. At

x/c = 0.916, boundary layers are spatially thickening in the outer region, as compared to

the ones at x/c = 0.76 due to the downstream APG flows. Discrepancies noted in the outer

region could arise from slight flow modifications caused by variations in tripping geometry
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or wind tunnel installation.

Figure 4.6 depicts the shape factor (H12) on both sides of the airfoil, which is the ratio

of displacement thickness (δ∗) to momentum thickness (θ). The displacement thickness and

the momentum thickness are calculated through integration from the wall to the boundary

layer thickness. All of the relations can be written as follows:

H12 = δ∗/θ, δ∗ =

∫ δ

0

(
1− U

U∞

)
dy, θ =

∫ δ

0

U

U∞

(
1− U

U∞

)
dy. (4.1)

Here, the boundary layer thickness is estimated using the local-reconstruction method de-

veloped by Griffin et al. [175]. Figure 4.6(a) displays the evolution of shape factor on the

airfoil suction side for three tripping approaches with available experimental data [91]. While

the trends are similar, the natural transition shows a relatively higher magnitude than the

others. This difference evidences the effect of tripping installation, causing a deficit in the

mass and momentum fluxes within the boundary layer. Though the natural transition’s

shape factor behavior slightly deviates from the two forced tripping models near the leading

edge, its progression remains consistently flat downstream. One can observe a rapid increase

in shape factor near the trailing edge. This suggests the velocity profiles are significantly

affected by APG flows, and this tendency matches the tripped experiment [91]. The discrep-

ancy in magnitude against the experiment might be due to an analogous speculation when

described in Fig. 4.5. On the pressure side in Fig. 4.6(b), the variation of shape factor for

all the transition cases is flat across the chord, while all three simulated cases show a sharply

increasing rate near the trailing edge, being associated with flow separation caused by the

APG flows. The separation points of each case are denoted on the curve based on the skin

friction coefficient in Fig. 4.3(c).
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Boundary layer turbulence intensities (TI), defined by TI =
√

2/3k/U∞, where k is the

turbulence kinetic energy, are presented for both airfoil sides in Fig. 4.7. On the airfoil

suction side, the degree of turbulence intensifies off the wall in the streamwise direction,

aligning reasonably with the tripped experiment. Both forced tripping approaches exhibit

stronger turbulence intensities than the natural transition at heights greater than y/c > 0.02,

up to x/c = 0.95. This could be due to enhanced turbulence mixing induced by tripping

installations, particularly noticeable near the tripping region around x/c = 0.4. Conversely,

on the airfoil pressure side, spatial disturbances are considerably low, suggesting a stable

laminar flow for the stair strip and natural transition. Exceptions include areas near the

trailing edge, which show weak turbulent intensity. However, in the case of suction and

blowing, local disturbances seem to gradually increase from x/c = 0.88 to the trailing edge.

(a)

(b)

Figure 4.7: Turbulence intensities against the available tripped experiment [91]: (a) suction
side and (b) pressure side.
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While these turbulent fluctuations up to x/c = 0.95 are notably smaller than those on

the suction side, they surpass them at x/c = 0.997. Considering the minimal turbulent

disturbances upstream on the airfoil pressure side for suction and blowing, along with similar

disturbance growth patterns observed in RMS flow quantities (Fig. 4.4), it is plausible

that the stable boundary-layer flow on the pressure side undergoes a laminar-to-turbulent

transition. This transition could involve the initial stages of unstable laminar boundary layer

instabilities, known as T-S waves, near the trailing edge [176, 177]. Detailed examinations of

flow structures and related acoustic fields will follow to further validate this boundary-layer

transition process.

Local transient flows and acoustic perturbations near the boundary-layer tripping re-

gion and the trailing edge are visualized in Fig. 4.8. This figure presents time-averaged

velocity streamlines, colored with the streamwise velocity (normalized by freestream veloc-

ity), ux/U∞, with the instantaneous dilatation field, ∇ · U⃗ , in the background. In all three

simulated cases, the formation of LSB is indicated by the streamlines, where the acoustic

perturbations are amplified. Though the onset of LSB for the suction and blowing case is

positioned more rearward due to the blowing boundary, all cases exhibit non-equilibrium

turbulent flows developed under APG flows. A separation bubble near the trailing edge on

the pressure side is observed for the stair strip and the natural transition, while coherent

acoustic waves are seen to travel in the streamwise direction for the suction and blowing case.

The former is due to locally developed APG flows, a consistent observation in Fig. 4.6(b)

where the shape factor shows an increasing rate. The latter results from the initiation of flow

transition involving the T-S waves, where the flow perturbations were observed to enhance

in the streamwise direction, as evidenced in the RMS quantities (Fig. 4.4) and turbulence
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Figure 4.8: Time-averaged streamlines colored with the streamwise velocity normalized by
U∞ with the instantaneous dilatation field in background: (a) stair strip, (b) suction and
blowing, and (c) natural transition. The color scale range of ux/U∞ highlights the formation
of LSB.

intensity profiles (Fig. 4.7(b)). The streamlines in Fig. 4.8(b) reveal localized, separated,

and reattached flows, forming a separation bubble that extends from x/c = 0.97 to 0.99 on

the airfoil pressure side. Therefore, for the suction and blowing, the separated-flow transition

occurs on the pressure side near the trailing edge, skipping several natural transition pro-

cesses such as vortex breakdown and turbulent spots, but involving laminar instability waves

and the subsequent separation bubble [39]. This transition represents a somewhat different
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flow topology from the stair strip and the natural transition. As depicted in Figs. 4.8(a)

and 4.8(c), recirculated flows are identified as the source of vortex shedding, as corroborated

under similar flow conditions [96].

Boundary-layer fluctuations and acoustic sources near the wall are further examined by

Stair Strip Suction/Blowing Natural Transition

< 𝑢′𝑢′ >/𝑈∞
2

(a)

< 𝑣′𝑣′ >/𝑈∞
2

(b)

−< 𝑢′𝑣′ >/𝑈∞
2

(c)

𝑝𝑟𝑚𝑠/𝑞∞

(d)

Figure 4.9: Spatial distributions of Reynolds stress tensors and RMS pressure normalized
by U2

∞ and q∞ for three transition scenarios: (a) < u
′
u

′
> /U2

∞, (b) < v
′
v

′
> /U2

∞, (c)
− < u

′
v

′
> /U2

∞, and (d) prms/q∞.
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plotting the Reynolds stresses, and RMS pressure are provided for three transition cases,

which are plotted in Fig. 4.9. In Fig. 4.9(a), the dimensionless streamwise Reynolds stress

tensor < u′u′ > /U2
∞ is notably intense on the suction side near the trailing edge in each

scenario, attributable to turbulent flows. This is a common phenomenon associated with

trailing-edge noise sources [10]. However, for the suction and blowing case, the intense

streamwise Reynolds stress tensor is distributed near the pressure-side wall close to the

trailing edge, exceeding the strength found on the airfoil suction side, as observed in Fig.

4.7(b). This region encompasses both the trailing edge and the separation bubble that spans

from x/c = 0.97 to 0.99, as indicated in Fig. 4.8(b). This supports the postulated mecha-

nism of tonal noise generation; initial disturbances from the T-S waves get amplified when

interacting with the separation bubble, producing significant velocity perturbations near the

wake [178–180]. This can further be observed in spatial distributions of the dimensionless

shear stress tensor − < u′v′ > /U2
∞ and the dimensionless wall-normal Reynolds stress tensor

< v′v′ > /U2
∞. Particular attention is given to the intense magnitudes of − < u′v′ > /U2

∞

and < v′v′ > /U2
∞ off the pressure-side wall for the suction and blowing scenario. In partic-

ular, the wall-normal stress component accounts for the large portion of turbulence kinetic

energy, corresponding to y/c ≈ 0.01, as seen in Fig. 4.7(b). It is also shown that the co-

herent acoustic waves traveling along with the T-S waves become amplified when passing

through the separation bubble, shedding into the wake regions. For the suction and blowing,

it is transparent that acoustic noise sources are found to appear on the airfoil pressure side

close to the trailing edge due to the T-S waves and the separation bubble developed during

the separated-flow transition [39], which remains to be further investigated to relate those

acoustic sources to laminar boundary layer vortex shedding noise [5]. However, bear in mind
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that these observations are in the same context as conclusions of earlier studies that the in-

teraction of strong oscillatory motion with the trailing edge is the dominant tone generation

process [13, 181]. Meanwhile, for the stair strip and natural transition, velocity and pressure

perturbations above the airfoil pressure side are left quiescent.

Global views of flow and acoustic fields around the airfoil are provided in Fig. 4.10,

Vortex shedding

Roll up of shear layer

Onset of turbulent convection

Stair strip

Acoustic perturbations

Stair strip

(a)

T-S waves

Roll up of shear layer

Blowing BC

Coherent acoustic waves
Acoustic perturbations

Suction/blowing

(b)

𝑼𝒙/𝑼∞

𝜵 ∙ 𝑼 (𝟏/𝒔)

𝑼𝒙/𝑼∞

𝜵 ∙ 𝑼 (𝟏/𝒔)

(c)

Figure 4.10: Normalized Q-criterion (Qc2/U2
∞ = 100) colored by the normalized streamwise

velocity component (ux/U∞) with the dilatation field (∇ · U⃗) in background: (a) stair strip,
(b) suction and blowing, and (c) natural transition.
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being visualized by the iso-surface of the normalized Q-criterion colored with the normalized

streamwise velocity component. This is set against the backdrop of the dilatation field. For

the stair strip and natural transition cases, non-equilibrium turbulent flows are observed

following the separated-flow transition, a result of APG. This transition occurs particularly

ahead of the stair-strip position. For the suction and blowing case in the vicinity of the

tripping, the free shear layer rolls up two-dimensional vortical structures. These structures

become unstable, breaking down into fully three-dimensional fluctuations before evolving

into turbulent flows. This flow transition can also be classified as a separated-flow transition

[39], given that the boundary-layer transition begins after the LSB formed under the free

shear layer, as shown in Fig. 4.8(b). While the three cases can be grouped under the same

transition scenario, the fully turbulent flows in the suction and blowing case are enriched

through a series of natural transition processes, unlike the other two cases. This difference

is linked to the augmented momentum flux provided by the blowing boundary, which delays

the boundary-layer transition and the subsequent flow separation due to APG flows. The

findings reveal that APG flows trigger the boundary-layer transition for the stair strip and

natural transition simulation cases at a non-zero angle. In contrast, the wall suction and

blowing boundary significantly impacts the flow transition on the suction side. On the airfoil

pressure side, the shear layers rolled up near the leading edge appear to reattach, maintaining

a stable laminar flow at least to the mid-chord for all three simulated cases. For the two

forced tripping approaches, local acoustic perturbations near the free shear layers on the

pressure side can be considered negligible compared to those on the airfoil suction side when

viewed in a 2-D plane.

In the stair strip and natural transition scenarios, flow near the trailing edge on the
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pressure side separates, forming a localized laminar bubble as shown in Figs. 4.8(a) and

4.8(c). However, only in the case of the stair strip does a spanwise-coherent vortex originating

from recirculating flows shed into the wakefield, as illustrated in Fig. 4.10(a). For the suction

and blowing scenario, the two-dimensional T-S waves advect downstream along the airfoil

pressure side, shedding into the wakefield, as shown in Fig. 4.10(b). Simultaneously, coherent

acoustic waves propagate along the T-S waves, as already noted in Fig. 4.8(b). Considering

that the two-dimensional flows are the governing mechanism of generating noise [173], and

these flow structures maintain significant strength and coherence [13], it is reasonable to

hypothesize that the vortex shedding and T-S waves contribute to the generation of far-

field sound. The extent of this acoustic source’s contribution to the radiated noise will be

demonstrated later in this study. For all three simulated cases, the acoustic waves near the

wake emanate in a dipolar nature, typical of trailing-edge noise at low frequencies [140, 173].

It is also crucial to underscore the importance of acoustic perturbations induced by the LSB

near the leading edge, as they constitute a significant source of leading-edge sound [182, 183].

These perturbations have a comparable impact on far-field noise as does the trailing-edge

noise, emphasizing their role in overall acoustic dynamics.

4.3 Spectral Analysis on Wall and Near-Wall Pressures

The surface wall-pressure spectrum plays a pivotal role in the generation of airfoil noise,

especially in the context of trailing-edge noise [78, 79]. This spectrum captures the pressure

fluctuations on the airfoil surface, which in turn becomes a primary source for aerodynamic

sound radiation. As turbulent structures interact with the trailing edge, they produce pres-
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sure variations that propagate as sound waves into the surrounding medium. By analyzing

the wall-pressure spectrum, one can gain insights into the characteristics and frequencies of

these pressure fluctuations, allowing for a more comprehensive understanding of the aerody-

namic noise mechanisms and potential mitigation strategies. Pressure fields are analyzed in

the Fourier domain by means of several post-processing and data-driven methods, both at

the wall and near-wall. Spectra were computed using 6,000 samples, subdividing them into

10 segments with a Hanning window and an overlap of 50%. For the spanwise coherence,

the samples are subdivided into 22 segments with the Hanning window and overlap of 50%.

The frequency is represented by a Strouhal number, St = fc/U∞. Figure 4.11 displays

(a)

(b)

Figure 4.11: Wall-pressure spectra referenced to Pref = 20µPa against the available tripped
experiment [91] at different streamwise locations: (a) suction side and (b) pressure side.
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the predicted wall-pressure spectra at various streamwise locations on both the suction and

pressure sides of the airfoil, contrasted against the tripped experiment. It is shown that the

spectra on the airfoil suction side for the suction and blowing as well as natural transition

scenarios are slightly higher than for the stair strip scenario. This finding aligns with previ-

ously identified variations in the displacement thickness as shown in Fig. 4.6; the stair strip

installation induces greater momentum losses, thereby resulting in increased energy dissi-

pation in the turbulence spectra. Two spectral peaks are of particular interest; a primary

low-frequency spectral peak around St = 7.5 associated with vortex shedding near the wake

is observed in the two forced tripping scenarios, and a distinct secondary peak is notable only

for the suction and blowing scenario, particularly at x/c = 0.99. Moreover, fifth-power law

scaling in the frequency range of St = 50− 120 is evident on the airfoil’s suction side, where

turbulent boundary layers develop and persist along the chord. The results demonstrate

an excellent agreement between predictions and measurements, especially near the trailing

edge. On the pressure side, as illustrated in Fig. 4.11(b), the energy spectra are quite low

in the high-frequency range, a characteristic of equilibrium flows or the early stages of flow

transition. This is despite the forced tripping applied around the leading edge. Furthermore,

discrete high-frequency tones around St = 40 − 100 on the broadband spectra are unique

to the stair strip scenario. These sound sources might predominantly be attributed to the

tripping itself or the interaction between the LSB and the tripping occurring around the

leading edge on the airfoil’s suction side influencing on the pressure side. Excluding these

tripping-induced sound sources and the low-frequency hump, the broadband shape of the

acoustic spectra for the stair strip closely resembles that of the natural transition scenario.

However, the pressure spectra for the suction and blowing scenario are considerably higher
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than the other two cases. The amplification of the spectra at x/c = 0.99 for the suction and

blowing can be attributed to the sequence of laminar boundary-layer instabilities and the

subsequent separation bubble on the pressure side, a phenomenon validated in the previous

section.

The high-amplitude pressure spectra near the trailing edge for the suction and blowing

scenario are further explored using a continuous wavelet transform (CWT). Morse wavelet

[157] is employed for analyzing modulated signals with time-varying amplitude and frequency.

This wavelet function is a Gaussian envelope modulated by a complex-valued carrier wave,

which is implemented in MATLAB®’s wavelet toolbox. Detailed theory and further appli-

cations are listed in Refs. [157–159]. Figure 4.12 displays the square root of the magnitude

scalogram of pressure fluctuations on both sides of the airfoil at x/c = 0.99. Energy dis-

tributions are typically depicted by a squared magnitude scalogram, but the square root is

taken here to highlight the energy distribution at high frequencies. On the airfoil’s suction

Figure 4.12: Square root of magnitude scalogram for the suction and blowing in the time-
frequency domain using CWT at x/c = 0.99.
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side, there is a clear transfer of energy to smaller scales or higher frequencies, indicating the

presence of incoherent turbulent eddies across a broad frequency range. The vortex-shedding

frequency is clear near the narrowband of St = 7.5, which evolves in time on both airfoil sides

but has higher energies on the airfoil pressure side. Strongly periodic pressure fluctuations

are shedding from the separation bubble close to the trailing edge on the airfoil pressure side.

This nature in addition to the strong spanwise coherence as already observed in Fig. 4.10(b)

satisfies the necessary condition of emitting spectral tones [13]. This is applicable to the stair

strip case where the spectral tone is distinct at about St = 7.5, and the spanwise-coherent

vortex is shedding to the wakefield from the separation bubble close to the trailing edge on

the pressure side as shown in Figs. 4.10(a) and 4.11, respectively. On the pressure side, how-

ever, intermittent spots near St = 15 are attributed to the periodic convection of T-S waves

indicating the energy transfer to high frequency. It remains to be further clarified for the

acoustic feedback loop mechanism in which the part of diffraction from the acoustic dipolar

source near the wake gives rise to the T-S instability waves and the subsequent generation of

separation bubble [173, 184]. This intermittent behavior in scalogram is similarly observed

in Ricciardi et al. [185], which addressed the mechanism of acoustic feedback loop in detail.

In addition, the frequency range of intermittent behavior aligns with secondary and territory

tones on wall-pressure spectrum for the suction and blowing in Fig. 4.11(b), and this similar

observation can be found in Ricciardi and Wolf [186]. Note that the presence of a separation

bubble plays a role in the laminar boundary layer vortex shedding noise [173, 178, 181, 187],

as resolved in streamlines depicted in Fig. 4.8(b). Thus, it is apparent that the existence

of the separation bubble and the interaction with laminar-boundary instability waves con-

tribute to multiple humps along the broadband spectral range on the pressure side presented
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Figure 4.13: Spanwise coherence contours at x/c = 0.99: (a) stair strip, (b) suction and
blowing, and (c) natural transition.

in Fig. 4.11(b). Readers can find the other recent work about the acoustic feedback loop

mechanism, which focuses on amplitude modulation taking place on the suction side [188].

Spanwise coherence is defined as

γ2(z,∆z, f) =
|Φpp(z,∆z, f)|2

|Φpp(z, 0, f)||Φpp(z +∆z, 0, f)|
, (4.2)

where the cross-spectrum Φpp is the Fourier transform of the space-time cross-correlation

function:

Φpp(z,∆z, f) =

∫ ∞

−∞

〈
p(z, t)p(z +∆z, t+ τ)

〉
e−ifτ dτ, (4.3)

where i =
√
−1, and the operator ⟨·⟩ denotes the ensemble average over the spanwise sepa-

ration distance, ∆z.

The spanwise coherence represents the size of the source region that radiates noise inde-

pendently from neighboring sources, in a statistical sense [96, 189]. Figure 4.13 depicts the

contour of the spanwise coherence as a function of Strouhal number and spanwise separation

distance normalized by the chord length ∆z/c on both sides of the airfoil at x/c = 0.99 for

the three transition cases. Note the rapid decline on the airfoil’s suction side for all cases at
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frequencies higher than St = 15, indicating the spanwise size of the computational domain

is sufficient to simulate noise sources produced by incoherent turbulent eddies of various

scales and intensities. Conversely, a strong spanwise correlation is observed on the airfoil’s

pressure side at several Strouhal numbers for the three simulated cases. For the stair strip

in Fig. 4.13(a), strong coherence in the spanwise direction is observed around St = 7.5 and

St = 45 − 90. These two narrowband ranges correspond to the vortex-shedding frequency

and the frequency related to the tripping itself or LSB-tripping interaction, respectively. For

the suction and blowing in Fig. 4.13(b), the strong spanwise coherence spans the low-to-

high frequency range, corresponding with acoustic perturbations traveling on the pressure

side such as two-dimensional T-S waves, and overall increase of energy spectra on the airfoil

pressure side, as shown in Figs. 4.8(b), 4.9, 4.10(b), and 4.11(b). It is worth noting that

high spanwise coherence at St = 7.5 and 15 remains on the suction side, influenced by the

acoustic sources on the pressure side. However, for the natural transition in Fig. 4.13(c),

the spanwise coherence is somewhat less pronounced than for the other two forced transition

approaches, particularly for the vortex-shedding frequency around St = 7.5, but it presents

a harmonically varying spanwise coherent pattern with increasing frequency, attributed to a

self-excited LSB mechanism. As the governing mechanism of quasi-tones stems from a two-

dimensional nature like the high spanwise coherence [13, 173], the primary acoustic noise

sources for the two tripping approaches can be collectively described with preceding flow

structures depicted in Figs. 4.8, 4.9, and 4.10: (1) the vortex shedding and the tripping

itself or the LSB-tripping interaction for the stair strip and (2) the vortex shedding with

multiple peaks originating from the laminar boundary-layer instability waves and the sepa-

ration bubble for the suction and blowing. These spectral peaks were observed to contain
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higher energy spectra than the pure scattering of turbulent boundary layers past the trailing

edge on the suction side as shown in Fig. 4.11(b), as it approaches the trailing edge.

To investigate the propagating direction of acoustic waves as well as the phase speed near

the wall, the wavenumber-frequency spectrum is computed utilizing an array of probes par-

allel to the airfoil surface, distributed from x/c = 0.365 to 1.0. The wavenumber-frequency

spectrum taken to the pressure field p(t, x) can be written as follows:

P̂(f, k) =

∫ ∞

−∞

∫ ∞

−∞
p(t, x)e−i(2πft−kx) dtdx, (4.4)

where k is the wavenumber, f is the frequency, t is the time, and x is the coordinate in

chordwise direction. The wavenumber resolution, defined by ∆k = 1/(Ndx) where N is

the number of probes and dx is the distance between neighboring probes. ∆k is equal

to 5.25m−1. The wavenumber, representing the number of complete waves in a unit dis-
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Figure 4.14: Wavenumber-frequency spectra, 10log10

(
P̂(f, k)P̂∗(f, k)/P 2

ref

)
, referenced to

Pref = 20µPa, from x/c = 0.365 to the trailing edge: (a) stair strip, (b) suction and blowing,
and (c) natural transition. An asterisk superscript denotes the complex conjugate. The
spectrum has the unit of dB/(Hz2m−2).
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tance, has the unit of m−1. The probe arrays are positioned off the wall at approximately

y/c = 0.05 on both the suction and pressure sides. Figure 4.14 illustrates the near-wall

pressure wavenumber-frequency spectra, 10log10

(
P̂(f, k)P̂∗(f, k)/P 2

ref

)
, on both sides of the

airfoil. Here, an asterisk superscript denotes the complex conjugate. The spectrum has

the unit of dB/(Hz2m−2). The broad ridge of turbulent convection Uc along the near-wall is

prominently visible above the airfoil suction side, as demonstrated in Figs. 4.14(a) to 4.14(c),

with Uc = 0.8U∞. For the suction and blowing case, higher convection speed compared to the

other two cases is a consequence of increased momentum transfer by the blowing boundary.

For the stair strip, the tripping-induced sources are distinct at St = 30− 90 with enhanced

energy spectra along the acoustic ridge on the airfoil suction side, but it is scarcely visible

on the airfoil pressure side since equilibrium flows are developed without turbulence mixing.

Notably, this LSB-tripping interaction is one of the acoustic noise sources propagating down-

stream, Uc + co, over a broad spectral range, but propagates upstream Uc − co at St = 45.

The spectral peak of vortex shedding, observed near the frequency of St = 7.5 for all cases,

aligns with both hydrodynamic and acoustic phase speeds. As confirmed in the wall-pressure

spectra in Fig. 4.11 for the case of suction and blowing, distinct additional discrete-frequency

peaks around St = 15 − 50 are evident, represented as upstream propagation on both air-

foil sides in Fig. 4.14(b). This upstream propagation implies intense acoustic noise sources

along the T-S waves and subsequent separation bubble. Meanwhile, the spectra of turbulent

convection are scarcely detected above the airfoil pressure side, suggesting flows are again

predominantly in an equilibrium state, except near the trailing edge, as validated by the

turbulence intensities in Fig. 4.7. For the stair strip scenario, it is noted that the spectra

responsible for upstream propagation resemble those for the natural transition scenario.
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(a) (b)

(c)

Figure 4.15: Phase distributions based on wall pressure fluctuations at St ≈ 7.5, 15, 30, 45,
and 60 from top to bottom: (a) stair strip, (b) suction and blowing, and (c) natural transition.
Phase varies from −1 (blue) to 1 (red).

Figure 4.15 presents phase distributions along both airfoil sides from x/c = 0.7 to 1.0

at five different frequencies, computed using the cosine function of the phase given by

cos(ϕ) = Re(p̂)/|p̂|, where p̂ represents the Fourier transform of the pressure fluctuation.

For the two forced tripping approaches, the out-of-phase near the trailing edge is distinct on

the airfoil pressure side at about St ≈ 7.5, a feature of a two-dimensional vortex shedding.
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However, at the same location and Strouhal number, the natural transition does not display

any two-dimensional phase but instead depicts a gradual change like a long waveform. For

the case of suction and blowing, a periodically traveling waveform of the spanwise-coherent

phase is distributed in the streamwise direction on the airfoil pressure side at all selected

Strouhal numbers. This type of two-dimensional phase structure arises from the hydrody-

namic instability of T-S waves as the disturbance grows due to APG flows. This essentially

contributes to high-amplitude spectra as shown in Fig. 4.11(b). Meanwhile, a strong phase

variation is depicted on the pressure side at Strouhal numbers higher than St ≈ 15 for

the stair strip and natural transition, illustrating trailing-edge scattering. This scattering

mechanism is more pronounced for the natural transition than for the stair strip. On the

other hand, the spanwise-coherent phases and the intense phase variation adjacent to the

trailing edge observed on the airfoil pressure side are rarely seen on the suction side for all

cases. This is due to masking by non-equilibrium turbulent boundary layers whose pressure

fluctuations are much higher than acoustic perturbations. This is particularly at Strouhal

numbers higher than 15 where turbulent pressure structures are visible as the chordwise

out-of-phase along the chord. However, at the vortex-shedding frequency at St ≈ 7.5, the

vortex-shedding phase masks the hydrodynamic turbulent phase for both the stair strip and

suction and blowing scenarios. The intermediate conclusions drawn from the wall or near-

wall spectra emphasize the importance of examining pressure statistics on the pressure side

in addition to the suction side. This is because local non-equilibrium flows involving the

disturbance and its amplification along the T-S waves contribute to the acoustic source in

airfoil noise at a non-zero angle of attack.

It is known that the hydrodynamic pressure field develops on the wall with low-to-high
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(d)

Figure 4.16: DMD modes for stair strip (left), suction and blowing (mid) and natural tran-
sition (right) in midspan: (a) St ≈ 8.4, (b) St ≈ 15, (c) St ≈ 30, and (d) St ≈ 45.

turbulent scales convecting through the wall, while the acoustic perturbation and its propaga-

tion dominate off the wall to the far field [190]. Pressure-based DMD analyses can represent

both the hydrodynamic coherent structure near the wall and the acoustic propagation off
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the wall at a specific frequency [191]. Thus, each mode illuminates the dynamics of the sys-

tem, defining its spatiotemporal characteristics at a specific frequency. Nonetheless, multiple

waveforms can coexist at a single frequency due to different phase speeds in flow and acous-

tics, as was depicted in the pressure spectra on the wavenumber-frequency domain in Fig.

4.14. An accompanying DMD spectrum and the validation of the statistical equilibrium of

selected flow snapshots for the three cases are enlisted in Appendix D. Figure 4.16 illustrates

four different DMD modes around the airfoil cut in midspan for the three simulated cases.

It becomes clear at St ≈ 7.5 that the coherent structure near the wake is related to the vor-

tex shedding, whose acoustic wavelength appears longer than the chord length. Note that

some hydrodynamic coherent structures along the turbulent convection, shown at Strouhal

numbers higher than 7.5, seem to be masked by the perturbed acoustic wave at St ≈ 7.5.

A similar long acoustic waveform with vortex shedding structure is found in the natural

transition because DMD modes are sliced in midspan, not quantified by spanwise coherence.

At Strouhal numbers higher than 7.5, the coherent wavy structures from the leading edge

are clearly shown to advect along the airfoil suction side and scatter in all directions, taking

the form of antisymmetric dipole behavior for the three simulated cases. The sound propa-

gation is found to originate from the acoustic dipolar source located in the wake as a short

waveform, which is considered as trailing-edge noise [173]. Meanwhile, noticeable acoustic

perturbations emitted from the LSB-tripping interaction are seen for the stair strip scenario

at St ≈ 30 and 45. For the suction and blowing scenario, depicted in Fig. 4.16(b), the

coherent pressure structures perceived as the T-S waves are traveling downstream along the

airfoil pressure side close to the trailing edge. In conclusion of this section, while the sound

generation and propagation mechanisms associated with trailing-edge noise predictions are
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similar for the three simulated cases, the effect of boundary-layer tripping makes each case

substantially different in fluid-induced noise generations: the LSB-tripping interaction for

the stair strip, and the laminar boundary-layer instability flows for the suction and blowing

in the present non-zero angle of attack.

4.4 Far-field Acoustics

In line with our previous investigations into flow configurations and associated sound gen-

eration mechanisms in relation to wall and near-wall hydrodynamic sources, this section

presents a quantitative analysis of far-field acoustic levels using the FW-H computations.

Figure 4.17 depicts the narrowband sound pressure levels (SPLs) and the one-third octave

band SPLs measured from the entire airfoil surface at a microphone position specified by

x/c = 1.0, y/c = 10.0, and z/c = 0.05. For both forced tripping strategies, the previously

observed vortex-shedding spectral peak at St = 7.5 is confirmed to be a radiated noise

source, indicating a tonal peak at the same Strouhal number. It is also worth noting the

equidistant harmonics starting from the main peak, St ≈ 7.5. This tone noise is associated

with the strong spanwise-coherent flow patterns, as shown in Figs. 4.15(a) and 4.15(b) on

the pressure side for the stair strip and suction and blowing. The natural transition, on the

other hand, exhibits a lower magnitude due to its relatively weak spanwise-coherent nature,

and it indicates the weak tone at St ≈ 7.5 as shown in Fig. 4.17(a).

In the case of suction and blowing, the secondary and tertiary quasi-tonal peaks at

St = 15 and 22 remarkably mirror the wall-pressure spectra on the pressure side (Fig.

4.11(b)). This phenomenon results from the two-dimensional T-S instability waves and the

126



(a) (b)

Figure 4.17: Acoustic spectra at an observer location x/c = 1.0, y/c = 10.0, and z/c = 0.05:
(a) narrowband SPL and (b) one-third octave band SPL.

subsequent separation bubble, which amplifies the noise compared to the other two scenarios,

as outlined by Nash et al. [180]. These observations reinforce the conclusion that the noise

generated in the suction and blowing scenario is largely due to laminar boundary layer

instability. For the stair strip, however, one can observe a general increase in the acoustic

level at Strouhal numbers higher than 15, forming a broadband hump with a peak embedded

at St = 45. This characteristic differentiates it from the other two cases and aligns with

the near-wall pressure spectra, as seen in Fig. 4.11(b). Even in the natural transition

scenario, a distinct weak broadband hump appears near St = 45. This is associated with

LSB-self excitation under non-equilibrium flows due to APG flows. Overall, by comparing

the wall-pressure spectra on the airfoil pressure side in Fig. 4.11(b) and the far-field acoustic

levels in Fig. 4.17, one can identify similar acoustic dynamics across the two forced tripping

approaches. These include the vortex shedding peak around St = 7.5, a broadband hump

with a peak at St = 45 for the stair strip scenario, and additional humps at St = 15 − 30

for suction and blowing scenario. As previously mentioned in the intermediate summaries,

these findings suggest that the pressure field on the airfoil pressure side plays a critical role
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in understanding sound source generation and propagation mechanisms in the current non-

zero angle flow conditions. Although the narrowband spectra provide clear acoustic tones,

the follow-up results are plotted with one-third octave band SPL because it highlights the

unique noise spectrum of each transition scenario and facilitates their comparison along the

entire range of Strouhal numbers.

Analyzing the far-field acoustics originating from sectional components on the airfoil helps

clarify the relative contribution of near-wall noise sources to the far-field sound spectra. The

schematic for this sectional noise analysis is identical, as depicted in Fig. 3.29. The index

of each segmented component, or airfoil strip, is marked, beginning from the trailing edge

and moving in the upstream direction. Each strip’s streamwise width normalized by the

airfoil chord, ∆x/c, is 0.011. The sound radiated from each strip is computed on both sides

of the airfoil at observer position coordinates x/c = 1.0, y/c = 10.0, and z/c = 0.05 using

Suction Side

Pressure Side

(a)

Suction Side

Pressure Side

(b)

Suction Side

Pressure Side

(c)

Figure 4.18: Sectional noise contours of the one-third octave band SPLs at an observer
location x/c = 1.0, y/c = 10.0, and z/c = 0.05: (a) stair strip, (b) suction and blowing, and
(c) natural transition.
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the FW-H acoustic analogy. First, the sound waves radiated from each strip on the airfoil

are examined. This approach concentrates on identifying the relative contribution of local

acoustic sources across the airfoil, thus minimizing the phase of neighboring sources. Figure

4.18 presents the resulting sectional noise on both sides of the airfoil as one-third octave band

SPLs in contour levels. Both forced tripping scenarios in Figs. 4.18(a) and 4.18(b) feature

the primary vortex-shedding noise that encompasses the entire airfoil at St = 7.5. For the

case of stair strip, the high intensity of the leading-edge noise is particularly noticeable due

to the LSB-tripping interaction, which is distinct at Strouhal numbers above St = 15. For

the suction and blowing scenario, stronger leading-edge noise is evident behind the blowing

boundary (x/c ≈ 0.2). However, most of this noise source will be proved to be a non-radiating

component due to the phase cancellation between neighboring point sources later. For the

suction and blowing scenario, the noise oscillation evolves and amplifies on the pressure

side near the trailing edge where the separation bubble was observed, particularly around

St = 7.5 and 15. This pattern strikingly mirrors previous observations of RMS wall pressure

in Fig. 4.4(b), the coherent acoustic pattern in Fig. 4.9(d), and the convection of T-S waves

in Fig. 4.10(b). Based on these observations involving the propagation of spanwise coherent

instability waves traveling along the wall and the sound amplification mechanism in the

presence of a separation bubble, it can be concluded that the suction and blowing scenario

emits laminar boundary layer vortex shedding noise [5, 13, 173, 180]. In the case of natural

transition (Fig. 4.18(c)), the leading-edge noise due to the LSB-self excitation is observed

on the suction side though the boundary-layer tripping is absent. In conjunction with the

flow-acoustic interactions discussed in the previous sections, it is important to emphasize the

significance of the design and installation of boundary-layer tripping. This factor directly
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(a)

(b)

Figure 4.19: Sectional noises of the one-third octave band SPLs from the leading edge to the
trailing edge at particular Strouhal numbers: (a) suction side and (b) pressure side.

influences the acoustic dynamics in both single and multiple airfoil noise mechanisms.

The quantitative comparison of the three scenarios at four selected frequencies is pre-

sented in Fig. 4.19. Three scenarios showcase the noise spike after the separated-flow transi-

tion on the suction side, which is an extremely similar behavior to the RMS quantity in Fig.

4.4. For the suction and blowing scenario, the oscillating amplification driven by laminar

boundary layer instability and the local separation bubble results in a higher acoustic level

than the other two scenarios from St = 7.5 to 15 on the pressure side. This local increase

in noise gradient at the trailing edge implies the scattering mechanism, which is shown to

interact with the acoustic source on the suction side. Notably, leading-edge noise is observed

from St = 30 to 47.3 on the suction side around 0.2c to 0.4c, but it dissipates like in the

other two scenarios from the mid-chord onwards. For the stair strip scenario, an oscillation

similar to that in the suction and blowing scenario is developing on the pressure side, but
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its strength is weak and confined only to St = 7.5.

As the final stage of the sectional noise analysis, the cumulative pressure is computed

by integrating from the trailing-edge strip (the 1st strip) to the i-th strip of the airfoil as

follows:

p
′

i =
i∑

k=1

pk, (4.5)

where pk is the sectional far-field pressure radiated from the k-th strip, and p
′
i is the cu-

mulative far-field pressure derived from the integration on the right-hand side. It should

be noted that this cumulative pressure accounts for the phase relation between neighboring

strips within the partial integration. The one-third octave band SPLs of this cumulative

pressure for the three transition scenarios are depicted in Fig. 4.20. In the figure, the pos-

itive and negative gradients correlate to in-phase and out-of-phase relations in neighboring

strips, respectively. A consistent increase is observed at St = 7.5 for all cases, indicating

(a)

(b)

Figure 4.20: Cumulative noises of the one-third octave band SPLs from the leading edge to
the trailing edge at particular Strouhal numbers: (a) suction side and (b) pressure side.
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in-phase characteristics. The higher noise of two forced tripping approaches than the natural

transition is due to the spanwise-coherent vortex shedding on the pressure side as observed

earlier. For the stair strip scenario, one can observe the valley curve around x/c ≈ 0.65

on the suction side at St = 47.3. As presented earlier, this frequency is dominated by the

strong LSB-tripping interaction around the leading edge while the scattering of hydrody-

namic coherent structure is prominent around the trailing edge. The significant interaction

of two acoustic sources from the leading- and trailing- edge of airfoil is attributed to such a

nonlinear curve [165]. For the suction and blowing scenario, the cumulative noise remains

constant on the suction side at St = 15 as it integrates towards the leading edge, despite the

presence of local intense acoustic sources, as presented in Figs. 4.18 and 4.19. This supports

the previous assertion that the destructive interference between neighboring noise sources

leads to evanescent waves. Such destructive interference is also evident from x/c = 0.4 to

0.8 in the frequency range from St = 30 to 47.3, whereas noise slightly decreases or remains

the same. Furthermore, the tiny noise oscillations in the streamwise direction only observed

on the suction side are related to consecutive constructive and destructive interferences due

to turbulent fluctuations similar to Fig. 4.15 for three scenarios. The stair strip scenario

illustrates a slight increase in gradient at St = 30 or a gradual increase at St = 47.3 near

the leading edge, with both being influenced by the LSB-tripping interaction to generate

noise. Significant trailing-edge scattering is observed around 90% of the chord length from

the trailing edge, which shows a rapid increase at all frequencies for all scenarios. One

can further observe that the cumulative noise magnitude between both airfoil sides is fairly

approximate when compared to the sectional noise magnitude between both airfoil sides

in Fig. 4.19. This implies that although the turbulent hydrodynamic pressure has a high

132



energy spectrum, the nature of chordwise phase cancellation involving the tripping region

makes this pressure component a pseudo-sound source unless the scattering or diffraction

is not considered. The other thing to note is an abrupt decrease in cumulative noise near

the leading edge on the suction side as shown in Fig. 4.19(a). This local decrease is due

to significant phase cancellation between acoustic sources fore and aft of the flow transition,

which is notably observed at higher frequencies. This is likely due to the non-compactness

of shorter wavelengths of acoustic sources. In general, the segment-based (sectional) and

cumulative noises provide valuable insights into the relationship between acoustic sources

and highlight the propagating natures of noise sources on the airfoil and far-field noise.

Figure 4.21: Directivity of OASPL and one-third octave band SPLs at particular Strouhal
numbers computed at the radius of 10.0c from the origin at trailing edge.
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Finally, the directivity pattern is derived from the pressure fluctuations along the entire

airfoil. The microphone arrays are positioned mid-span with a radius of 10.0c from the

origin at the trailing edge. The overall sound pressure level (OASPL) and one-third octave

band SPLs at five different frequencies are presented in Fig. 4.21. For the microphone at

θ = 90◦, the OASPL for the stair strip and suction and blowing is 2.76 dB and 6 dB higher

than for the natural transition, respectively. At the vortex-shedding frequency at St = 7.5,

the two forced-tripping approaches display a greater dipole source strength than the natural

transition. At a Strouhal number of 15, high SPLs are observed in all azimuthal directions

for the suction and blowing scenario, where the driving mechanism is the hydrodynamic

instability and the existence of the separation bubble. As the Strouhal number increases,

multiple lobes are added to the simple dipole pattern, forming the cardioid shape typically

associated with the non-compactness of trailing-edge noise [23, 192]. As shown at St =

30, the cardioid shape is clearly displayed for the case of suction and blowing, as well as

the natural transition. This aligns with the significant contribution from the trailing-edge

component when partially integrated from the trailing-edge strip as displayed in Fig. 4.20.

For the stair strip, however, a simpler cardioid directivity along with a small oval shape near

θ = 0◦ is observed. This small oval shape primarily might arise from the tripping effect.

The LSB-tripping interaction noise peaks at St = 45 for the case of stair strip and remains

dominant at higher Strouhal numbers over the other two cases.
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4.5 Summary

This chapter investigated the impact of boundary-layer tripping on airfoil noise at a Reynolds

number of 4 × 105, a Mach number of 0.058, and an angle of attack of 6.25◦. Two distinct

forced tripping methods were considered: a geometrically resolved stair strip and artifi-

cially imposed suction and blowing. The untripped case, reflecting the natural transition

of boundary layers, was scrutinized as a comparative baseline. The transition of flow into

non-equilibrium turbulent states and the generation of acoustic sources were observed to

vary between the different boundary-layer tripping methods. To interrogate this, the aero-

dynamic flow fields were quantified, and spectral and modal analyses of both near-wall and

far-field pressures were conducted. The primary outcomes of this chapter are as follows:

1) The suction and blowing case exhibited a delayed transition on the airfoil suction side

compared to the other two cases. This delay was attributed to the increased momentum

flux generated by the blowing boundary. While the transition position in both the stair

trip scenario and natural transition scenario is comparable, there are pronounced differences

between the two. For instance, the stair trip case introduces a more intricate leading-edge

sound scattering phenomenon due to the interaction between flow and/or acoustic waves

at the stair-strip location. Near the trailing edge, a separation bubble was observed for all

cases. This phenomenon was identified through various pieces of evidence including visual

flow fields, spatial variation of skin friction, and a sudden increase in the shape factor. In

the suction and blowing case, the convection of two-dimensional T-S instability waves was

identified as the unique noise source that distinguished this scenario from the other two.

2) As turbulent boundary layers developed on the suction side following the flow transi-
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tion, the primary acoustic source in all cases was the scattering of the hydrodynamic coherent

structure by the trailing edge. This noise was detected as an antisymmetric wave and multi-

lobe pattern at frequencies between St = 15 and 30, particularly intense within 10% of

the airfoil chord near the trailing edge. The installation of tripping mechanisms introduced

additional acoustic source phenomena. A common feature of tripping installations was the

tonal peak around St = 7.5 due to vortex shedding. This far-field noise correlated with

the spanwise coherent phase on the wall, meeting the necessary condition for tonal noise

emission. Moreover, distinct noise mechanisms were discovered in the stair strip and the

suction and blowing scenarios. In the stair strip scenario, the interaction between LSB and

tripping amplified LSB broadband noise, with a high-frequency quasi-tonal peak. This noise

amplification occurred in all azimuthal directions and peaked at St = 45, with a distinct

additional oval shape in the downstream direction. In contrast, in the suction and blowing

scenario, the spanwise coherent T-S waves and the presence of a separation bubble disrupted

both velocity and pressure fields near the trailing edge on the airfoil pressure side. The

acoustic radiation was characterized by a dipolar directivity pattern and an overall increase

in SPL in a harmonic manner, being called laminar boundary layer vortex shedding noise.

It is summarized that the suction and blowing can introduce an added noise source on the

pressure side. This becomes particularly apparent when the favorable pressure gradient is

strong enough to keep the perturbed flow behind the tripping stable and laminar. Yet, it is

essential to stress that both methods, suction and blowing and stair strip, have effectively

tripped the boundary-layer flow on the suction side.
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Chapter 5

Cross-spectrum Method for Acoustic

Source Identification and

Visualization

This chapter proposes a novel approach, the cross-spectrum method, based on cross power

spectral density, for identifying acoustic sources and visualization of sound propagation.

The numerical data on the three different transition mechanisms over a NACA 0012 airfoil

studied in Chapter 4 are utilized in this chapter to examine and evaluate cross-spectrum

formulations. From the far-field sound spectra of the stair strip, suction and blowing, natural

transition scenarios, as shown in Fig. 4.17, it was observed that the primary noise sources

are broadband trailing-edge scattering of turbulent flows and T-S instability waves as well

as tripping-induced leading-edge noise, corresponding to frequencies of 1 kHz (St = 15) and

3 kHz (St = 45), respectively. Thus, this section focuses on these frequency domains (1 kHz

and 3 kHz) for further exploration of the cross-spectrum method.
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5.1 Assessment of Magnitude, Phase, and Time Dy-

namics of Cross-spectrum Formulation

This section delves into the magnitude, phase, and time dynamics of the first cross-spectrum

formulation Sxxexp(iϕxy) for the stair-strip case. This formulation basically includes intrin-

sic properties that characterize the cross-spectrum method through the phase angle, ϕxy,

although APSD or Sxx is involved. Figure 5.1 shows snapshots of Sxx, real part of complex

exponential of phase angle using the reference point of P1 (see Fig. 2.4), and multiplication

of Sxx and phase fields at 1 kHz. These snapshots were computed based on data matrices of

nx = 500 and ny = 400, spanning the spatial domain in the streamwise (x) direction from

−0.5c to 2.0c and in the normal (y) direction from −0.5c to 0.5c, cut at midspan. The min-

imum and maximum values of the color scale are statistically determined, corresponding to

µ∓ 4σ, where µ and σ represent the mean and standard deviation of each quantity collected

from x/c ∈ [0, 1.5] and y/c = 0.5. The sampling position is strategically placed in areas

where acoustic wavefronts are most significant. The APSD, or Sxx, effectively illustrates the

sound field’s strength, while the phase field reveals the relative phase differences between

spatial points and the reference point or the sound propagation characteristics. At 1 kHz,

significant noise emission from the trailing edge is observed, as well as the high intensity of

the spectrum and the acoustic phase discontinuity on both sides of the airfoil, as depicted in

Figs. 5.1(a) and 5.1(b). However, each of these measurements provides limited information

about the other. For example, the hydrodynamic coherent structures and sound propagation

patterns evident in the phase field are not discernible in the APSD, and conversely, the mag-

nitude of the sound cannot be ascertained from the phase field alone. Yet, when these two
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𝑆𝑥𝑥

(a)

ℜ(exp(i𝜙𝑥𝑦))

(b)

ℜ(S𝑥𝑥exp(i𝜙𝑥𝑦))

(c)

Figure 5.1: (a) APSD Sxx, (b) real part of complex exponential of phase angle ℜ(exp(iϕxy)),
and (c) multiplication of APSD and real part of complex exponential of phase angle
ℜ(Sxxexp(iϕxy)) for the reference point of P1 at 1 kHz.

measurements are superimposed, as shown in Fig. 5.1(c), the near-wall coherent structures

in the hydrodynamic pressure field and the sound propagation in the acoustic pressure field

become distinctly visible. This principle is similarly applied to the pressure field at 3 kHz,

as presented in Fig. 5.2. In Fig. 5.2(a), the interaction between the LSB and tripping at the

leading edge is identified as the primary driver of sound generation at this frequency. Figures

5.2(b) and 5.2(c) highlight the sound propagation from the leading edge and the near-wall

wavy structures, as well as the combined visual representation of the spectral magnitude and

phase topology. This combination effectively illustrates the wavefronts of leading-edge noise

propagation. It is crucial to understand that despite the reference point being situated near

the trailing edge, the dominant noise originating from the leading edge is still effectively

captured at this specific frequency. This highlights that the chosen reference point does

not dictate the identification of the noise source’s origin in this approach. The effect of the

reference point is investigated later.

Figure 5.3 illustrates the temporal variation of the formulation ℜ(Sxxexp(iϕxy)) using the

reference position of P1, focusing on frequencies at 1 kHz and 3 kHz. The phase angle is

represented by the real part of the complex exponential, or a cosine function. It is shown
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𝑆𝑥𝑥

(a)

ℜ(exp(i𝜙𝑥𝑦))

(b)

ℜ(S𝑥𝑥exp(i𝜙𝑥𝑦))

(c)

Figure 5.2: (a) APSD Sxx, (b) real part of complex exponential of phase angle ℜ(exp(iϕxy)),
and (c) multiplication of APSD and real part of complex exponential of phase angle
ℜ(Sxxexp(iϕxy)) for the reference point of P1 at 3 kHz.

that the magnitude of this quantity at 1 kHz is significantly greater than that observed at 3

kHz. This method can be applied to any frequency of interest. Furthermore, by extending

this approach spatially from a single point to multiple points across a plane, as shown in Figs.

5.1 and 5.2, it becomes possible to visualize the dynamic motions of principal flow structures

and acoustic propagation. These dynamic motions include turbulent convection, trailing-

edge scattering, and the interaction of the LSB with tripping at specific frequencies. It is

important to note that while future state predictions in time can also be accomplished using

DMD [108] and SPOD [105], the cross-spectrum method uniquely enables the quantification

of sound magnitude, as shown in Fig. 5.3. This aspect and its implications will be discussed

in further detail later in the paper.

Figure 5.3: Time dynamics of ℜ(Sxxexp(i(ϕxy + ωt))) at 1 kHz and 3 kHz.
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5.2 Comparison of Three Cross-spectrumMethods and

Effect of the Choice of the Reference Point

While the previous section separately examined or combined the spectral magnitudes and

phase topologies, this section scrutinizes the strengths and limitations of three proposed

cross-spectrum formulations on both linear and logarithmic scales. Additionally, we assess

each method at three selected reference points. The logarithmic scale indicates that each

formulation is presented in the form of SPSL, yielding a sound spectrum in dB as commonly

used in the field [67]. Figure 5.4 displays the contours using these three distinct cross-

spectrum formulations on both scales at reference points P1 (x/c = 0.99, y/c = 0.002), P2

(x/c = 0.15, y/c = 0.06), and P3 (x/c = 0.99, y/c = 0.5) for the stair-strip case.

It is observed that the formulations Sxxexp(iϕxy) and Sxy do not visualize phase topolo-

gies on a logarithmic scale, regardless of the selection of reference point. The formulation

Sxxexp(iϕxy) demonstrates an identical pressure spectrum on the logarithmic scale, high-

lighted by black-dashed boxes, when the reference points change. This is because the abso-

lute value of the complex exponential is mathematically unity. In other words, the reference

position does not affect the results. Conversely, Sxy shows sensitivity to the choice of ref-

erence point on both scales. When the reference point is positioned near the trailing edge

(P1), the noise emanating from the trailing edge is prominently featured on both linear and

logarithmic scales. When the reference point is near the leading edge (P2), the leading-edge

noise emanation is more evident, as denoted in black-dashed circles in Fig. 5.4(b), while

providing thicker hydrodynamic coherent structures compared to positions P1 or P3. When

the reference point is situated within the acoustic propagation domain (P3), the dominant
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ℜ(𝑆𝑥𝑥exp(i𝜙𝑥𝑦)) ℜ(𝑆𝑥𝑦 − 𝑆𝑥𝑥)ℜ(𝑆𝑥𝑦)

SPSL(𝑆𝑥𝑥) SPSL(𝑆𝑥𝑦) SPSL(𝑆𝑥𝑦 − 𝑆𝑥𝑥)

(a)

ℜ(𝑆𝑥𝑥exp(i𝜙𝑥𝑦)) ℜ(𝑆𝑥𝑦 − 𝑆𝑥𝑥)ℜ(𝑆𝑥𝑦)

SPSL(𝑆𝑥𝑥) SPSL(𝑆𝑥𝑦) SPSL(𝑆𝑥𝑦 − 𝑆𝑥𝑥)

(b)

ℜ(𝑆𝑥𝑥exp(i𝜙𝑥𝑦)) ℜ(𝑆𝑥𝑦 − 𝑆𝑥𝑥)ℜ(𝑆𝑥𝑦)

SPSL(𝑆𝑥𝑥) SPSL(𝑆𝑥𝑦) SPSL(𝑆𝑥𝑦 − 𝑆𝑥𝑥)

(c)

Figure 5.4: Snapshots of three different cross-spectrum formulations plotted on linear and
logarithmic scales at 1 kHz for the stair-strip case using the reference point of (a) P1, (b)
P2, and (c) P3.
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noise source impacting that position, predominantly the trailing-edge noise, is accentuated.

Therefore, the reference position can be effectively utilized to pinpoint the primary noise

source at a specific location for a given frequency using the second formulation. However,

the near-wall coherent acoustic source is not captured in the logarithmic scale using the sec-

ond formulation as outlined by black-dashed boxes in Fig. 5.4(b). For the third formulation,

Sxy − Sxx, the near-wall coherent structure and sound propagation are vividly illustrated

even on the logarithmic scale, as marked by the black-dashed circle in Fig. 5.4(a). The

placement of the reference point assists in determining the dominant noise source, particu-

larly for P1 and P2 on both linear and logarithmic scales, and for P3 on the linear scale.

Similar to Sxy, the development of coherent turbulent structures and leading-edge sound

radiation are more pronounced using P2. However, at P3, Sxy − Sxx offers a faint resolution

of the pressure field on the logarithmic scale, lacking phase topology. This indicates that a

high-resolution pressure field and relevant physical interpretations are more easily achievable

when the reference point is strategically located in regions dominated by high-amplitude hy-

drodynamic turbulent flows (P1 and P2) rather than in low-amplitude acoustic pressure areas

(P3). In the legend scale of Sxy − Sxx, the threshold band is notably narrow and centered

around the specified pressure spectrum at the reference points for P1 and P2, particularly

on the logarithmic scale, enabling the evaluation of sound magnitude at the point of inter-

est at specific frequencies with high-resolution spatiotemporal coherent hydrodynamic and

acoustic patterns. Overall, all cross-spectrum method formulations (the second and third

formulations) provide enhanced physical insights into turbulent acoustic sources and sound

generation mechanisms compared to solely using the APSD [100]. The relative phase-angle

difference in the cross-spectrum formulations elucidates the acoustic sources and propagation
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patterns. Among the formulations, Sxy − Sxx excels in visualizing explicit waveforms and

turbulent wavy structures across both scales, especially when the reference point is situated

near the surface, an ability not matched by the other two formulations on the logarithmic

scale. Therefore, Sxy−Sxx or SPSLxy−yy is selected as the representative formulation for the

cross-spectrum method in the subsequent comparison with DMD and SPOD modes, using

P1 as the reference point.

5.3 Comparison of the Cross-spectrumMethod to DMD

and SPOD Modes

The spatial domain utilized for the cross-spectrum method is also applied to the calculations

for DMD and SPOD in the same manner. Figure 5.5 showcases the discrete-time DMD

eigenvalues plotted against their corresponding frequencies on a unit circle. It also shows 22

SPOD eigen spectra, with the leading eigen spectra highlighted by a red line. The stair-strip

case is selected for a comparative analysis of the representative pressure field. In Fig. 5.5(a),

the DMD eigenvalue corresponding to a zero imaginary part, denoting f = 0, indicates a

stationary mode where the flow is neither growing nor decaying over time, as elucidated

in the study by Mohan et al. [162]. Figure 5.5(b) reveals that the leading eigen spectra

are significantly more prominent, being two orders of magnitude greater than the secondary

spectra, indicating a low-rank dynamic behavior. This underscores that the leading mode is

the most energetic within the studied area. Additionally, the leading eigen spectra display

three prominent peaks around 0.5 kHz, 3 kHz, and 5 kHz, which are denoted as vertical

dashed lines in Fig. 5.5(b). These peaks correspond with the far-field acoustic spectra
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shown in Fig. 4.17(a), indicating that the leading eigen spectra effectively encapsulate the

key acoustic dynamics.

(a) (b)

Figure 5.5: Eignevalues of (a) DMD modes on a unit circle and (b) SPOD modes for the
stair-strip case.

Figure 5.6 presents snapshots of the cross-spectrum formulation Sxy−Sxx at 1 kHz using

P1, depicted on both linear and logarithmic scales, alongside the corresponding DMD mode

and leading SPOD mode. The color scale thresholds for the DMD and SPOD modes are

determined in a similar manner to the cross-spectrum method. However, the mean value µ is

excluded in the case of DMD and SPOD modes when computing the upper and lower limits

of the color bar since their real parts typically oscillate around zero, as reported in studies

by [109] and [193]. Note that even a minimal mean value, such as 10−6, could introduce a

bias in the color scale. Therefore, the threshold is set within a range of ±2σ. This approach

ensures that each method’s color scale is statistically determined based on its sampled values,

obviating the need for manual adjustments to saturate the field of interest. At 1 kHz, the

formulation Sxy − Sxx exhibits resolutions comparable to those of DMD and SPOD leading

mode. It adeptly identifies the chordwise anti-phase pattern of near-wall coherent wavy
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(a) (b)

(c) (d)

Figure 5.6: Snapshots of Sxy − Sxx on (a) linear scale and (b) logarithmic scale, (c) DMD
mode, and (d) leading SPOD mode at 1 kHz for the stair-strip case.

structures on the suction side, as well as the asymmetrical sound emission at the trailing

edge, on both linear and logarithmic scales. A distinctive attribute of the cross-spectrum

method, evident on the logarithmic scale, is its ability to evaluate near-field sound magnitude

relative to the reference point, a feature not present in DMD and SPOD modes.

At 3 kHz, the acoustic waves emanating from the leading edge due to the interaction

between the LSB and tripping, as discussed in [194], are consistently detected by all three

methods — the cross-spectrum method, DMD, and SPOD. However, the cross-spectrum

method stands out with its superior resolution in capturing wave propagation and the in-

tricate interaction dynamics between the leading and trailing edges. A caution should be
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(a) (b)

(c) (d)

Figure 5.7: Snapshots of Sxy − Sxx on (a) linear scale and (b) logarithmic scale, (c) DMD
mode, and (d) leading SPOD mode at 3 kHz for the stair-strip case.

(a) (b)

Figure 5.8: Snapshots of Sxy − Sxx on a logarithmic scale at (a) 1 kHz and (b) 3 kHz at the
reference point of P2 for the stair-strip case.
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exercised when analyzing the magnitude of the cross-spectrum output on a logarithmic scale.

To illustrate, consider the sound spectra at 3 kHz, which exhibit greater strength compared

to those around 1 kHz as shown in Fig. 4.17(b). This indicates that tripping-induced noise

surpasses trailing-edge noise in magnitude. However, the cross-spectrum field establishes

a higher threshold range of approximately 88 dB at 1 kHz (see Fig. 5.6(b)), in contrast

to the approximately 75 dB threshold at 3 kHz (see Fig. 5.7(b)). This difference arises

because the reference point is positioned in proximity to the near-wall trailing edge (P1)

for both cases. This indicates that trailing-edge scattering predominates as a noise source

at 1 kHz. If the reference point is placed at the near-wall leading edge (P2), as presented

in Fig. 5.8, the magnitude of the cross-spectrum output at 3 kHz exceeds that at 1 kHz,

owing to the significant presence of tripping-induced noise at this frequency. This example

illustrates the capability to accurately diagnose intense noise generation at each frequency

by simply adjusting the reference point, especially when users are aware of potential multiple

noise source locations. For instance, users can initially utilize P1 at 3 kHz and confirm that

the primary noise source originates from the leading edge. At this stage, the magnitude of

the cross-spectrum should not be considered accurate. Instead, users should employ P2 or

a point near the leading edge to ascertain the true magnitude of the sound pressure level

through the CPSD. This approach enables identification of both the noise source location

and the magnitude of the sound pressure spectrum using the cross-spectrum method. This

feature significantly enhances the method’s effectiveness in conducting a thorough analy-

sis and in gaining a deeper understanding of the mechanisms behind sound generation and

propagation.

This study highlights the strengths of the cross-spectrum method, which effectively lever-
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ages both magnitude and phase information. By subtracting the spectral magnitude of the

pressure field or Sxx, this method accentuates phase differences while still preserving the

influence of sound magnitude in the pressure field. On the other hand, DMD and SPOD

modes rely solely on the real part of eigenvectors for their representation. As mentioned

earlier, it is important to carefully select the reference point in the cross-spectrum method

to ensure accurate physical interpretations and analyses or to align with the specific noise

source being investigated. Another notable advantage of the cross-spectrum method is its

lower demand for extensive data manipulation and memory usage with regard to the CPSD

calculation at the single point, which are requirements for matrix-size-dependent computa-

tions often associated with DMD or SPOD. This aspect renders the cross-spectrum method

more efficient and accessible, especially beneficial for handling larger datasets or analyzing

more complex systems. The simplicity of its implementation and computational efficiency,

combined with its proven capability in effectively visualizing and analyzing flow-generated

noise, positions the cross-spectrum method as a valuable and promising tool in the realms

of flow and acoustic visualization.

5.4 Application of Cross-spectrum Method to Differ-

ent Tripping Techniques

As part of the application of the developed method, we employ the cross-spectrum formu-

lation Sxy − Sxx on a logarithmic scale, denoted as SPSLxy−xx, using the reference point P1

for an in-depth analysis of different transition mechanisms resulting from boundary-layer

tripping, compared to natural transition scenario. Figure 5.9 displays flow snapshots for the
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stair strip, suction and blowing, and natural transition at frequencies of 1 kHz and 3 kHz.

At 1 kHz, the cross-spectrum method effectively identifies turbulent convection originating

from the leading edge, which scatters as acoustic waves forming antisymmetric patterns

typical of trailing-edge noise, as described in Ref. [173], across all transition scenarios. No-

tably, in the suction and blowing case, the trailing-edge acoustic sources and waveforms are

intense enough to overshadow coherent wavy structures, unlike in the other scenarios. A

distinct capability of the cross-spectrum method, which integrates both spectral magnitude

and phase field, is evident in the threshold settings of the color scale. It highlights the sig-

nificantly more intense noise source in suction and blowing compared to the stair strip and

natural transition. This observation of near-field sound corresponds with a higher far-field

sound pressure level for the suction and blowing, as shown in Fig. 4.17. In Fig. 5.9(a),

the cross-spectrum method successfully captures subtle waveforms near the leading edge,

(a)

(b)

Figure 5.9: Snapshots of SPSLxy−xx for the stair strip (left), suction and blowing (mid), and
natural transition (right) using the reference position of P1 at (a) 1kHz and (b) 3 kHz.
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attributable to the LSB-tripping interaction in the stair-strip case and the self-excited LSB

mechanism in the natural transition. However, the leading-edge noise is not seen in the

suction and blowing. This underscores the method’s sensitivity and accuracy in identifying

nuanced acoustic phenomena. It is important to recognize that multiple wavelengths orig-

inating from both the leading and trailing edges can coexist at a specific frequency within

the pressure field. These wavelengths, influenced by their respective phase speeds, conform

to the dispersion relation, as elaborated in Ref. [195]. At 3 kHz, as shown in Fig. 5.9(b), the

leading-edge noise, particularly prominent due to the LSB-tripping interaction, serves as a

distinct acoustic mechanism in the stair-strip scenario. This phenomenon effectively masks

the trailing-edge scattering noise. In contrast, for the other two scenarios, the dominant

acoustic phenomena are the non-linear interactions between the leading-edge and trailing-

edge sound waves. Overall, the cross-spectrum method effectively delineates key flow and

acoustic dynamics at specific frequencies. It adeptly pinpoints and differentiates near-wall

coherent sound sources and their propagation paths across various transition mechanisms.

This capability aligns well with the objectives of widely used modal analysis approaches,

enhancing our understanding of the intricate dynamics in these flow scenarios.

5.5 Summary

Analyzing and visualizing flow and acoustic fields is crucial for accurately identifying the true

origin of noise sources and comprehending the processes of sound generation and propagation.

To accomplish this, this chapter introduced a novel approach using cross power spectral

density, comprising three distinct formulations, to analyze sound generation and propagation
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influenced by flow dynamics over a NACA 0012 airfoil. This novel method was evaluated

against widely recognized modal analysis methods such as DMD and SPOD. This provided a

robust framework for assessing the efficacy and insights offered by the cross-spectrum method

in comparison to established modal analysis techniques.

The cross-spectrum method, particularly the formulation Sxy − Sxx or SPSLxy−xx, has

been found to be highly effective in concurrently extracting sound magnitude and phase

characteristics. It provides detailed insights into coherent turbulent convection near the wall

and the propagation of acoustic waves originating from both leading and trailing edges. The

primary advantage of Sxy − Sxx over Sxy and Sxxexp(iϕxy) formulations lies in its robust ca-

pability to visualize high-resolution hydrodynamic coherent flow structures and sound prop-

agation, while preserving sound magnitudes across both linear and logarithmic scales. This

approach ensures that the near-field sound propagation from acoustic sources is consistent

with the observed far-field acoustic spectra.

A crucial aspect to consider when using this method is its reliance on the chosen reference

point. This reliance underscores the importance of conducting a preliminary assessment of

flow characteristics at each potential reference point to ensure the accuracy of physical inter-

pretations. For instance, arbitrarily placing the reference point—especially when users are

unaware of potential noise sources—can lead to discrepancies in near-field sound magnitude

variations (as derived from the cross-spectrum method) across frequencies, compared to the

far-field sound spectrum obtained from the FW-H formulation. However, the flexibility to

position the reference point anywhere, such as near the leading edge or trailing edge, en-

ables the identification of the dominant acoustic source at specific frequencies. This strategic

placement can be instrumental in isolating and analyzing specific aerodynamic noises.
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Chapter 6

Airfoil Noise Mitigation

This chapter focuses on attenuating airfoil noise achieved through a sweep angle effect ac-

counting for misaligned flow and trailing-edge morphing. Each comprises an independent

section.

In Sec. 6.1, misaligned flow is implemented over a NACA 0012 airfoil configuration,

specified at a chord-based Reynolds number, Re = 4× 105, Mach number, M = 0.058, and

a zero incidence angle. The 30◦ and 45◦ swept airfoils are considered through the freestream

rotation to simulate the effect of sweep angle, as shown in Fig. 2.1. Additionally, a straight

airfoil with a reduced Mach number equal to the chordwise velocity component of the swept

airfoil without spanwise flows is simulated. This chapter provides fundamental mechanisms

governing noise reduction derived from the LES and Amiet’s swept trailing-edge noise theory.

In Sec. 6.2, the trailing-edge morphing using the boat-tail angle is imposed to flow

around a NACA 0018 airfoil configuration, specified at a chord-based Reynolds number,

Re = 6 × 105, Mach number, M = 0.088, and angle of attack, α = 0◦ and 4◦, respectively.

Aerodynamic and aeroacoustic performances of morphed airfoils are described in this section.
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6.1 Sweep Angle Effect with Misaligned Flow

6.1.1 Aerodynamic Flow Quantities and Radiated Sound Spectra

This section explores the impact of misaligned flow on aerodynamic flow quantities with

regard to values of time-averaged and temporal fluctuations. The experimental data [91]

under specific flows measured at a chord-based Reynolds number of 4 × 105 and a Mach

number of 0.058 for the straight airfoil are compared with the straight flow. The zero angle

of attack is only considered, and we plot all the predicted flow quantities on the upper side of

the airfoil. Figure 6.1 plots negative pressure coefficients −Cp and friction coefficients Cf on

the surface of the straight, 30◦ misaligned, and 45◦ misaligned flows, along with experimental

values obtained at the straight airfoil [91]. The two aerodynamic coefficients are defined as

−Cp = −
p− p∞
q∞

(6.1)

Cf =
τw
q∞

, (6.2)

where q∞ is the dynamic pressure defined as 1/2ρ∞U
2
∞. The predicted level of local peak

around the tripping installation and spatial variation of pressure loading display an excellent

agreement with the experiment. We observe that misaligned flow reduces aerodynamic

pressure loading while simultaneously decreasing pressure gradient, which leads to flows

being more attached at the trailing edge. When the gauged pressure is normalized by

q∞cos2(ψ), the pressure coefficient can be denoted as

−Cp,x = −
p− p∞

q∞cos2(ψ)
. (6.3)

In Fig. 6.1(b), the pressure curves of the 30◦ misaligned and 45◦ misaligned flows are found

to overlap with the straight flow. This suggests the flow similarity in the chordwise direction

154



such that the chordwise pressure distribution is independent of the spanwise crossflow effect.

The variation of friction coefficient, which normalizes the resultant wall shear stress from the

chordwise, wall-normal, and spanwise directions, depicts a similar trend between the three

predicted cases. The prediction of straight airfoil shows a strong match with the experiment.

Note that the friction coefficients with misaligned flow remain lower in magnitude than the

straight flow right beyond the tripping region, x/c ≈ 0.2, which means that flow misalignment

into tripping might cause lower levels of mixing and momentum transfer in turbulence than

straight flow. However, their difference in magnitude is within 10% at x/c ≈ 0.4, showing

a similar flow evolution downstream. In the vicinity of the trailing edge, however, the

baseline flow undergoes lower friction than two swept cases, which is attributed to higher

nonequilibrium flows than misaligned flow scenarios driven by a higher adverse pressure

gradient, as shown in Fig. 6.1(a). Figure 6.2 presents the time-averaged boundary-layer

profiles at x/c = 0.76. Although two misaligned flow configurations display the thinner

profiles around the log-law region and outer layer, approximately y+ > 60, overall velocity

profiles developed under fully turbulent flows are found to be analogous among three cases.

Additional inspection of near-wall boundary-layer profiles under crossflows can be made

through the normal Reynolds stress tensors (chordwise < uu >+, wall-normal < vv >+, and

spanwise < ww >+) along with shear stress (− < uv >+) predicted at x/c = 0.76, which

are provided in Fig. 6.3. The reduction in chordwise Reynolds stress is markedly evident

in the misaligned flow cases, particularly at y+ ≈ 13 (y/c ≈ 0.0008), while turbulent cross-

flow fluctuations are energized, as indicated by the spanwise Reynolds stress. This shift of

turbulent fluctuations from chordwise to spanwise direction is notably observed when flows

are 45◦ misaligned where chordwise and spanwise velocity magnitudes are equivalent. Si-
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(a) (b)

(c)

Figure 6.1: Time-averaged flow characteristics: (a) the surface pressure coefficients, (b)
surface pressure coefficients normalized by q∞cos2(ψ), and (c) friction coefficients on the
airfoil compared with the available tripped experiment [91].

Figure 6.2: Time-averaged velocity profiles normalized by friction velocity along the wall
units against the available tripped experiment [91] at x/c = 0.76.

156



Figure 6.3: Reynolds stress components on the suction side of airfoil at x/c = 0.76.

Figure 6.4: Turbulence intensity profiles against the available tripped experiment [91] on the
suction side of airfoil.

multaneously, turbulent diffusion taking place in the wall-normal direction and shear stress

tensor are weakly influenced by the cross-flow fluctuations, leading to a reduction in magni-

tude. Turbulence intensity (TI) proportional to the square root of the summation of normal

Reynolds stress tensors is subsequently illustrated for three scenarios in Fig. 6.4. It is crucial

to highlight that TI profiles and magnitudes are comparable for straight and misaligned flow

scenarios, suggesting that near-wall turbulent boundary-layer flow fluctuations are consistent

despite the presence of crossflow effect. The thicker TI profiles evolving in the chordwise

direction are in good agreement with the experiment.

157



𝑼𝒙/𝑼∞

𝜵 ∙ 𝑼 (𝟏/𝒔)

𝝍 = 𝟎∘

𝝍 𝑼∞

(a)

𝝍 = 𝟑𝟎∘

Cross flow
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𝑼∞
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𝜵 ∙ 𝑼 (𝟏/𝒔)
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strength, 𝑼𝒛 = 𝑼𝒙

(c)

Figure 6.5: Normalized Q-criterion (Qc2/U2
∞ = 10) colored with the streamwise velocity

component (Ux/U∞) with the dilatation field (∇ · U⃗) in the background at (a) ψ = 0◦, (b)
ψ = 30◦, and (c) ψ = 45◦.

Figure 6.5 illustrates an iso-surface of Q-criterion [152] normalized by the chord length

and freestream velocity, along with the dilatation field [99] as a backdrop for ψ = 0◦, 30◦,

and 45◦. We select the value of the normalized Q-criterion to be 10, which clearly visualizes

the distinct turbulence convection along the wall. It can be noticed that three cases are

successfully tripped by the squared wire placed at x/c = 0.125, evolving from the spanwise-

coherent T-S waves [39] to three-dimensional vortical structures downstream. The crossflow

direction is denoted with red arrows on the lower side for the misaligned flow configurations to

clarify the spanwise convection due to the sweep angle. The notable spanwise flow structures

are corroborated by the higher contribution of the spanwise Reynolds stress tensor with
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(a) (b)

Figure 6.6: One-third octave band SPL at a microphone positioned at x/c = 1.0, y/c = 10.0,
and z/c = 0.05 for ψ = 0◦, 30◦, and 45◦ with two additional cases of reduced Mach number
equivalent to 30◦ swept and 45◦ swept cases without the spanwise velocity component. (a)
SPL and (b) ∆ SPL.

increasing the sweep angle, as described in Fig. 6.3. It is important to note that flows

with 30◦ and 45◦ misalignments decrease the chordwise velocity component by 14% and

30%, as denoted by the shift of arrow in the velocity colorbar, while increasing the spanwise

velocity component by 50% and 70% of the freestream speed, respectively. As described

earlier, the 45◦ swept scenario equalizes the magnitude of the chordwise and spanwise velocity

components. The high-frequency wavefronts resulting from the diffraction of flow impinged

on boundary-layer tripping are inevitable sound sources, typically observed for the similar

numerical study [18]. Another observation is that sound scattering phenomena originating

from trailing edge manifest for the three cases, playing a dominant factor in airfoil-self noise

[10, 17, 173], a main interest of this current study.

We further examine radiated sound spectra from these noise sources through the compu-

tation of FW-H acoustic analogy [136], as described in Sec. 2.2.1, which are provided in Fig.

6.6. The sound receiver is positioned at x/c = 1.0, y/c = 10.0, and z/c = 0.05, where the

wavelength of the lowest frequency in resolution is longer than the acoustic source length.
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Figure 6.6(a) presents five different sound spectra plotted as one-third octave band sound

pressure level (SPL), which includes the three primary cases: ψ = 0◦, 30◦, and 45◦, along

with two cases of reduced Mach number equivalent to 30◦ misaligned (M∞ = Mocos(30
◦))

and 45◦ misaligned (M∞ = Mocos(45
◦)) scenarios. The last two cases do not consider the

spanwise velocity component. The Strouhal number St, which normalizes frequency with

the freestream velocity and chord length, or fc/U∞ is represented on the frequency axis

since the two additional cases with reduced Mach number are different in Reynolds number

and Mach number from the three primary cases. One can notice that the straight airfoil

indicates a quasi-tonal peak around St ≈ 7.5, while this peak is found to decrease in the

two misaligned cases as well as straight flows with reduced Mach number. The subsequent

section will examine the noise reduction due to sweep angle around St ≈ 7.5. On the other

hand, noise abatement due to reduced chordwise velocity is directly associated with reduced

Mach number because the dipole source is proportional to between the fourth and fifth power

of velocity [196]. One can observe that the difference in sound spectra between sweep angle

and reduced chordwise velocity is pronounced with increasing Strouhal numbers as shown in

Fig. 6.6(b). The reduced noise in the 45◦ swept configuration is comparable to the effect of

reduced chordwise velocity with M∞ = Mocos(30
◦) for St < 40, but a significantly greater

reduction is observed for St > 40, approximating the effect of the more reduced velocity

(M∞ = Mocos(45
◦)). These SPLs are integrated as overall sound pressure level (OASPL)

for the five computed cases, which are tabulated in Table 6.1. The SPL difference highlights

the noise variation by subtracting each case from the baseline flow denoted as case 1. Both

dB and A-weighted are represented, the latter accounting for the human’s perception of

sound. As predicted in the sound spectra, the presence of sweep angle or misaligned flow
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effectively reduces noise but not as much as the effect of reduced velocity. For example, the

level of OASPL for the 45◦ misaligned flow is similar to that for the reduced Mach number

of M∞ = Mocos(30
◦), as observed in SPL (Fig. 6.6). It can be inferred that the noise

mitigation by the presence of crossflow is more complex than simply following the velocity

power [196], which will be thoroughly investigated in the subsequent sections to reveal the

physical insight.

6.1.2 Near-wall Turbulence Statistics, Flow Structures, and Phase

Interference

In this section, we explore the influence of misaligned flow in near-wall turbulent flows,

particularly in relation to noise sources. The spatiotemporal behavior of turbulent flows is

statistically examined, and the spanwise correlation length, phase interference effects, and

modal structures in the frequency of interest are thoroughly investigated in parallel. The

two cases with reduced Mach number are cross-examined to highlight and differentiate the

effects of misaligned flow on the flow and acoustic dynamics near the wall.

We first examine the two-point spatial correlations when the temporal lag is equal to zero,

Rpp,τ=0, which is a special case of the general definition of cross correlation [29, 160, 171] as

follows:

Rpp(x1,x2, τ) =
E
[
p(x1, t)p(x2, t+ τ)

]
E
[
p2(x1, t)

]1/2
E
[
p2(x2, t)

]1/2 , (6.4)

where the operator E[·] denotes the expected value of the signal, and τ is the temporal

lag between two signals at point x1 and point x2. Figure 6.7 showcases the normalized

spatial correlations with centered at x/c = 0.9 on the chordwise and spanwise planes for

ψ = 0◦, ψ = 30◦, and ψ = 45◦. It is evident that the flow is highly correlated with the
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distinct elongation in the flow direction. This suggests that the crossflow effect could alter

the decaying trend of spanwise coherence in turbulent flows. As the crossflow angle increases,

the extent of the correlation also increases, especially in the spanwise direction. We further

probe the spanwise correlation length in the frequency domain, which can be computed as

follows [26, 98, 197]:

lz(f) =

∫ ∞

−∞

√
γ2(η, f)dη, (6.5)

where η is the spanwise separation distance equivalent to ∆z, and γ2 is the spanwise coher-

ence function defined as

γ2(∆z, f) =
|Φpp(∆z, f)|2

|Φpp(z, 0, f)||Φpp(z +∆z, 0, f)|
, (6.6)

where the cross-spectrum Φpp is the Fourier transform of the space-time cross-correlation

function:

Φpp(z,∆z, f) =

∫ ∞

−∞

〈
p(z, t)p(z +∆z, t+ τ)

〉
e−ifτ dτ, (6.7)

where i =
√
−1, and the operator ⟨·⟩ denotes the ensemble average over the spanwise separa-

tion distance, ∆z. It should be noted that spanwise coherence length numerically obtained is

reported not to exponentially decay to zero, and, thus, the exponential curve fitting approach

is practically adopted for the spanwise statistical modeling [168, 197–199]. We employ the

Gaussian best-fit curve function [199–201] to determine the spanwise correlation length as

follows:

γ(f, η) = e−η
2/l2z(f), (6.8)

Figure 6.8 exhibits the spanwise correlation length normalized by the half span, l∗z , along

with the generalized Corcos’ model in Eq. (2.23) for the three primary computed cases. As

expected, the sweep angle increases the spanwise correlation across all scales of turbulence
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(a) (b) (c)

Figure 6.7: Contours of normalized spatial correlations with centered at x/c = 0.9 on the
chordwise and spanwise planes for (a) ψ = 0◦, (b) ψ = 30◦, and (c) ψ = 45◦. color levels
range from 0 to 1 with an increment of 0.1.

when numerically obtained using LES data, as shown in Fig. 6.8(a). This means that mis-

aligned flow yields an acoustic penalty, as the spanwise correlation length is one of the noise

source terms formulated in Amiet’s model [6, 34]. However, as shown in Fig. 6.8(b), the

generalized Corcos’ model decreases the spanwise correlation length with more misaligned

flows. This opposite trend is pivotal in affecting the variation of the sound spectrum with

misaligned flow between numerical simulations and analytical results, which will be compre-

hensively analyzed later. Despite the potential noise increase associated with the increased

spanwise correlation in the numerical simulations, the misaligned flow cases lead to noise re-

duction compared to the straight flow case, as shown in Table 6.1. This suggests a need for

further investigation into the dominant contributions of misaligned flows to noise reduction.

Now, we pivot to the spatiotemporal pattern in turbulence as a function of separation

distance and time delay between two pressure signals. This correlation can be obtained

through the general formulation of Eq. (6.4) when the time delay is not equal to zero. It

should be noted that the streamwise or flow direction deviates from the chordwise axis for the

misaligned flow configurations. Thus, we compute the correlations for all the flow statistics

in the streamwise direction (ξ) as a reference axis, with the sweep angle ψ tilted relative to
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(a) (b)

Figure 6.8: Spanwise correlation length l∗z normalized by the half-span length along the
Strouhal number for ψ = 0◦, 30◦, and 45◦: (a) LES-based Gaussian best-fit curve function
(Eq. (6.8)) and (b) generalized Corcos’ model (Eq. (2.23)).

(a) (b) (c)

Figure 6.9: Contours of space-time correlation centered at x/c = 0.9 for (a) ψ = 0◦, (b)
ψ = 30◦, and (c) ψ = 45◦.

the airfoil chord. Figure 6.9 shows the normalized streamwise-temporal correlations [202–

204] centered at x/c = 0.9 for ψ = 0◦, ψ = 30◦, and ψ = 45◦. The correlations are averaged

along the lines perpendicular to the streamwise direction. One can observe that the straight

flow indicates a strong and coherent band, which decays with separation distance, a typical

pattern of non-frozen turbulence [204, 205]. Furthermore, it represents a higher temporal

correlation within and off the elliptical band than two misaligned flows. This is because

the airfoil geometry on the axis perpendicular to the flow direction is homogeneous for the

straight airfoil. Conversely, for the swept airfoil with misaligned flow, the spatiotemporal
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Figure 6.10: The ratio of convective speed of freestream Uc/U∞ in the streamwise direction
centered at x/c = 0.9 for ψ = 0◦, 30◦, and 45◦.

band is in the weaker and shorter form, indicating the rapid decaying pattern or shorter

length scale of coherent turbulence in the streamwise direction. This is likely to be influenced

by the airfoil’s asymmetric curvature along the line normal to the freestream. The gradient

in the space-time correlation contour physically represents the ratio of turbulence convection

to the freestream velocity in the streamwise direction where the convection velocity is defined

as follows [204, 206]

Uc(∆ξ) = ∆ξ/τmax(∆ξ), (6.9)

where ∆ξ is the streamwise separation distance, and τmax(∆ξ) is the time delay at which

the cross-correlation has the maximum value at each ∆ξ. Figure 6.10 illustrates the ratio

of convective speed to freestream Uc/U∞ centered at x/c = 0.9 for the straight and mis-

aligned flow scenarios. All cases demonstrate similarities in the ratio. This result aligns

with the hypothesis that turbulence convection remains constant regardless of the presence

or absence of the sweep angle, as suggested in the analytical approach [45]. This indicates

that the convection velocity is not the primary factor contributing to noise reduction in the
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flow misalignments. While the turbulence convection shows similar magnitudes, misaligned

flow induced by the sweep angle shortens the elliptical band within the high correlation re-

gion. Consequently, this alteration could influence pressure variation affected by turbulent

convection due to its relevance to decaying behavior [168, 205], impacting spanwise flow

disturbances [109] and ultimately leading to variations in the propagation characteristics of

trailing-edge broadband noise. This insight provides a prominent cue for investigating the

variation of pressure fluctuations on the surface, including phase interference distributed in

both chordwise and spanwise directions, which will be examined in subsequent paragraphs.

Data-driven approaches involving spectral proper orthogonal decomposition (SPOD) have

been frequently utilized for distilling physically critical flow structures [101, 102]. We extract

SPOD modes from the near-wall pressure fluctuations, aiming to identify behaviors of en-

ergetic flow patterns responsible for noise generation and reduction mechanisms associated

with misaligned flow at selected frequencies of interest. Details of SPOD algorithms and

data structures can be found in Refs. [103–105]. Figure 6.11 elucidates the leading SPOD

modal structures for the three primary cases at Strouhal numbers of about 15, 30, and 60.

The iso-surfaces of the SPOD mode with the dark green and gold colors align with the val-

ues of -0.0005 and 0.0005, respectively. The contour on the bottom left is a slice taken at

x/c = 0.99, perpendicular to the chordwise direction. At Strouhal number of 15, as shown

in Fig. 6.11, the chordwise antiphase modal structures are observed to advect downstream,

which are apparently homogeneous in the spanwise direction or kz ≈ 0. This feature is cru-

cial for airfoil trailing-edge noise [109, 167, 170]. One can further observe the discontinuity

of the SPOD modes between the upper and lower sides in a sliced view of the straight airfoil,

a typical pattern of edge scattering of dipole noise source [87, 173]. As the sweep angle
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Figure 6.11: Pressure-based SPOD modal structures at (a) St ≈ 15, (b) St ≈ 30, and (c)
St ≈ 60. SPOD isosurfaces of -0.0005 and 0.0005 correspond to dark green and gold colors,
respectively. The contour on the bottom left is a slice taken at x/c = 0.99, perpendicular to
the chordwise direction, which spans from -0.0005 to 0.0005.
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is imposed, the streamwise flow appears misaligned with the airfoil, resulting in anti-phase

patterns or destructive interference among neighboring coherent structures in the spanwise

direction. This is illustrated in the contours for the 30◦ and 45◦ sweep angles in Figs. 6.11(b)

and 6.11(c), respectively. The convection of these misaligned coherent structures might also

expedite the spanwise flow exchange, resulting in a strong spanwise correlation, as presented

in Fig. 6.8(a). At the same time, these anti-phase flow topologies may likely be attributed to

the reduction in noise magnitude or radiation inefficiency. As the Strouhal number increases,

anti-phase patterns become more prominent, particularly at St ≈ 30, leading to potentially

greater noise reduction. However, too small turbulent length scales against the span length

at St ≈ 60 appear to eliminate the difference between flows with and without misalignment.

It is important to note that concrete interpretation can be achieved when combined with

pressure spectra as the source magnitude.

To quantify the effect of crossflow on phase interference in the spanwise direction, the

phase angle between neighboring pressure fluctuations measured on the spanwise grid points

Figure 6.12: Spanwise phase interference levels defined in Eq. (6.10) for ψ = 0◦, 30◦, and
45◦ at x/c ≈ 0.99.
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(Nz), separated by a distance, 1/(Nz − 1), is averaged across the frequency [166]:

Φxy(z/c) =
1

f2 − f1

∫ f2

f1

ℜ(exp(iϕxy(f, z/c))) df, (6.10)

where ϕxy is the phase angle of cross-power spectral density, and z/c varies between -0.05

and 0.05. The variable Φxy ranges from -1 to +1, where -1 represents an out-of-phase

relationship and +1 indicates an in-phase relationship. The three primary cases of the

variable Φxy along the spanwise direction at x/c ≈ 0.99 are plotted in Fig. 6.12. It is evident

that the presence of crossflow alters the phase topology of spanwise neighboring pressures by

decreasing the in-phase relation. To encompass the phase interference effects taking place

in both chordwise and spanwise directions, the phase distributions from the span-averaged

pressure are calculated along the chordwise direction. Figure 6.13(a) exemplifies the phase

waves defined as F (x/c, f) = ℜ(exp(iϕxy(x/c, f))) for the straight (ϕ = 0◦) case at St ≈

30. Here, ϕxy is the phase angle between surface pressure fluctuations at an arbitrary point

(x) and the one fixed at the trailing edge (y) as the reference pressure. This has the same

(a) (b)

Figure 6.13: (a) Exemplary spanwise-averaged phase distributions along with the chordwise
correlation length at the trailing edge for the straight flow (ψ = 0◦) at St ≈ 30 and (b)
chordwise phase interference levels defined in Eq. (6.12) for the three computed cases.
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physical meaning in phase relation as one defined in Eq. (6.10). Alternatively, it can be

utilized to interpret the phase relation between spatially neighboring two signals at the same

frequency because the reference position is identical. Thus, spatially varying phases with

peak-to-peak fluctuations can be an indicator of how much destructive interference happens,

which will be used as a key idea to quantify the destructive interference later. In addition,

we calculate the chordwise correlation length to measure the phase interference occurring

within the local coherent structure for non-frozen turbulence gust [168], which can be written

with the following:

l∗x(f) =

∫ ηx,2

ηx,1

√
γ2(ηx, f)dηx, (6.11)

where γ2 is a similar form as shown in Eq. (6.6) but a chordwise coherence function, ηx repre-

sents the chordwise separation distance normalized by the chord length, and the integration

spans from 0.2c to x, where turbulent flows are established. Constructive or destructive wave

interferences are only meaningful within this streamwise correlation length for the non-frozen

gust case [168]. In this analysis, we place x at the trailing edge, which means that the cor-

relation length is computed at the trailing edge. We further define a coefficient to quantify

the level of destructive interference taking place in the unit correlation length, which can be

written:

C⋆
D(f) =

1

l∗x(f)

∑
x/c∈[1−l∗x,1]

X (|F (x/c, f)| > 0.8 and |∇F (x/c, f)| ≈ 0|)/2, (6.12)

where X is the indicator function that returns 1.0 when the function value satisfies the

conditions specified within the parenthesis. Dividing by factor 2 stands for the averaged

phase fluctuations between positive and negative signs. We adopt the threshold value 0.8 as

the marginal value of the out-of-phase behavior. As described above, the extent of spatial
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fluctuations of F (x, f) is the key idea in defining the coefficient C⋆
D. An example of the

resulting X is denoted as a blue-square (close to -1) or blue-circle (close to 1) symbol at

St ≈ 30 in Fig. 6.13(a). Note that it selectively includes fluctuations with a wave period

falling within the threshold range while disregarding minor jitters. The coefficients C⋆
D for

the 30◦ and 45◦ misaligned flows exhibit higher destructive interferences than straight flows

as shown in Fig. 6.13(b). This noticeably occurs around 15 < St < 40, where misaligned

flow structures act as out-of-phase behaviors across the span. This correlates with our

observation of energetic leading SPOD modes for misaligned flows, as viewed earlier in

Fig. 6.11. This substantiates the effectiveness of misaligned flows in generating destructive

interference, leading to the potential mechanism of noise reduction. A similar conclusion

can be drawn for serrated trailing edges where misaligned flows are dominant. The noise

reduction mechanisms are likely to arise from the anti-phase behaviors of wall pressures

resulting from misaligned flow convection [26, 197, 207].

6.1.3 Acoustic Sources and Propagative Characteristics

In this section, we delve into wall-pressure spectra (WPS) and scattering efficiency. To

account for the flow misalignment, wavenumber-frequency spectra are calculated by taking

the spatial Fourier transform of the cross-power spectral density, Sqq, as

Φqq(kx, kz, ω) =
1

(2π)2

∫∫ ∞

−∞
Sqq(ηx, ηz, ω)e

i(kxηx+kzηz)dηxdηz, (6.13)

where ηx and ηz are the chordwise and spanwise separation distances normalized by the

chord length, respectively. Sqq is obtained in the space domain, x/c ∈ [0.8, 1.0] in the entire

spanwise direction, where trailing-edge scattering is dominant [30]. The reference point for

172



(a)
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Figure 6.14: Contours of wavenumber-frequency spectra Φqq(kx, kz, f) at St ≈ 7.5 (left),
St ≈ 22.5 (mid), and St ≈ 45 (right): (a) ψ = 0◦, and (b) ψ = 30◦, and (c) ψ = 45◦.
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the cross-power spectral density is placed at the trailing edge in midspan. Figure 6.14 depicts

the wavenumber-frequency spectra in logarithmic scale referenced to Pref = 20 × 10−6 Pa

over the domain of chordwise wavenumber kx and spanwise wavenumber kz at three different

Strouhal numbers for the three primary cases. In the figure, the blue-dashed circle signifies

a radius of ω/Uc originated from the dispersion relation at each frequency. This circle is the

basis for defining a blue-dashed tangent line to designate the boundary beyond which the

intense spectrum is observed. The red line is tangent to the red circle with a radius of ω/co,

representing the acoustic spectrum, although it is minuscule compared to the blue circle.

One can observe the shift of the area of the energetic spectrum to the higher chordwise

wavenumber with higher frequencies. It can be found that the intense spectrum region is

inclined with the misaligned flow, as shown in Figs. 6.14(b) and 6.14(c), respectively. Based

on these observations, we derive a general form of a tangential line from (1) a point tangent

to the circle defined as P (ω/Uccos(ψ), ω/Ucsin(ψ)) and (2) slope of the tangent line, denoted

as −tan−1(ψ), both of which are plotted in Fig. 6.15. The complete line equation can be

written as: (
kz −

ω

Uc
sin(ψ)

)
= −tan−1(ψ)

(
kx −

ω

Uc
cos(ψ)

)
. (6.14)

After rearranging equation (6.14), it can be expressed as,

ω = kxUccos(ψ) + kzUcsin(ψ). (6.15)

It is noteworthy that Eq. (6.15) reverts to the dispersion relation of ω = k⃗ · U⃗c accounting

for the sweep angle, which yields the same form of equation 36 in the analytical derivation

in Ref. [45]. Since the intense spectrum region corresponds to the convective ridge in the

wavenumber-frequency spectrum [37, 206], we designate this region as the hydrodynamic
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Figure 6.15: A circle with the radius determined by the ratio of convective phase speed
(Uc) and arbitrary angular frequency (ω) in the domain of chordwise wavenumber (kx) and
spanwise wavenumber (kz). A convective hydrodynamic area is demarcated by the blue
dashed line (- - -) tangent to the point P and it is rotated by the sweep angle magnitude
(ψ) on the circle.

area, visually delineated by the blue border (Fig. 6.15), which can formally be expressed as

ω√
k2x + k2z

< Uc. (6.16)

To investigate the effect of misaligned flow on the hydrodynamic wall pressure, which is

the source of trailing-edge noise [6, 17, 34, 79], we utilize the relationship defined by the

inequality in Eq. (6.16) to extract the convective hydrodynamic spectrum. This is achieved

through the integration of wavenumber-frequency spectra:

Φqq,hy(ω) =

∫∫
ω√

k2x+k2z

<Uc

Φqq(kx, kz, ω)dkxdkz. (6.17)

Figure 6.16 presents the resulting hydrodynamic wavenumber-frequency spectra for the

three primary flow scenarios along with the two reduced Mach number cases. The relative

quantity between the baseline and the other four cases is provided in Fig. 6.16(b). The

spectral magnitude is notably reduced at higher Strouhal numbers with increasing flow mis-

alignment, although this reduction is not as pronounced as in the reduced Mach number
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(a) (b)

Figure 6.16: Wall-pressure spectra filtered for the hydrodynamic region in the wavenumber
domain: (a) spectral magnitude for the five computed cases and (b) spectral difference
referenced to the baseline case.

cases. This is consistent with the far-field noise trends observed for the misaligned flow

and reduced Mach number cases, as shown in Fig. 6.6. Note that the low Strouhal range,

St < 10, shows a slight increase in pressure spectra, an opposite trend to the far-field

sound levels viewed earlier in Fig. 6.6(b). This is likely due to the cumulative reduction

of low-frequency compact dipole noise along the entire airfoil chord, not just limited to the

trailing-edge region. Nevertheless, the reduced WPS is dominant across the entire frequency

range, contributing to noise reduction via the misaligned flow. This is significant because

the WPS is one of the important noise source terms in Amiet’s model [6, 34, 35].

The subsequent analysis encompasses subdividing the airfoil into strips to emphasize the

radiation efficiency. The schematic, resolution of wavelength, relevant descriptions can be

found in Chapter 3. Figure 6.17 provides the sectional SPLs radiated from each strip of an

airfoil. Three ranges of Strouhal numbers represent the low, mid, and high-frequency regions.

At low-to-mid frequencies, sectional noise levels for the straight and misaligned flow scenar-

ios are observed to be similar. However, at the high-frequency region, the sectional noise for
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the 45◦ misaligned flow is slightly lower than for the other two cases along the airfoil. A rela-

tively lower peak noise observed near the tripping region for the 45◦ misaligned flow suggests

a potential method to mitigate high-frequency noise when the flow is misaligned to the trip-

ping. This further contributes to the reduction of noise levels from the fully developed flows

behind the tripping region. Notably, the increasing trend in sectional noise magnitude with

frequency is consistent with that observed in the hydrodynamic wall-pressure spectrum, as

shown in Fig. 6.16, underlining that sectional noise is associated with a hydrodynamic noise

source. Figure 6.18 depicts the cumulative pressure integrated from the sectional noise across

the chord from the trailing edge. The increasing slope represents the in-phase or constructive

behavior, while the decreasing slope denotes the out-of-phase or destructive behavior. At

low frequencies, the noise levels for the misaligned flows are significantly lower than those of

the straight flow. This corroborates the significant role of phase interference in attenuating

the radiated pressure waves. At mid frequencies, noise levels between the straight and 30◦

misaligned flow start to deviate around x/c = 0.7, implying that noise mitigation is taking

place from this region. Yet, trailing-edge scattering is most efficient across the 20% chord

length from the trailing edge with the highest slope, consistent with previous observations

[30, 110]. At 25 < St < 60, the reduced noise from the 30◦ misaligned airfoil compared to

the baseline case demonstrates considerable destructive interactions among neighboring noise

sources across the airfoil. The much-reduced noise observed at the 45◦ misaligned airfoil is

the combined effect arising from destructive interference and alleviated hydrodynamic noise

sources due to the misaligned flow. From these analyses, the fundamental mechanisms of

noise mitigation rooted in the misaligned flow are essentially out-of-phase behaviors between

neighboring sources, resulting in lower radiation efficiency.
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Figure 6.17: One-third octave band SPLs radiated from each strip from the leading-edge
region to the trailing edge at 4 < St < 9, 9 < St < 25, and 25 < St < 60.

Figure 6.18: Cumulative one-third octave band SPLs radiated from each strip from the
leading-edge region to the trailing edge at 4 < St < 9, 9 < St < 25, and 25 < St < 60.

Figure 6.19: Difference of gradient of cumulative noise curve between the baseline and mis-
aligned flow scenarios at 4 < St < 9, 9 < St < 25, and 25 < St < 60.

To quantify the radiation efficiency, we compute the difference in the gradient of cu-

mulative noise between the baseline and misaligned flow scenarios, as shown in Fig. 6.19.

Higher radiation efficiency corresponds to a steeper gradient of the cumulative pressure

curve. Therefore, a positive difference between the two gradients indicates decreased ra-

178



diation efficiency in the misaligned flow case. At low-to-mid frequencies, misaligned flow

clearly decreases radiation efficiency, where trailing-edge scattering predominantly occurs.

Although the radiation efficiency is relatively high for the misaligned flows at high frequen-

cies, the lower efficiencies at low-to-mid frequencies contribute to the overall reduction in

noise levels due to the significant magnitude of SPLs in these ranges.

6.1.4 Cross-examination With Amiet’s Swept Trailing-edge Noise

Theory

The previous section comprehensively examined the noise mitigation mechanism and tur-

bulent flow structures in the presence of misaligned flow within the numerical framework.

In this section, we cross-examine these findings with an analytical approach using Amiet’s

swept trailing-edge noise theory [45]. Specifically, we investigate the influence of sweep angle

on the variation of incident and scattered wall pressures in both magnitude and phase. Next,

we explore the impact of WPS with and without sweep angle on the far-field acoustic spec-

tra. Subsequently, the outcomes of Amiet’s swept trailing-edge theory are compared with the

FW-H results. Lastly, we discuss the spherical directivity to understand the effect of sweep

angle on sound propagation. For brevity, we will focus on comparing the 45◦ misaligned flow

with the straight flow.

Figure 6.20 presents the incident (g0) and scattered (gs) wall pressures, along with the

combined quantity, in the chordwise direction at three selected Strouhal numbers. These

wall functions are computed from Eqs. (2.15) and (2.17), respectively. Both straight and

misaligned flow cases exhibit an exponential decay controlled by the factor ϵ in Eq. (2.15).

However, in the case of misaligned flow, the incident wall pressures are higher than those
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Figure 6.20: Magnitude of summation of incident (go) and scattered (gs) wall pressures as
well as individual magnitude for three Strouhal numbers. The solid and dashed lines are the
cases for ψ = 0◦ and ψ = 45◦, respectively.

for the straight airfoil, which contrasts with the lower WPS observed for misaligned flows,

especially for St > 15, in the numerical framework, as shown in Fig. 6.16. Meanwhile,

the misaligned flow scenario shows lower scattered wall pressures than the straight flow

scenario. It is seen that the integrated component from both wall pressures presents a

higher magnitude for the flow with misalignment compared to the straight case, but the

topology of the oscillatory wave appears different. This will be further analyzed through the

phase function.

The phase function for the incident and scattered wall pressures is defined as ℜ(g)/|g|,

respectively, and is plotted in Fig. 6.21. It is noteworthy to observe the chordwise oscillatory

waves, which become more pronounced with increasing frequency. This trend is particularly

pronounced in the flow with misalignment, suggesting that the presence of a sweep angle

expedites phase interference, thereby alleviating the scattering efficiency in Amiet’s swept

trailing-edge noise theory. These analytical observations are analogous to the main driver of

noise reduction observed in the numerical framework. However, it is crucial to point out that

the analytical approach does not account for the spanwise phase interference, which might

also play a role in noise mitigation in the numerical approach, as visualized in Fig. 6.11.
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Figure 6.21: Phase of summation of incident (go) and scattered (gs) wall pressures as well
as their individual components for three Strouhal numbers: 8.25 (left), 22.5 (middle), and
52.5 (right).

Figure 6.22 presents SPLs predicted from Amiet’s swept trailing-edge noise model, as

outlined in Section 2.2.2. We analyze four distinct predictions. The first, referred to as

the baseline, uses the WPS from the straight airfoil (ψ = 0◦) as input to Amiet’s model

(Eq. (2.22)) with ψ = 0◦. The second and third predictions consider the sweep angle

either in the WPS or in Amiet’s model, respectively. The fourth prediction incorporates

the sweep angle into both the WPS and Amiet’s model. Additionally, the SPL difference

referenced to the baseline case, ∆SPL, is provided in Fig. 6.23(b). It is noted that the

WPS is obtained from LES for each case, rather than from empirical formulations as in

Ref. [45]. It is seen that there is a consistent noise benefit across the entire Strouhal range

when the sweep angle is only included in Amiet’s model. This is exactly the same result

as in Ref. [45]. Conversely, when the sweep angle is considered only in the WPS, noise

reduction increases with frequency. However, noise benefit is seldom observed in the low
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(a) (b)

Figure 6.22: Comparison of four different noise predictions from the WPS (Sqq) and Amiet’s
swept trailing-edge noise theory at an observer position, x/c = 1.0, y/c = 10.0, and z/c =
0.05: (a) SPL and ∆SPL.

Strouhal region below St ≈ 15, which results from the higher pressure spectral magnitude,

as demonstrated in Fig. 6.16. When both the WPS and Amiet’s model incorporate the

sweep angle, the reduced sound spectrum appears to be a linear superposition of the effects

from the WPS and Amiet’s model. Thus, the maximum noise reduction is achieved across

the entire frequency range, with greater noise benefits at high frequencies. When compared

with the FW-H prediction, considering the sweep angle in both the WPS and Amiet’s model

shows good agreement at 7 < St < 10 and St > 45, while overestimating at 10 < St < 45.

In this Strouhal range, accounting for the sweep angle in the WPS provides a better match

with the FW-H approach. This frequency-dependent predictive accuracy of the analytical

approach necessitates the improvement of analytical modeling since it is physically correct to

include the sweep angle in both the WPS and acoustic radiation like numerical simulations.

Figure 6.23 rearranges the previous SPL results to compare the spectrum shape and

magnitude between the FW-H acoustic analogy and Amiet’s swept trailing edge noise theory

with the spanwise correlation length calculated from the generalized Corcos’ model, as shown
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(a) (b)

Figure 6.23: FW-H acoustic analogy and Amiet’s swept trailing-edge noise theory at an
observer position, x/c = 1.0, y/c = 10.0, and z/c = 0.05: (a) SPL and (B) ∆SPL.

in Eq. (2.23) [45, 114]. To examine the effect of the spanwise correlation length on the

radiated noise, we add an additional SPL predicted by Amiet’s model with the spanwise

correlation length obtained from the LES-based Gaussian fitting function, as viewed in Eq.

(6.8) [198, 199]. The sweep angle is considered in both WPS and Amiet’s model for the

analytical approach. In Fig. 6.23(a), both FW-H and Amiet’s predictions provide similar

trends with and without the sweep angle, indicating the noise benefit of the sweep angle. The

largest noise reduction is observed when the generalized Corcos’ model is used in Amiet’s

model. In Fig. 6.23(b), one can observe the significant effect of spanwise correlation length

on the noise level in Amiet’s model. When the spanwise correlation length is obtained from

the LES, the noise efficiency of the sweep angle notably drops. The extent of noise benefit

is quite similar to when the sweep angle is only considered in the WPS, as shown in Fig.

6.22(b). The decreasing trend of the spanwise correlation length with sweep angle predicted

when calculated from the generalized Corcos’ model (Fig. 6.8(b)) is the contributing factor

for the drastic noise reduction. On the other hand, the increasing trend of the spanwise
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(a)

(b)

Figure 6.24: Directivity of FW-H and Amiet’s swept trailing-edge noise theory at three
selected Strouhal numbers recorded at the radius of 10.0c originated from the trailing edge
with the spanwise correlation length using: (a) the generalized Corcos’ model (Eq. (2.23))
and (b) LES-based Gaussian best-fit curve function (Eq. (6.8)).

184



correlation length obtained from the LES (Fig. 6.8(a)) calibrates the overestimation of noise

reduction, which shows a better match with FW-H at 15 < St < 30. At St < 15, the little

noise benefit below St < 15 might be due to the absence of the spanwise phase interference

effect in the extended Amiet’s model.

The directivity patterns predicted by Amiet’s theory with two approaches for the spanwise

correlation length are depicted in polar plots and compared against the FW-H prediction

at three Strouhal numbers in Fig. 6.24. The directivity shapes cover a range from compact

dipolar sources at low frequencies to non-compact sources at mid to high frequencies of

trailing-edge noise [10, 190]. One notable observation is that the directivity pattern differs

between Amiet’s model and the LES at St ≈ 52.5. This difference might be due to other noise

sources captured in the LES, such as tripping-induced high-frequency sound propagation

[195]. For Amiet’s theory with the generalized Corcos’ model, as shown in Fig. 6.24(a),

noise reduction is observed in all directions, closely matching the FW-H prediction, except

at St ≈ 22.5, where the noise is overly reduced. For Amiet’s theory combined with the

LES-based spanwise correlation length, a slight noise penalty occurs as the compact dipole

source. At mid-to-high Strouhal numbers (St ≈ 22.5 and 52.5), the noise benefit is lower in

all directions compared to the FW-H prediction. The inclusion of spanwise phase interference

in the analytical approach is believed to improve the accuracy in predicting the noise benefit

of the sweep angle.

Lastly, the spherical directivity at St ≈ 15 is illustrated in Fig. 6.25. We utilize Amiet’s

model with the generalized Corcos’ model. The 3-D isometric and two-plane views are

showcased. The first plane view is aligned with the chordwise and wall-normal directions,

referred to as a polar plot with a polar angle (θ), as shown in Fig. 6.24, where θ = 0 points
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(a)

(b)

Figure 6.25: Spherical directivity with the isometric and two plane views at St ≈15 for (a)
ψ = 0◦ and (b) ψ = 45◦, the latter being overlaid with the directivity shapes for ψ = 0◦ with
black solid lines in the plane views.

toward the trailing edge. The second plane view is aligned with the chordwise and spanwise

directions, controlled by an azimuthal angle (ϕ) where ϕ = 0 indicates the upstream location.

The 3-D directivity shape is obtained by normalizing each axis by the spherical radius (R =

10.0c) and multiplying by the SPLmax. The contour scale represents the SPL strength for

each case. The highest noise is observed around θ ≈ 130◦ for both scenarios, making the two

directivity plots resemble each other. However, the noise strength significantly drops for the

misaligned flow. Relatively, the noise reduction is pronounced in the downstream area. In

another view, spanwise asymmetry is observed, which is distinct in the downstream region

beyond ϕ ≈ ±130◦, although noise is reduced in all directions.
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6.1.5 Summary

This section presented an in-depth examination of misaligned flow physics to reveal noise

mitigation mechanisms, providing insights into the complexities of acoustic sources and prop-

agation, specifically targeting trailing-edge noise. Additionally, the influence of misaligned

flow on physics-informed analytical formulations was analyzed. We found that the extent

of noise reduction across the broadband range did not correlate with simply reducing the

Mach number in the absence of spanwise crossflow. Our findings showed that misaligned

flow effectively reduces radiation efficiency through destructive phase interference. The nov-

elty of this section lies in uncovering these noise reduction mechanisms driven by misaligned

flow through detailed analyses and exploring the acoustic source terms in the analytical and

numerical approaches.

The inclusion of misaligned flow to the straight airfoil caused asymmetric flow evolution

in the spanwise direction due to the surface curvature of the airfoil. This shortened the

spatiotemporal elliptical band characterizing non-frozen turbulence and caused incoherence

off the band or normal to the flow direction, potentially influencing the mixing and distri-

bution of pressure and velocities in turbulence and spanwise flow disturbances critical for

acoustic scattering. For example, the spanwise flow convection resulted in a longer span-

wise correlation in both spatial and frequency domains, which was the opposite trend to the

model-based correlation length. When the SPOD modes were observed, the flow misalign-

ment generated spanwise anti-phase coherent flow convection. This, in turn, played a crucial

role in increasing destructive interference in both chordwise and spanwise directions, which

were quantitatively demonstrated by defining the phase interference.
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Misaligned flow influenced the topology of the area of intensive WPS when plotted in

the wavenumber-frequency domain. We identified the strong hydrodynamic WPS region by

using the dispersion relation. We demonstrated the drastically reduced hydrodynamic WPS,

which is a main source of trailing-edge noise, due to flow misalignment, notably at St > 15.

In the sectional noise analysis, we revealed that flow misalignment significantly reduces

radiation efficiency as the sectional noise is gradually integrated. This clearly demonstrated

the presence of destructive interference caused by flow misalignment. This provided solid

evidence for the low-frequency noise reduction in the presence of misaligned flow despite a

higher WPS magnitude compared to the straight flow. Thus, the combined effect of noise

source and radiation efficiency is key to understanding the impact of misaligned flow on

trailing-edge noise.

When the extended Amiet’s model was used, the scattered wall pressure was found to

experience intense oscillation in phase with the misaligned flow, suggesting that destructive

interference alleviates scattering efficiency, ultimately reducing noise for the swept airfoil.

However, the spanwise phase interference observed in the LES is not considered in the an-

alytical approach. Furthermore, the opposite trend in the variation of spanwise correlation

length between the LES and the generalized Corcos’ model influenced the level of noise re-

duction across the frequency spectrum. For example, the generalized Corcos’ model resulted

in overly reducing noise with sweep angle in all directions, highlighting the asymmetric pat-

tern in the spanwise direction. When the LES-based spanwise correlation length was utilized

in Amiet’s model, the level of reduced noise was found to be similar to the FW-H acoustic

analogy, particularly at higher frequencies. Hence, the inclusion of these flow physics found

in the LES could be a potential area for improvement in analytical modeling.
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6.2 Trailing-edge Morphing

6.2.1 NACA 0018 Baseline and Morphed Airfoil Configurations

A NACA 0018 airfoil along with two morphed versions, M1 and M2, are illustrated in Fig.

6.26. The morphing of these airfoils primarily occurs from x/c = 0.6 to the trailing edge.

Both morphed airfoils are designed using the PARFOIL airfoil design code [121, 122]. The

M1 airfoil features a boat-tail angle factor (∆b) of −15, whereas the M2 airfoil has ∆b = 15,

compared to the baseline airfoil (∆b = 0). Despite these differences, both morphed airfoils

share identical values for other design parameters, with the boat-tail angle measurement (XB)

at x/c = 0.9 and the predefined point for trailing-edge region (XR) at x/c = 0.3. Based

on the three PARFOIL design parameters, the thickness of morphed airfoils tmorphed(X) are

updated from the thickness of baseline airfoil tbaseline(X) with the following [121, 122]:

tmorphed(X) = tbaseline(X) +
∆b

1000

(X −XR)
4

(XB −XR)4
(X − 1)

(XB − 1)
, (6.18)

where X is the non-dimensional airfoil horizontal coordinate varying between 0 and 1. This

results in the M1 and M2 airfoils exhibiting concave and convex shapes, respectively, com-

pared to the baseline airfoil as shown in Fig. 6.26. It is important to note that the trailing-

edge region of the M1 airfoil is almost flattened that it nearly resembles a flat plate. The

infographic to estimate the boat-tail angles for the M1 and M2 airfoils is illustrated in Fig.

6.27. Since the boat-tail angle measurement point is set to x/c = 0.9, each solid line is

connected between x/c = 0.9 and the trailing edge. The angles of each line projected onto

the horizontal axis, defined as the boat-tail angles, for the baseline, M1, and M2 airfoils are

denoted as ϕ0, ϕ1, and ϕ2, which are 11.21◦, 3.25◦, and 19.18◦, respectively. The variations

of boat-tail angle are determined based on these lines, denoted as ∆ϕ1 and ∆ϕ2 for the M1
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and M2 airfoils relative to the baseline, respectively. One can notice a slight deviation of

the trailing edge for the M1 airfoil from the other two types of airfoils, resulting from the

flattened effect. The resulting values of ∆ϕ1 and ∆ϕ2 are approximately 7.96◦. Considering

the presence of a finite gap between both sides of the airfoil that causes a slight increase in

the total variation of the boat-tail angle, 2∆ϕ is estimated to be roughly 16◦. It should be

noted that both morphed airfoils are configured to have a symmetric shape, which is different

from the asymmetric designs typically explored in previous research [50–52].

Figure 6.26: NACA 0018 airfoil and two morphed airfoil (M1 and M2) configurations.

Δ𝜙1

Δ𝜙2
𝜙0

𝜙2

𝜙1

Figure 6.27: Boat-tail angle for three airfoils and the difference in the boat-tail angle for
morphed airfoils.
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6.2.2 Flow Evolution and Aerodynamic Forces

Figure 6.28 illustrates the surface pressure coefficients from LES and XFOIL for the NACA

0018 baseline and two morphed airfoils at angles of attack of 0◦ and 4◦. A favorable cor-

relation is observed between LES and XFOIL in terms of the impact of surface morphing

on these coefficients. In Fig. 6.28(a), a notable local suction peak appears at the tripping

region, followed by an adverse pressure gradient (APG) evolving downstream across all LES

cases. It is crucial to highlight that both morphed airfoils exhibit distinct patterns of neg-

ative pressure coefficient (−Cp) near the trailing edge. Specifically, the M1 airfoil shows a

lower intensity in −Cp with either a zero or favorable pressure gradient, whereas the M2

airfoil displays a higher intensity in −Cp with a more pronounced APG near the trailing

edge. These observations suggest that the modifications in curvature significantly influence

the distribution of aerodynamic loading on the airfoils, especially near the trailing edge. As

the angle of attack increases, as depicted in Fig. 6.28(b), the pressure distributions on the

suction side are profoundly affected by the local morphing at the aft of the airfoil. The

(a) (b)

Figure 6.28: Streamwise distributions of surface pressure coefficient −Cp for the three airfoil
configurations compared with XFOIL predictions at (a) α = 0◦ and (b) α = 4◦. At α = 4◦,
the thicker and thinner lines denote the suction and pressure sides, respectively.
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Figure 6.29: Drag coefficient CD, lift coefficient CL, and lift-to-drag ratio L/D for the baseline
and morphed NACA 0018 airfoils at angles of attack of 0◦ and 4◦.

M1 airfoil demonstrates a larger closed loop in −Cp, indicative of a potential increase in

lift force. Furthermore, an additional lift gain is expected beyond x/c ≈ 0.7 due to a more

pronounced closed loop. Conversely, in the same streamwise range, the −Cp curve of the M2

airfoil appears inverted, suggesting a higher suction on the pressure side near the trailing

edge compared to the suction side, which likely contributes to a reduction in lift performance.

Additionally, it is observed that the −Cp values on the suction side of the M2 airfoil before

x/c ≈ 0.7 are even lower than those of the baseline airfoil, which could potentially result

in a further loss of lift force. This detailed analysis underscores the critical role of airfoil

trailing-edge morphing in shaping aerodynamic characteristics and performance.

To evaluate the effects of morphing on aerodynamic performance, the lift and drag coef-

ficients, along with the lift-to-drag ratios, are presented in Fig. 6.29 for angles of attack at

0◦ and 4◦. The drag force of the M1 airfoil shows little deviation from that of the baseline

airfoil, despite the distinct −Cp curve observed in Fig. 6.28. In contrast, it is noteworthy

that the drag for the M2 airfoil increases by 10.13% and 8.55% compared to the baseline at

0◦ and 4◦, respectively. This increase in drag for the M2 airfoil is mainly attributed to an

increase in pressure drag due to the reduced pressure in the aft region, indicating that in-

creased airfoil thickness in morphing could negatively impact drag performance. Conversely,

the M1 airfoil exhibits a significant lift enhancement of 14.3% relative to the NACA 0018
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(a) (b)

Figure 6.30: Streamwise distributions of displacement thickness δ∗ divided by the airfoil
chord c on the suction side compared with XFOIL predictions at (a) α = 0◦ and (b) α = 4◦.

baseline airfoil, unlike the M2 airfoil, which suffers a lift reduction of 19%. As suggested by

the earlier discussion of the surface pressure curve in Fig. 6.28, the flattened shape of the

M1 airfoil has a positive impact on lift performance. This improvement is driven by higher

suction loading across the upstream suction side, supplemented by additional lift gain near

the trailing edge. Analyzing these variations in lift and drag forces, the lift-to-drag ratio

of the M1 airfoil demonstrates superior aerodynamic performance, being 13% higher than

that of the NACA 0018 baseline airfoil. Meanwhile, the M2 airfoil’s lift-to-drag ratio shows

a significant decrease of 24.8% compared to the baseline at a 4◦ angle of attack.

Figure 6.30 displays the streamwise variations in displacement thickness downstream of

the airfoil, where the effects of morphing are evident at both zero and four-degree incidence

angles. To calculate the displacement thickness, a boundary-layer thickness δ is estimated

using the local-reconstruction method proposed by Griffin et al. [175]. Notably, the two

distinct morphed shapes induce significant variations in displacement thickness, which are

found to be consistent with predictions from both LES and XFOIL. The M1 airfoil shows

193



a notable development in displacement thickness higher than the other two airfoils between

x/c ≈ 0.7 to 0.9, but it sharply decreases near the trailing edge. This reduction is attributed

to the favorable pressure gradient (FPG) effect, as observed in Fig. 6.28. The reduced

displacement thickness near the trailing edge of the M1 airfoil is advantageous for noise

attenuation, as displacement thickness is a critical parameter used to empirically predict

the wall-pressure spectrum [78]. Conversely, the M2 airfoil exhibits a substantial increase in

displacement thickness near the trailing edge, although it maintains a much lower thickness

upstream near x/c ≈ 0.7 to 0.9. This increase near the trailing edge could potentially result

in a noise penalty when compared to the baseline airfoil. These variations in displacement

thickness also become more pronounced at higher incidence angles, as illustrated in Fig.

6.30(b). The degree of variation observed at these higher angles is more significant in the

morphed airfoils than at the zero incidence angle.

Turbulence intensities (TI) developed along boundary-layer profiles are depicted in Fig.

6.31 at three selected positions along the chord of the NACA 0018 baseline and two morphed

airfoils at an angle of attack of α = 0◦. While the TI profiles of all three airfoils are similar

at x/c = 0.76, marked differences emerge at x/c = 0.916 and x/c = 0.997 due to the distinct

Figure 6.31: TI profiles at three streamwise locations for the baseline and morphed NACA
0018 airfoils at α = 0◦.

194



curvature morphing. At x/c = 0.916, where the M1 airfoil exhibits the greatest displacement

thickness among the three airfoils, as illustrated in Fig. 6.30, its TI profiles are significantly

thicker than those of the other two airfoils. Notably, near the wall, the M2 airfoil’s TI

profiles peak higher than those of the baseline. At x/c = 0.997, a location critical for

trailing-edge scattering [195], the M2 airfoil’s TI profiles are both thicker and reach a higher

peak compared to the other two cases. This pronounced increase in TI is closely associated

with the strong APG affecting the M2 airfoil at this location, as demonstrated in Fig. 6.28.

The intense turbulent flows noted in the M2 airfoil are expected to interact significantly with

the wall, potentially leading to a high wall-pressure spectrum and the resultant radiation of

high-amplitude noise. Additionally, TI profiles have been similarily developed at a 4◦ angle

of attack for both morphed airfoils, though these are not included here for brevity.

6.2.3 Near-Wall Flow and Acoustics

This section explores the near-wall flow and acoustic fields for both the baseline and mor-

phed airfoils, assessing the noise levels radiated at various observer positions. Figure 6.32

illustrates the near-wall flow and acoustic perturbations at a zero incidence angle, visualized

using the Q-criterion colored by the normalized streamwise velocity component, with the

dilatation field displayed in the background. Initially, one can observe the fully developed

three-dimensional turbulent structures, which are triggered by the quadrilateral trip wire

placed at the leading edge on both sides of the airfoil. While the flow structures and acous-

tic waveforms of the M1 airfoil appear similar to those of the NACA 0018 baseline airfoil,

a notable distinction arises near the trailing edge region. Here, the M1 airfoil maintains a
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Figure 6.32: Normalized Q-criterion (Qc2/U2
∞ = 10) colored with the normalized streamwise

velocity component (Ux/U∞) with the dilatation field (∇ · U⃗) in the background at α = 0◦

for the (a) baseline, (b) M1, and (c) M2 airfoils.

higher streamwise velocity, induced by FPG flows, which helps to limit potential flow sep-

aration. Conversely, the flow structures near the trailing edge of the M2 airfoil reveal an

extended region of APG, leading to flow separations as highlighted by the blue-colored zone.

This emphasizes the detrimental effects of thicker morphing on both the aerodynamic force

and the mechanisms of noise generation and propagation.

The radiated noise from each airfoil is evaluated using the FW-H acoustic analogy, focus-

ing on an observer positioned 10 chords away from the trailing edge at midspan, as illustrated

in Fig. 6.33. The sound spectra are depicted using A-weighted one-third octave band sound

pressure levels (SPLs) to approximate the human ear’s filtering process for sound percep-
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tion. For the M1 airfoil, noise levels are effectively reduced up to St ≈ 25 compared to the

baseline airfoil. However, beyond this frequency, a high-frequency broadband hump emerges,

suggesting that a flattened shape may increase high-frequency scattering efficiency. For the

M2 airfoil, on the other hand, remarkably reduced noise levels at Strouhal range between 10

and 40, are observed compared to the baseline. However, those noise benefits are masked by

low-frequency noise amplification seen below St ≈ 7, approximately 10 dBA up, compared

to the baseline airfoil. These phenomena are directly linked to the distinctive aerodynamic

characteristics of the M2 airfoil, including the presence of high APG, increased displacement

thickness, and separated flow regions affecting low-frequency noise, which are detailed in

Figs. 6.28, 6.30, and 6.32, respectively.

The integration of SPLs across the frequency range, defined as OASPL, is conducted for

the three airfoils at zero and four-degree incidence angles, as depicted in Fig. 6.34. It is

observed that the OASPLs for all airfoils rise with an increase in angle of attack, attributable

to more intense noise sources developing in higher non-equilibrium flows on the suction side.

At both angles of attack, the two morphed airfoils exhibit a consistent trend: a noise benefit

Figure 6.33: A-weighted one-third octave band SPLs predicted by the FW-H acoustic analogy
at an observer position, x/c = 1.0, y/c = 10.0, and z/c = 0.05.
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Figure 6.34: A-weighted OASPLs for the NACA 0018 baseline and morphed airfoils at α = 0◦

and 4◦. The difference in OASPL between the baseline and each morphed airfoil is provided
in the parenthesis.

for the M1 airfoil and a noise penalty for the M2 airfoil. A key factor in the acoustic

performance of the M1 airfoil is its ability to revert to attached stable flows, which helps

mitigate some of the increases in high-frequency noise, as detailed in Fig. 6.33. It is also

noteworthy that the noise reduction achieved by the M1 airfoil is more pronounced at 0◦

than 4◦. Conversely, the noise increment observed in the M2 airfoil is consistent despite an

increase in the angle of attack.

The analysis of far-field noise is extended from a single observer to multiple locations

by examining the directivity pattern of each airfoil scenario at a zero angle of attack, as

illustrated in Fig. 6.35. Given that the directivity pattern at an angle of attack of 4◦ is

similar to that at 0◦, it has been omitted for conciseness. The measurements are taken

using a circular microphone array with a radius of 10.0c, centered at the trailing edge in

midspan. Across both the baseline and the morphed airfoils, a similar directional shape

is observed, transitioning from a low-frequency compact dipolar source to a cardiovascular

shape embedded with multi-lobes, predominantly influenced by trailing-edge scattering up

to St ≈ 20. At St ≈ 30, irregular directivity patterns emerge, which could be attributed

to non-linear interactions between leading-edge tripping noise and trailing-edge noise [165,
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Figure 6.35: Directivity of A-weighted one-third octave band SPLs at four frequencies with
the radius of 10.0c originated from the trailing edge of each airfoil at a zero angle of attack.

195]. When compared to the NACA 0018 baseline airfoil, the M1 airfoil demonstrates noise

reduction in all directions up to St ≈ 20, yet an omnidirectional increase in noise is noted

at St ≈ 30. This suggests that high-frequency noise increase occurs uniformly across all

directions. For the M2 airfoil, significant low-frequency noise primarily manifests in the

upstream direction. However, as the frequency increases, a notable reduction in noise is

observed.
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6.2.4 Low-fidelity Noise Predictions and Evaluation of Airfoil Per-

formance at Trimmed Flight Condition

This section explores the predictive capability of different noise computation methods. The

first and second approaches employ Amiet’s model [6, 34, 35], but the WPS is obtained

differently. The first approach takes the WPS directly obtained from the LES, while the

second method determines the WPS using the empirical model. In this study, Lee’s model

[78] is employed where the model input is taken from XFOIL [123]. The third approach comes

from the Brooks, Pope, and Marcolini (BPM) empirical model [5], which is formulated from

the NACA 0012 wind tunnel database. The BPM model fundamentally consists of five

different noise sources: turbulent boundary-layer trailing-edge noise (TBL-TEN), laminar-

boundary layer vortex shedding noise (LBS-VS), trailing-edge bluntness noise, separation-

stall noise, trailing-edge bluntness vortex shedding noise, and tip vortex noise, as described in

Fig. 1.1. Here, the TBL-TEN and separation noise are only considered. These model-based

approaches are compared with the FW-H acoustic analogy.

Figure 6.36 provides SPL plots of the baseline, M1, and M2 airfoils at a zero angle of

attack, which are predicted from four different methods. Additionally, the SPL difference

referenced to the FW-H is provided in Fig. 6.36(b). For the baseline airfoil, all the approaches

show a similar spectral broadband shape. For the M1 airfoil, two Amiet’s model-based

approaches are able to predict both the occurrence of noise benefit below St ≈ 25 and the

noise penalty above that Strouhal range. However, the BPM model little presents M1’s noise

benefit. It is probably caused by the inconsistency of the highest peak frequency. For the M2

airfoil, all the model-based approaches deviate from the FW-H acoustic analogy. However,

Amiet’s model & WPS (LES) effectively captures M2’s relative acoustic performance to
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the baseline, as shown in Fig. 6.36(b). The discrepancy in SPL between the FW-H and

the model-based predictions might be attributed to the absence of non-frozen noise sources

present upstream of the trailing edge. Although the noise source at the trailing edge is crucial,

the morphed surface might induce nonlinear flow patterns, influencing WPS strengths and

phase interference among acoustic sources. These behaviors are not considered in Amiet’s

theory, where the simplified flat plate is assumed, harmonically varying the noise source

from the trailing edge to the leading edge. The BPM model also does not account for this

localized morphing effect. Furthermore, the spanwise correlation length between the baseline

and morphed airfoils is the same since Corcos’ model is a function of convective phase speed.

However, the surface curvature effect, particularly when the trailing edge is blunt, nonlinear

(a)

(b)

Figure 6.36: One-third octave band SPL for the baseline, M1, and M2 airfoils at α = 0◦

predicted through four different approaches at a microphone positioned at x/c = 1.0, y/c =
10.0, and z/c = 0.05: (a) SPL and (b) ∆SPL.
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flow behaviors could affect the spanwise correlation length, a critical noise source term in

Amiet’s model, resulting in the accuracy of the radiated noise level.

Figure 6.37 provides SPL and ∆SPL plots similar to Fig. 6.36, while being measured at

α = 4◦. A notable difference, when compared to the zero angle of attack, is discrepancies in

both SPL and ∆SPL between model-based approaches and FW-H acoustic analogy. Since

flows are more driven by APG with the possible separation near the trailing edge at a

higher incidence angle, the model uncertainty arising from unsteady flows and underlying

assumptions in acoustic models could lead to more discrepancy to the FW-H acoustic analogy

than what was observed at α = 0◦.

Figure 6.38 shows the OASPLs from four prediction methods for the baseline and mor-

(a)

(b)

Figure 6.37: One-third octave band SPL for the baseline, M1, and M2 airfoils at α = 4◦

predicted through four different approaches at a microphone positioned at x/c = 1.0, y/c =
10.0, and z/c = 0.05: (a) SPL and (b) ∆SPL.
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(a)

(b)

Figure 6.38: OASPL for the baseline, M1, and M2 airfoils predicted through four different
approaches: at (a) α = 0◦ and (b) α = 4◦. The difference in OASPL between the baseline
and each morphed airfoil is provided in the parenthesis.

phed airfoils at α = 0◦ and 4◦. OASPL is integrated over the Strouhal range between 4 and

30. At both angles of attack, the model-based approaches effectively predict the noise benefit

and penalty observed in M1 and M2 airfoils, respectively. However, the trend of increased

noise with higher angles of attack is not observed in Amiet & Sqq(XFOIL+Lee’s model) and

BPM model, while Amiet & Sqq(LES) does not capture this trend only at M2’s airfoil.

Lastly, the baseline and morphed airfoils’ aerodynamic and aeroacoustic performances

are evaluated at the trimmed flight condition for practical applications. XFOIL-based aero-

dynamic maps are first constructed to find the trimmed flight condition. Here, the trimmed
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Figure 6.39: XFOIL-based aerodynamic forces including lift coefficient, drag coefficient, and
lift-to-drag ratio for the baseline, M1, and M2 airfoils. The filled circle (baseline airfoil) and
filled square (morphed airfoils) indicate the points at the trimmed angle of attack.

Table 6.2: Angles of attack for the baseline, M1, and M2 airfoils at the trimmed flight
condition.

Targeted trimmed condition CL=0.3926

Baseline Airfoil αtrim=3.0◦

M1 Airfoil αtrim=2.701◦

M2 Airfoil αtrim=3.663◦

Figure 6.40: A-weighted OASPLs for the NACA 0018 baseline and morphed airfoils at the
trimmed flight condition. The difference in OASPL between the baseline and each morphed
airfoil is provided in the parenthesis.

angle is defined when all the airfoils’ lift forces are set to hold the same value of 0.3926. Thus,

a trimmed angle of attack can be calculated on the CL-α curve, as shown in Fig. 6.39. The
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resulting trimmed angle of attack on each airfoil is tabulated in Table 6.2. At this trimmed

flight condition, M1’s airfoil is much more performant than the other two airfoils, indicating

lower drag force and higher lift-to-drag ratio. When the OASPL is calculated using Amiet &

WPS (XFOIL + Lee’s model), M1’s OASPL is 2.4 dBA lower than the baseline while M2’s

OASPL shows a slight increase than the baseline airfoil. This highlights the advantages of

concave geometry in enhancing both aerodynamic and aeroacoustic performances, as well as

the ease of airfoil design due to its simplified configuration.

6.2.5 Summary

This section explored the effects of curvature trailing-edge morphing of a NACA 0018 airfoil

on the aerodynamics and aeroacoustics, specified at a Reynolds number of 6× 105, a Mach

number of 0.088, and angles of attack of 0◦ and 4◦. The airfoils were morphed symmetrically

into two distinct shapes: a concave shape (M1) and a convex shape (M2), each parameterized

by the boat-tail angle with minor adjustments to other design parameters.

The M1 airfoil demonstrated enhanced performance in both aerodynamics and aeroa-

coustics. It exhibited a notable 14.3% increase in lift force with minimal changes in drag

force, leading to an improvement in the lift-to-drag ratio by 13.2% compared to the baseline

airfoil. This superior performance is attributed to the concave morphing of the airfoil, which

promotes stable attached flows driven by FPG. Additionally, this morphing led to enlarged

suction forces across the entire suction side of the airfoil, especially at a non-zero angle of

attack. These aerodynamic benefits were accompanied by a reduction in noise levels, with

the M1 airfoil achieving up to a 2 dBA decrease compared to the baseline, according to
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the findings from the FW-H approach. This noise reduction occurred despite the presence

of high-frequency humps, indicating that the concave morphing not only enhances lift but

also contributes to more effective noise management. This combination of improved lift and

reduced noise underscores the dual benefits of the M1 airfoil’s design, making it a compelling

option for applications where both aerodynamic efficiency and noise mitigation are critical.

In contrast, the performance of the M2 airfoil deteriorated in both aerodynamics and

aeroacoustics compared to the baseline airfoil. The primary cause of this degradation was the

development of APG flows, which led to localized flow separations. This aerodynamic feature

was pivotal in amplifying the low-frequency noise, which is a significant characteristic of the

M2 airfoil’s noise profile. Although there was a notable reduction in high-frequency noise

levels, OASPL increased by up to 2.4 dBA. Additionally, the aerodynamic performance of the

M2 airfoil suffered, as evidenced by a 24.8% decrease in the lift-to-drag ratio. This reduction

highlights the negative impact of APG-induced flow separations, which compromise the

airfoil’s efficiency and noise characteristics.
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Chapter 7

Concluding Remarks

This thesis has explored the fundamental mechanisms governing airfoil noise generation

and reduction within turbulent boundary layer flows using large-eddy simulations. This

chapter provides a summary of the research findings. It also highlights key contributions,

recommendations for future work, and a list of publications.

7.1 Summary of Research Findings

• Wavelet-based Pressure Decomposition

To keep track of the true physics of noise source and propagation in the numerical simu-

lations, coherent or denoised pressure was isolated by filtering out the incoherent pressure or

background noise using a wavelet filtering based on the recursive denoising algorithm. The

denoised pressure had a few but high wavelet coefficients and represented physical phenom-

ena such as hydrodynamic wavy structures advecting along the wall and sound scattering

mechanisms near the tripping region and trailing edge. On the other hand, the contribution

of the background noise to the original pressure was found to be primarily dominant at high

frequencies, with lower wavelet coefficients or sound spectrum levels. The effect of denoising
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was found to be noticeable near the tripping and trailing-edge regions where background

noise was mostly produced. The underlying reasons for this effect were deduced as the diffu-

sive, homogeneous, and random motion characteristics of turbulence filtered from turbulent

flows, or insufficient grid resolution. It was shown at the far-field acoustic spectra that the

background noise is dominant at high frequencies despite having a negligible sound ampli-

tude. The PDF shape of denoised pressure was off the Gaussian distribution in the positive

tail, demonstrating that the acoustic pressure on wall-bounded flows at a low Mach num-

ber could not be solely filtered with the Gaussian assumption. Overall, the wavelet-based

pressure decomposition method has potential benefits for airfoil noise simulations. Firstly,

it can effectively filter out background noise, revealing only the physically significant noise

sources and sound propagation. Secondly, the threshold level or topology of the background

noise may provide insight into the adequacy of grid resolution in the presence of small-length

scales of turbulent flows.

• Fourier-based Pressure Decomposition

To elucidate the complexity of trailing-edge noise generation and propagation within tur-

bulent boundary layer flows, wall pressure was decomposed into hydrodynamic and acoustic

pressures through Fourier-based filtering. In parallel, incident and scattered pressures were

analyzed based on Amiet’s theory and analytical formulations. The hydrodynamic pressure

source was found to arise from streamwise turbulent streaks along the wall, with phase veloc-

ities close to the convective speed. These turbulent structures exhibit incoherence between

adjacent turbulent eddies, resulting in highly oscillatory phase variations, which give rise to

non-propagating or evanescent waves. Consequently, the far-field noise radiated from the hy-
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drodynamic pressure remained significantly lower than that of the decomposed acoustic com-

ponent. Despite acting as inherently pseudo-sound sources, hydrodynamic pressure played

a crucial role in generating acoustic pressure, primarily through interactions with spanwise-

coherent turbulent structures near the trailing edge. On the other hand, the acoustic pressure

revealed efficient propagation at nearly the speed of sound, with its spectral characteristics

primarily associated with the effects of spanwise turbulent coherent structures. Despite the

significantly lower magnitude, it played a predominant role in shaping far-field sound spectra.

This predominance could be attributed to the in-phase behavior of the acoustic pressure,

which was particularly pronounced in the case of compact dipolar sources at lower Strouhal

numbers. Even at higher Strouhal numbers, the in-phase tendencies persisted within the

streamwise correlation length, facilitating efficient sound propagation across the entire fre-

quency range. In contrast, when comparing Amiet’s theory with acoustic pressure, subtle

disparities in their physical properties emerged. Amiet’s theory relied solely on the wall-

pressure spectrum in close proximity to the trailing edge, incorporating phase information

from the integration of turbulent flows governed by the frozen turbulent gust assumption.

This work, which delineates the distinct roles of hydrodynamic incident pressure and acoustic

scattered pressure, is anticipated to make a substantial contribution to our understanding

of scattering phenomena related to broadband trailing-edge noise in wall-bounded flows.

• Effect of Boundary-layer Tripping on Airfoil Noise

In-depth investigations were performed to understand the sound generation and propa-

gation mechanisms of airfoil noise under two different numerical tripping models: (1) stair

strip and (2) suction and blowing. The natural transition was scrutinized as a comparative
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baseline, and all the cases were simulated at a Reynolds number of 4× 105, a Mach number

of 0.058, and an angle of attack of 6.25◦. As turbulent boundary layers developed on the

suction side following the flow transition, the primary acoustic source in all cases was the

scattering of hydrodynamic coherent structures by the trailing edge. This noise was detected

as an antisymmetric wave and multi-lobe pattern at frequencies between St = 15 and 30,

particularly intense within 10% of the airfoil chord near the trailing edge. However, the

installation of tripping mechanisms introduced additional acoustic source phenomena. A

common feature of tripping installations was the tonal peak around St = 7.5 due to vor-

tex shedding. This far-field noise correlated with the spanwise coherent phase on the wall,

meeting the necessary condition for tonal noise emission. Moreover, distinct noise mecha-

nisms were discovered in the stair strip and the suction and blowing scenarios. In the stair

strip scenario, the interaction between LSB and tripping amplified LSB broadband noise,

with a high-frequency quasi-tonal peak. This noise amplification occurred in all azimuthal

directions and peaked at St = 45, with a distinct additional oval shape in the downstream

direction. In contrast, in the suction and blowing scenario, the spanwise coherent T-S waves

and the presence of a separation bubble disrupted both velocity and pressure fields near

the trailing edge on the airfoil pressure side. The acoustic radiation was characterized by

a dipolar directivity pattern and an overall increase in SPL in a harmonic manner, being

called laminar boundary layer vortex shedding noise. Comprehensive descriptions of flow

phenomena, which draw connections from aerodynamic flow quantities as near-wall acoustic

sources to far-field noise, are believed to be essential. This work will be useful for accu-

rate predictions of airfoil noise, the development of innovative tripping mechanisms, and the

analysis of flow-induced noise sources in comparable flow regimes.
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• Cross-spectrum Method for Acoustic Source Identification and Visualization

To identify the origin of noise sources and understand sound production mechanisms, a

cross-spectrum method with three distinct formulations − Sxxexp(iϕxy), Sxy, and Sxy−Sxx −

was proposed. The formulation Sxy−Sxx in both linear and logarithmic scales has been found

to be highly effective in extracting sound magnitude and phase characteristics, providing

detailed coherent turbulent convection near the wall and the propagation of acoustic waves

originating from both the leading and trailing edges. The cross-spectrum method has shown

its potential by detecting the acoustic source and propagation that are on par with or surpass

those of DMD and SPOD modes. A crucial aspect to consider when using this method is

its reliance on the chosen reference point. This reliance underscores the importance of

conducting a preliminary assessment of flow characteristics at each potential reference point

to ensure the accuracy of physical interpretations. For instance, arbitrarily placing the

reference point—especially when users are unaware of potential noise sources—can lead to

discrepancies in near-field sound magnitude variations (as derived from the cross-spectrum

method) across frequencies, compared to the far-field sound spectrum obtained from the

FW-H formulation. However, the flexibility to position the reference point anywhere, such

as near the leading edge or trailing edge, enables the identification of the dominant acoustic

source at specific frequencies. This strategic placement can be instrumental in isolating and

analyzing specific aerodynamic noises. The cross-spectrum method is free of matrix-size-

dependent calculation because of its simple algorithm for calculating the power spectrum at

a single point. This aspect renders the cross-spectrum method more efficient and practical,

especially for practitioners dealing with large-scale datasets or complex systems.
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• Airfoil Noise Mitigation With a Sweep Angle

The flow and acoustic fields were analyzed to examine governing mechanisms of noise

mitigation when the flow was misaligned, equal to the flow physics in the swept airfoil.

Amiet’s swept trailing-edge noise theory was additionally employed to cross-examine it with

numerical results. The flow misalignment was found to reduce noise compared to the straight

airfoil, but the extent of noise reduction magnitude across the broadband range did not

correlate with simply reducing the Mach number in the absence of spanwise crossflow. The

flow misalignment generated the spanwise anti-phase coherent flow convection. This was

the main driver for increasing the destructive interference in both chordwise and spanwise

directions, ultimately reducing radiation efficiency across the entire frequency range. The

generation dispersion relation between convective phase speed, wavenumber, and angular

frequency accounting for the sweep angle was derived, which was utilized to show the reduced

hydrodynamic WPS with misaligned flow. When misaligned flow was considered in Amiet’s

model, the destructive interference was found to be a distinct pattern related to the reduced

noise with increasing flow misalignment. However, the spanwise phase interference observed

in the LES was absent in the analytical approach. This work, which scrutinizes the noise

reduction mechanism achieved through misaligned flow, is anticipated to make a significant

contribution to designing a novel device to attenuate airfoil broadband noise. As misaligned

flow is a simplified flow pattern observed in serrated geometries and the straight but rotating

blade undergoing the Coriolis effect, this work is anticipated to be utilized to understand

more complex flow and acoustic fields. Additionally, discovered flow physics, such as the

behavior of spanwise coherent flows and phase topologies with the generalized dispersion

relation, is anticipated to advance the physics-based analytical modeling.

212



• Airfoil Noise Mitigation With Trailing-edge Morphing

The effects of trailing-edge morphing on the aerodynamic and aeroacoustic performances

were studied at a Reynolds number of 6×105, a Mach number of 0.088, and angles of attack

of 0◦ and 4◦, respectively. The baseline configuration was a NACA 0018 airfoil, which was

morphed symmetrically into two distinct shapes: a concave shape (M1) and a convex shape

(M2), each parameterized by the boat-tail angle. The M1 airfoil demonstrated enhanced

performance in both aerodynamics and aeroacoustics. Its superior performance is attributed

to the concave morphing of the airfoil, which promotes stable attached flows driven by FPG,

reducing OASPL by up to 2 dBA compared to the baseline. The concave morphing not

only reduced noise but also improved lift performance, making it a compelling option for

applications. On the other hand, the M2 airfoil showed deteriorated performance in both

aerodynamics and aeroacoustics compared to the baseline airfoil. The primary cause of the

degradation was the development of APG flows and subsequent localized flow separations

developed under a convex shape near the trailing edge. The flow feature influenced the am-

plification of the low-frequency noise, which is a significant characteristic of the M2 airfoil’s

noise profile. Consequently, OASPL was found to increase up to 2.6 dBA although noise

reduced at high frequencies. Aerodynamically, the M2 airfoil showed a 24.8% decrease in

the lift-to-drag ratio. This emphasizes that the convex shape induces APG-induced flow

separations, negatively impacting aerodynamic efficiency and noise characteristics. The lo-

calized morphed effect affected the accuracy of the low-fidelity noise predictions compared

to the FW-H acoustic analogy. In the trimmed flight condition, M1’s airfoil performance

in aerodynamics and aeroacoustics was much more performant than the baseline and M2

airfoils.
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7.2 Contributions

This thesis advances our understanding of flow physics governing airfoil noise production and

mitigation under turbulent boundary layer flows. The key contributions from each research

work are summarized as follows:

• Unveiled purely physical aspects of airfoil noise generation and propagation in numeri-

cal simulations by identifying and eliminating numerical or background noise using the

wavelet denoising algorithm.

• Uncovered distinct characteristics of hydrodynamic (incident) and acoustic (scattered)

pressures on the wall, near the wall, and at the far field using the wavenumber-frequency

decomposition.

• Clarified complex aerodynamic and aeroacoustic phenomena on different transition

mechanisms characterized by boundary-layer tripping under APG flows.

• Presented cross-spectrum method capable of visualizing acoustic source and propaga-

tion while simultaneously providing the spectral magnitude and phase topologies.

• Revealed the noise reduction mechanisms when the flow is misaligned by discovering

critical flow physics and suggested the possible improvements of model-based prediction

accuracy.

• Studied morphed airfoils and attenuated noise levels while improving lift force by clar-

ifying the flow features impacting aerodynamic and aeroacoustic performances.
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7.3 Recommendations for Future Work

• Leverage the wavelet technique to isolate acoustic pressure in airfoil noise

If statistical or spectral characteristics of acoustic pressure are identified, the wavelet

technique can be utilized to isolate acoustic pressure from the wall-bounded turbulent flows.

This idea has never been approached, so it has significant research potential. It is expected

to enhance the understanding of near-wall acoustic physics involving propagation within

turbulent flows.

• Consider spanwise wavenumber in wavenumber-frequency decomposition

This thesis applied the wavenumber-frequency decomposition in the streamwise direction

only. If the spanwise wavenumber is incorporated in the decomposition, it is expected to

enhance our understanding of the noise reduction mechanisms by directly quantifying hy-

drodynamic and acoustic pressures under both streamwise and spanwise varying flows. This

can be utilized in more complex airfoil geometry, such as serrated airfoils.

• Apply the sweep angle and morphed effect to the blade with rotational motion.

The sweep angle can be applied to the rotating blade. It was verified that radiation

efficiency is alleviated across the misaligned flow in the swept airfoil, which can be utilized

to mitigate various noise sources, including blade-wake interaction, blade-vortex interaction,

and so on. When the blade is designed with the addition of a sweep angle and morphed

(concave) shape, significant noise reduction is expected in all aerodynamic vehicles with

lifting body configurations.
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Appendix A

Amiet’s Trailing-edge Noise Theory

with Straight Flows

Amiet [6, 34, 35] developed a model for trailing-edge noise in uniform flow, considering a flat

plate or a thin airfoil within a source coordinate system (X, Y, Z). Each axis coordinate is

normalized by half the chord length, denoted as b, oriented in the streamwise, spanwise, and

wall-normal directions. The airfoil streamwise extends from −2 to 0, and the origin of the

source coordinate is at the trailing edge. The incident pressure field upstream of the trailing

edge in the frequency domain is represented as follows:

go(X, Y, ω) = e−i(αK̄X+K̄2Y )+ϵαK̄X , (A.1)

where α = U∞/Uc, K̄ = Kb with K = ω/U∞, K̄2 = K2b with K2 = ωy/(coSo). Here, S0 is√
x21 + β2(x22 + x23) for the observer located at (x1, x2, x3), β

2 = 1−M2,M = U∞/co, co is the

speed of sound, and ω is the angular frequency. The parameters U∞ and Uc are the freestream

velocity and turbulence convection velocity, the latter approximately being 0.8U∞, consistent

with the wavenumber-frequency decomposition (Sec. 2.3.2). In this paper, K2 = 0. The

parameter ϵ is used as an exponential convergence factor, designed to maintain the incident
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pressure at the trailing edge while causing it to exponentially diminish towards the leading

edge [35, 139]. In this context, the value of the exponential convergence factor ϵ is set to 0.01.

Importantly, the ultimate solution produced by Amiet’s model is not significantly affected by

the specific choice of this value. The scattered pressure is determined using Schwarzschild’s

solution, which satisfies the Kutta condition, and it is expressed as follows:

gs(X, Y, ω) = e−iαK̄X [(1 + i)E∗(−[αK̄ + κ̄+Mµ̄]X)− 1], (A.2)

where E∗ is the complex error function defined as:

E∗(x) =

∫ x

0

e−it

√
2πt

dt = C2(x)− iS2(x). (A.3)

In this equation, C2 and S2 are Fresnel integrals [141]. Here, κ̄
2 = µ̄2− K̄2

2

β2 with µ̄ = K̄M/β2.

A.1 Aeroacoustic Transfer Functions

The aeroacoustic transfer function is derived by integrating the incident pressure and the

scattered pressure from the leading edge to the trailing edge, utilizing the following equation:

L(x⃗, ω) =
∫ 0

−2

g(X, Y, ω)e
−iµ̄

(
M− x1

S0

)
X
dX, (A.4)

where x⃗ denotes the vector of the observer coordinate system.

The aeroacoustic transfer function for the incident pressure is given by

Lo(x⃗, ω) = −
1

4iC
, (A.5)

where C = K̄1 − µ̄
(
x1
S0
−M

)
.
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The exact solution of the aeroacoustic transfer function for the scattered pressure can be

obtained as

Ls(x⃗, ω) = −
e2iC

iC

(
(1 + i)e−2iC

√
B

B − C
E∗[2(B − C)]− (1 + i)E∗[2B] + 1− e−2iC

)
,

(A.6)

where B = K̄1 +Mµ̄+ κ̄ with K̄1 = αK̄.

A.2 Far-field Acoustic Spectrum

The computation of the far-field acoustic spectrum radiated by the sound source is accom-

plished through the cross spectrum of Curle’s acoustic analogy [87], which relates it to the

surface pressure fields. The far-field spectrum at the observer location is expressed as follows:

Spp(x⃗, ω) = 4

(
KMx3b

2πS2
0

)2
S

2
|Lo + Ls|2ly(ω, ky)Sqq(ω), (A.7)

where S stands for the airfoil span and Sqq is the wall pressure spectrum near the trailing

edge. The parameter ly is the spanwise correlation length near the trailing edge, which is

calculated by Corcos’ model [218] as follows:

ly(ω, ky) =
ω/(bcUc)

k2y + ω2/(bcUc)2
, (A.8)

where bc = 1.0 in this paper. It is worth noting that Eq. (A.7) yields a magnitude that is

four times that of Amiet’s original model [34]. This is because the scattering taking place

on one side of an airfoil affects both sides [81, 142]. However, it is important to recognize

that the incident field should not be influenced by the trailing-edge boundary condition or

the Kutta condition. To address this, Li and Lee [11] introduced a correction to Eq. (A.5),

dividing it by a factor of four. This modified equation is utilized in our analysis.
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Appendix B

Sensitivity of Different Wavelet

Kernels

In order to demonstrate that the results presented in the paper are independent of the choice

of wavelet kernels, three different wavelet kernels are tested on the suction side of the airfoil

at x/c = 0.99: Daubechies-12, Coiflets-5, and Symlets-8. Figure B.1 shows that different

levels of iterations are observed in the convergence rate depending on the choice of wavelet

kernels. However, all the kernels ultimately converge to the same order of the ratio of the

number of incoherent wavelet coefficients to the total number of wavelet coefficients and

threshold level. The number of iterations, converged ratio, and threshold level are tabulated

in Table B.1 for the three different wavelet kernels.

Table B.1: The number of iterations, converged ratio, and threshold level for different wavelet
kernels.

Wavelet kernel Iterations Nw,i/Nw,tot Threshold level

Daubechies-12 14 0.969754 0.148615

Coiflets-5 11 0.969336 0.148018

Symlets-8 11 0.968839 0.148216
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(a) (b) (c)

Figure B.1: Convergence of the ratio of the number of incoherent wavelet coefficients to the
total number of the wavelet coefficients and the threshold level measured on the suction side
of the airfoil at x/c = 0.99 for different wavelet kernels: (a) Daubechies-12, (b) Coiflets-5,
and (c) Symlets-8.

The polar evolution of PDFs for the different wavelet kernels at x/c = 0.99 is plotted in

Fig. B.2. It is shown that the statistical characteristics previously presented for decomposed

pressures remain independent of the wavelet kernel chosen. Figure B.3 displays the wall

pressure spectra using the different wavelet kernels at x/c = 0.99. It is shown that both the

magnitude of the decomposed pressures and the transition of energy spectral contribution

between coherent and incoherent pressures are independent of the choice of wavelet kernel.

(a) (b) (c)

Figure B.2: Polar evolution of PDFs for the original, coherent, and incoherent pressures
with standard distribution at x/c = 0.99 for different wavelet kernels: (a) Daubechies-12,
(b) Coiflets-5, and (c) Symlets-8.
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(a) (b) (c)

Figure B.3: Wall pressure spectra of the original, coherent, and incoherent pressures calcu-
lated from the wavelet-based decomposition at x/c = 0.99 using different wavelet kernels:
(a) Daubechies-12, (b) Coiflets-5, and (c) Symlets-8.
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Appendix C

Empirical Correlation Model

The Smol’yakov model [169] is formulated under as

lx(ω) =
Uc
αxω

A−1, (C.1)

with

A =

[
1− βUc

ωδ∗
+

(
βUc
ωδ∗

)2
]1/2

. (C.2)

Here, αx=0.124 and β=0.25. The convection velocity is defined as

Uc(ω)

U0

=
1.6ωδ∗/U0

1 + 16(ωδ∗/U0)2
+ 0.6. (C.3)

The displacement thickness, δ∗, is calculated from the LES at x/c = 0.996.

Figure C.1 illustrates the streamwise correlation lengths for integration along the resolved

flow field, as expressed in Eq. (3.7), and the Smol’yakove model. The agreement between

these two models validates the current integral approach for calculating the correction length

under non-homogeneous turbulent flows over the finite chord.
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Figure C.1: Streamwise correlation lengths for Eq. (3.7) and Smol’yakov model.
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Appendix D

Statistical Equilibrium of Flow

Snapshots for DMD Analysis

The discrete-time eigenvalues associated with frequencies of interest are depicted on a unit

circle in Fig. D.1. A zero real part of the eigenvalue, namely St ≈ 0, represents the

stationary mode, indicating that the flow field is neither growing nor decaying over time

[162]. The stationary DMDmode is contrasted with the time-averaged pressure field for three

cases to confirm that the sampled flow snapshots are in a state of statistical equilibrium, as

demonstrated in Fig. D.2. The pressure field of the stationary mode, represented by the

eigenvector, is a different quantity from the time-averaged pressure profile, so color scales

are excluded for a qualitative comparison. The time-averaged pressure field demonstrates

strong suction over the leading-edge curvature on the suction side, while the stagnation

point is positioned near the leading edge on the pressure side. This is quite similar to the

stationary DMD mode for the three cases, thus verifying that the number of flow snapshots

is adequate for calculating eigenvalues and DMD modes [162].
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Figure D.1: Eigenvalues of DMD modes for three cases.

(a)

(b)

Figure D.2: (a): Time-averaged pressure field and (b): stationary DMD mode, St ≈ 0. The
blue and red colors denote the lower and higher values, respectively. The left, mid, and right
columns denote the stair strip, suction and blowing, and natural transition, respectively.
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