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Abstract. Topological insulators have been shown to exhibit strong and long-lived surface photovoltages when excited by an infrared pump. The ability to generate long-lived potentials on these surfaces provides opportunities to manipulate the spin-momentum locked topological surface states. Moreover, the photo-induced nature of this effect allows for localized excitation of arbitrary geometries. Knowing precisely how these potentials form and evolve is critical in understanding how to manage the effect in applications. The uniqueness of the photoemission experimental geometry, in which the photoelectron must traverse the induced surface field in vacuum, provides an interesting probe of the electric dipole shape generated by the surface photovoltage. In this study, we are able to match the observed decay of the geometric effect on the photoelectron to an essential electrodynamics model of the light-induced dipole thereby tracking the fluence-dependent evolution of the dipole geometry. By utilizing a standard time-resolved angle-resolved photoemission experiment, we are able to determine real-space information of the dipole while simultaneously recovering time-resolved band structure.
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Introduction

The negative-delay spectra in time and angle-resolved photoemission spectroscopy (T-ARPES), in which the photoemitting probe arrives before the pump, are typically used to characterize equilibrium band structure [1–5]. However, in situations in which the pumped non-equilibrium state hosts a time-dependent electric field, the negative delay exhibits non-equilibrium behavior that is dependent on the magnitude, timescale, and, most importantly, the geometry of the excitation [6–8].

An example of a pump-induced excitation that results in a time-dependent electric field is the surface photovoltage (SPV) effect [6, 9–11]. An SPV forms in a semiconducting system that exhibits bulk-to-surface band bending. In-gap states at the surface facilitate a charge redistribution between the surface and bulk in order to establish a flat chemical potential. This results in a non-uniform charge distribution and therefore an internal electric field that bends the surface bands. Upon illumination, photoexcited charges cancel the internal field, reversibly reducing the band bending [12–13].

The necessary ingredients for an SPV are a Fermi level in the bulk gap and in-gap surface states [12–13]. Topological insulators are ideal SPV candidates. They host topologically-protected in-gap surface states and are bulk-insulating as long as they are doped into the bulk gap [14–17]. In recent years, many topological insulator systems have been reported to exhibit SPVs via T-ARPES [9–11]. During the topological SPV excitation, the surface band bending is mitigated driving a potential difference between the spin-momentum locked surface states inside and outside the excited regions on the surface. This phenomenon opens doors for possible applications such as light-induced spin-current switches or a means to drive localized spin-currents [18–20].

The pump-induced SPV can be measured directly with T-ARPES [6, 8–11]. Upon illumination, the band structure rigidly shifts as the non-equilibrium chemical potential tracks the band bending reduction. For positive delays (in which the probe arrives progressively later after the pump) the excitation decays and the band structure shift diminishes. Naively, one would expect the negative delay to exhibit only equilibrium behavior. However, at negative delays near temporal overlap at delay = 0 ps, the band structure is also shifted and this shift decays at further negative delays. This phenomenon is due to the ARPES geometry, in which the photo-emitted electron must
propagate through vacuum to the detector. At negative delays, the photoelectron is emitted first, the pump arrives after the delay time, and the generated field provides an impulse to the traveling electron which shifts the observed binding energy. In this way, the negative delay is governed by the generated electric field shape in vacuum which is in turn determined by the shape of the generated dipole [6-8].

In this study we examine the fluence-dependent SPV dipole evolution in Bi$_2$Se$_3$. We employ the negative-delay electric field model developed by Yang et al [6], but with non-Gaussian dipoles and demonstrate that the negative delay is an effective region for determining dipole geometry in T-ARPES experiments.

Results

We start our study by examining the difference in pump–probe excitations between bulk-conductive (Fermi level doped into the bulk-conduction band) and bulk-insulating (Fermi level doped into the bulk gap) Bi$_2$Se$_3$ bulk crystals. The bulk-insulating Bi$_2$Se$_3$ have been bulk-doped with magnesium to establish an in-gap Fermi level. We utilized 800 nm pump pulses with $\sim$150 fs pulse duration. Figure 1 demonstrates the markedly different behavior between these two systems. The cartoons in figure 1(a) illustrate the difference in doping between the two samples. In the bulk-insulating case (lower cartoon), the Fermi-level is in the bulk gap (bands deep in the bulk shown in light grey), and the bulk bands at the surface (dark grey) as well as the topological surface state (red and blue) are shifted downward by band bending. This can be seen by the offset of the bulk valence band in light grey and the surface valence band in dark grey. Figure 1(b) displays the pumped behavior of the respective systems. The equilibrium Fermi level was determined with the pump blocked. In the bulk-conductive case, all pump-induced excitation is contained within 10 ps after the pump pulse and no rigid shift of the bands can be observed. In the bulk-insulating case, a rigid shift of the bands occurs at all delays and is maximal at delay $= 0$ ps, continuing well beyond 750 ps. This is even more clear in figure 1(c). Only a single 10 ps step at delay $= 0$ is excited in the bulk-conductive samples. The bulk-insulating samples exhibit chemical potential shifts that decay in both the negative-delay direction and in the positive-delay direction. These spectra were taken with a fluence of approximately 30 $\mu$J cm$^{-2}$. At this fluence the SPV decay (decay in the positive delay) takes on a two-exponential form with time constants of approximately 50 ps and 5 ns.

We turn our attention to fluence-dependent measurements on the bulk-insulating Bi$_2$Se$_3$ in order to investigate effects on the negative delay. Figure 2 summarizes the negative-delay fits as a function of fluence as well as an explanation for the negative-delay profile. Figure 2(a) presents Fermi edge fits to the momentum-integrated delay profiles at multiple fluences and represents the chemical potential shift as a function of delay. The fitting function consists of a Fermi–Dirac distribution multiplied by the sum of a Lorentzian and an affine background. By fitting the chemical potential shifts in the negative delays to an exponential for each fluence we generate figure 2(b), negative-delay time constants as a function of fluence. As the fluence increases, the negative-delay time constants increase as well.
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Figure 1. Doping specific SPV generation in Bi$_2$Se$_3$. (a) Cartoon band structures for bulk-conductive and bulk-insulating Bi$_2$Se$_3$. The insulating films exhibit band bending, shifting the surface conduction and valence bands in dark grey and the topological surface state (TSS) in red and blue. The light grey shape depicts the unshifted bulk valence band. The bulk-conductive sample experiences no band bending as illustrated by no shifting of the conduction band. (b) ARPES spectra at delays $-100$ ps, $0$ ps, and $750$ ps demonstrating that only the bulk-insulating samples experience long-lived rigid shifts both in positive and negative delay. (c) Momentum-integrated spectra versus delay. The bulk-conductive sample relaxes within $10$ ps where as the bulk-insulating film exhibits a long forward decay and a shorter decay in the negative delay.
Figure 2. Fitting the negative-delay profiles. (a) Fermi energy fits to momentum-integrated delay profiles at fluences between 0.2 and 7.0 $\mu$J cm$^{-2}$. The red lines correspond to exponential fits to the negative-delay features. (b) Time constant of negative-delay exponential fits versus fluence displays positive trend, grey region is a guide to the eyes. (c) Comparison between pump–probe dynamics between negative delays and positive delays. Grey arrows correspond to chronological order of events. (d) Three electrons demonstrate three separate negative delays at the moment of pump excitation. The width of the red-shaded region depicts the electric field strength along the propagation axis. Electrons at larger negative delays sample further segments of the electric field profile.

Figure 2(c) compares the pump–probe interaction between the negative-delay and positive-delay regimes. The positive delay response, in which the pump arrives on the sample at a delay $\tau$ before the probe, is most intuitive. In this paradigm, the pump arrives and generates an SPV induced electric field at the surface. At a time $t = \tau$ after the pump, the probe arrives and photoemits an electron. With a sufficiently long SPV lifetime, the electron is effectively photoemitted from a non-grounded plane with a voltage equal to the SPV at the measured delay, mapping the SPV-decay profile [6–8]. In the case of negative delays, the photoelectron is emitted first, and after time $t = |\tau|$ the pump arrives. By the time the pump arrives, the electron is $z = v|\tau|$ away from the sample surface, where $v$ is the propagation speed. Therefore, the electron experiences the SPV electric field from a distance as determined by the negative-delay value [6–8]. Figure 2(d) demonstrates how three electrons representing three different negative-delay values experience the initial SPV excitation. The
width of the red-shaded region corresponds to the strength of the electric field along the propagation axis at a given distance from the sample surface. Each electron samples a different portion of the SPV electric field as they travel to the detector, ultimately leading to a backwards decay profile in the negative-delays of figure 2(a).

Since the negative-delay effect is a result of the photoelectron experiencing the SPV field while enroute to the detector, the SPV-decay time constant might play a role in the fluence dependence of the negative-delay profile, since this would affect the time profile of the observed field. To address this issue, we utilize the model from Yang et al [6], which calculates the energy shift of the photoelectron due to a pump-induced dipole. The energy shift at each negative delay ($\Delta E(\tau)$) is determined by integrating the electric field across the path of the photoelectron, parameterized in time.

$$\Delta E(\tau) = -ev \int_{0}^{\infty} \varepsilon(v(t + |\tau|), t) dt.$$  \hfill (1)

Here, $\varepsilon$ is the electric field intensity as a function of space and time and is assumed to have the same time-dependence as the measured SPV decay, such that $\varepsilon(t) \propto e^{t/\tau_{SPV}}$.

The spatial portion of the electric field is determined by directly integrating a given spatial dipole distribution ($p(x, y)$) and only considering normal emission ($\hat{z}$). The electric field along $z$ is given by:

$$\varepsilon(z) \sim \int dx dy \left( \frac{3(p(x, y) \cdot \hat{r})\hat{r} - p(x, y)}{r^3} \right) \cdot \hat{z}$$  \hfill (2)

where $\hat{r}$ is the vector pointing from a point source $p(x, y)$ to the photoelectron at $(0, 0, z)$.

We explore this model in figure 3 with multiple pump-beam widths and multiple SPV time constants at a given pump-beam width. Figure 3(a) demonstrates the negative-delay behavior for Gaussian pump-beam widths of $\sigma = 50, 75, 100, 125, \text{ and } 150 \mu m$ (light teal to dark teal, respectively) and SPV time constants of $\tau_{SPV} = 100, 1000, 10 000, 100 000$ ps (light red to dark red, respectively). Over many orders of magnitude, there is minuscule dependence of the negative-delay profile on the SPV time constant, implying that the process is mainly driven by the impulse of the initial SPV formation on the photoelectron. On the other hand, the decay profile is significantly modified by small changes in pump-beam spot size as indicated by the evolving green curves and consistent with Yang et al [6]. Therefore, the observed dependence of the negative-delay time constant in the measured system in figure 1(b) must be attributed to a fluence-dependent change in the induced dipole geometry.

The scaling of the negative-delay time constant with beam spot size is intuitive. The earlier discussion on the negative-delay response demonstrated that negative-delay values determine the spatial integration region of the electric field. Therefore the negative-delay constant is a measure of the spatial extension of the field [6]. Figure 3(b) illustrates how the length-scale of the field profile depends on the length-scale of the dipole feature. In the limiting case that the SPV is an infinite dipole sheet, the field would be constant with respect to distance from the surface.

The generated dipole geometry should in fact be fluence-dependent [8]. In the case of a linear dependence of SPV amplitude with fluence, a Gaussian pump beam would generate a Gaussian SPV dipole, since all portions of the beam would uniformly scale into
the dipole profile. However, by fitting the positive delay region with a two-exponential model and summing the respective amplitudes, we see that the SPV amplitude is strongly non-linear in fluence as shown in figure 3(c). The black dashed curve represents a phenomenological fitting function.

Figure 3. Dipole geometry evaluation. (a) The modeled energy shift versus negative delay as a function of beam size (light teal to dark teal increasing sigma) and forward SPV-decay constant (light red to dark red increasing time constant, hardly distinguishable). The shape of the negative delay profile is strongly dependent on beam geometry and largely independent of the SPV time constant. (b) Cartoon depicting the SPV field length-scale as a function of pump-beam diameter. The width of the red-shaded region depicts the magnitude of the SPV field along the z-axis. (c) SPV amplitude as a function of fluence demonstrates heavily non-linear behavior. The dashed black line represents a phenomenological fitting function. Inset: same figure in semi-log plot. (d) Dipole profile as calculated using the SPV amplitude versus fluence response curve. The profile colors correspond to fluences in panel (c), the black dashed curve corresponds to the intial pump profile with $\sigma = 60 \ \mu m$. 
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Figure 4. Modeling the dipole fluence dependence. The measured negative-delay time constants as a function of fluence (blue dots) versus the model (yellow region). Errorbars are the standard deviations between multiple measurements at the same fluence. The yellow region was generated by assuming a range of maximal kinetic energies (0.5–0.7 eV) to account for possible changes in work function. The dashed-grey line is a guide to the eyes, illustrating a possible deviating trend. The calculated dipole profiles from 0.1, 1, 10, 100 µJ cm$^{-2}$ demonstrate the evolution of the dipole geometry.

in figure 3(c). The black dashed line depicts the incident Gaussian pump-beam profile. The pump-induced dipole profile transitions from Gaussian-like to top-hat geometry as the fluence is increased.

Figure 4 demonstrates how a non-linear SPV response to fluence can alter the negative-delay profile, matching the field-based calculation closely. By performing the same calculation as above but with $p(x, y)$ proportional to the augmented dipole profile at fluences ranging between .1 and 100 µJ cm$^{-2}$, we are able to determine a realistic model of the negative-delay constant versus fluence, displayed as the yellow region. The orange dashed line represents the calculation given a maximal photoelectron kinetic energy of 0.6 eV, the yellow surrounding region contains the results for 0.5–0.7 eV kinetic energies. The maximal kinetic energy is determined by the difference between the work function of the material and the incident photon energy of the probe. In our case, the material work function is approximately 5.4 eV [21, 22] and our photon energy is 5.93 eV. However, changes in surface chemistry can affect the work function of the material [23, 24]. We expect that some of the scatter in the data is due to sample degradation and subsequent changes in work function. However, the deviation from the model (shown in dashed-grey) could reflect real incongruence of the dipole geometry from the calculated profiles. If the surface dipole scaled proportionally with fluence, we would expect a flat response of the decay constant with fluence. The rise in decay constant with increased fluence demonstrates that the non-linear SPV fluence response augments the dipole geometry from approximately Gaussian (left-most red profile) to top-hat (right-most red profile) between the ranges of .1 and 60 µJ cm$^{-2}$. 
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Discussion

The negative delays in time-resolved experiments are often ignored, providing only equilibrium information in most scenarios. However, our study demonstrates that negative delays in time-resolved photoemission experiments provide important real-space information in the case of SPV materials. The time-scale of the negative-delay decay reflects the length-scale (from the sample surface) of the pump-induced electric field [6]. In turn, this decay constant can be used to deduce changes in the SPV dipole geometry. The model developed by Yang et al. and employed on Gaussian pump-beams with linear SPV dipole responses [6], can be generally applied to non-Gaussian pump-beams with non-linear responses. Additionally, this method can be used to verify the incident pump-beam diameter during a T-ARPES experiment. Moreover, with a well calibrated pump beam, it is possible to monitor the work function of an SPV material such as during in situ doping.

The evolution of the SPV dipole profile in Bi2Se3 from Gaussian to top-hat has strong implications on the dynamics of the excited system. Possible relaxation mechanisms for the SPV excitation include diffusion of the dipole across the surface [11]. Furthermore, free charges can be accelerated along the potential gradient generated by the SPV, facilitating radial spin-currents. The exact kinetics are strongly influenced by the geometry of the SPV dipole field. By determining the initial state of the SPV excitation, one can begin to conjecture on the forces involved during dipole diffusion or charge transfer. For instance, free charges subjected to a top-hat potential will experience much stronger acceleration near the edges than at the center. In fact, charge migration may play a role in the deviations from the model (figure 4 dashed-grey line). At high fluences, charge migration at the edge of the top-hat could reduce the effective size of the dipole on timescales comparable to the negative delay effect, reducing \( \tau_{\text{neg}} \) below the expected values. In terms of device application, the geometry of the pump-induced field determines the geometry of useful devices. For instance, in applications that utilize the SPV as a photoactivated gate, understanding how to produce a uniform electric field from a given pump geometry is crucial.

Conclusion

In conclusion, this study establishes that the negative-delay effect resulting from non-equilibrium time-dependent surface fields can be used to determine the pump-induced field geometry by means of T-ARPES. The first-principles calculation of the energy shift of photoemitted electrons demonstrates that the surface photovoltage geometry on p-type Bi2Se3 transitions from Gaussian-like to top-hat as a function of fluence as predicted by the non-linear fluence dependence of the SPV amplitude. This technique can be used as a tool to verify the pump-beam geometry at the focus. More importantly, this method allows for simultaneous collection of real-space and momentum-space information in SPV materials from the typical T-ARPES configuration, introducing a novel procedure to the ARPES tool-kit.
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