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ABSTRACT OF THE DISSERTATION 
 

Single-Molecule Studies of Biomolecules as Molecular Machines 
 

By 
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Doctor of Philosophy in Physics 
 

 University of California, Irvine, 2020 
 

Professor Philip G. Collins, Chair 
 
 
 

Studies of single biomolecules provide information that is buried in an ensemble-based 

measurement, including the evolution of an individual biomolecule’s behavior over time.  

Recent work showed that an electronic sensor composed of single-walled carbon nanotube 

field-effect transistors (SWCNT-FETs) can observe an individual biomolecule’s 

conformational motions over time and obtain accurate measurements of catalytic rates for a 

variety of enzymes (1-3). 

 

This dissertation expands the scope of transistor-based biosensing techniques through 

several strategies.  The first strategy extends previous work by investigating similar 

enzymes, such as other DNA polymerases, in order to identify unique characteristics of each 

enzyme.  A second strategy focuses on investigating the dynamics of biomolecular 

interactions that have not been previously studied by this technique, such as ligand-binding 

interactions.  A third strategy makes refinements to the measurement or analysis techniques 

to uncover additional, subtler dynamics and other information that was previously hidden 

in the acquired signal. 
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The dissertation is organized into two main parts.  The first part (Chapters 1-3) discusses 

new measurements performed using the SWCNT-FET technique.  Chapter 1 provides a brief 

introduction to the SWCNT-FET biosensing technique and details the methods and materials 

used in the experiments described in the following two chapters. 

 

Chapter 2 studies the behavior of a weakly-interacting antibody-antigen system: antibody 

3C6 in the presence of the antigen paclitaxel.  SWCNT-FET recordings of antigen-antibody 

binding exhibited two conductance states corresponding to bound and unbound 

configurations, like the two-level dynamics previously recorded from enzymatic catalysis.  

The SWCNT-FET signal correlated with antigen concentration, remaining relatively static at 

concentrations far from the value of the dissociation constant KD and fluctuating most 

actively near KD.  Analysis of the distribution of single-molecule bound and unbound times 

determined a value of KD = 30 nM, a binding rate 𝑘𝑜𝑓𝑓 = 104 s−1, and a Hill coefficient of 

binding cooperativity of 1.8.  Chapter 2 also compares antibody-antigen dynamics recorded 

in single-molecule, few-molecule, and many-molecule regimes of biofunctionalization. 

 

Chapter 3 extends previous work on DNA polymerases by investigating an alternate 

polymerase, φ29 DNA polymerase, and characterizes its conformational motions and 

catalytic efficiency.  Chapter 3 finds that the catalytic efficiency of φ29 DNA polymerase 

depends on the template composition.  The enzyme continuously processed heteropolymer 

ssDNA templates and homopolymer templates containing thymine and cytosine at rates of 

~50 s-1 for 3-5 mins, but exhibited only 1-2 s bursts of conformational motion among 60 s of 
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pauses when processing homopolymer templates containing adenine and guanine.  Single-

molecule recordings of the latter two templates showed the ability of the SWCNT-FET to 

measure enzyme motion when the enzyme’s activity in time was less than 2%, in contrast 

with ensemble-based observations which did not detect catalysis at such low activity.  In 

addition, detailed analyses of the open and closed conformations of φ29 DNA polymerase 

suggested the presence of multiple operating modes during the catalytic cycle, including a 

closed conformation whose duration was 8 times longer than the typical catalytic event. 

 

The second part of the dissertation (Chapters 4-5) expands the analysis toolkit with new 

methods.  Chapter 4 introduces a wavelet-based denoising scheme and describes the 

optimization and application of the scheme to SWCNT-FET sensor signals.  This chapter 

demonstrates the effectiveness of wavelet denoising in removing both low- and high-

frequency noise from the SWCNT-FET sensor output and describes the artifacts introduced 

by the denoising process.  The wavelet denoising scheme is also compared to other digital 

denoising methods. 

 

Finally, Chapter 5 describes an automated analysis procedure for identifying conformational 

events and characterizing each event using a set of features.  SWCNT-FET measurements 

from two variants of Taq DNA polymerase are compared to highlight features that are 

correlated to enzyme behavior, correlated to experimental noise, or completely 

uncorrelated.  In addition, a preliminary analysis using principal component analysis (PCA) 

serves as an example of machine learning techniques that could be used in the future. 
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CHAPTER 1 

Experimental Methods 

 

1.1 Introduction 

 

Single-molecule techniques provide a way to observe the variations in biomolecule dynamics 

and interactions that are otherwise obscured by ensemble averaging.  The techniques used 

to study individual biomolecules and their characteristics include: optical tweezers (4-11), 

fluorescence (including single-molecule fluorescence resonance energy transfer (smFRET) 

(4, 8, 12-15) and protein induced fluorescence enhancement (PIFE) (16, 17)), probe 

microscopy and tunneling sensing (including atomic force microscopy (AFM) (4, 5), scanning 

tunneling microscopy (STM) (18, 19), and recognition tunneling (20-22)), nanopore-based 

sensing (23, 24), and transistor-based sensing (1, 25-28).  Each technique can be loosely 

categorized by the type of information obtained: structure (STM, recognition tunneling), 

force characteristics (optical tweezers, AFM), conformational dynamics (smFRET, PIFE, 

transistor-based sensing), and enzyme processive dynamics (AFM, optical tweezers, and 

nanopore- and transistor-based sensing). 

 

Previous work demonstrated a transistor-based method for monitoring the conformational 

dynamics of single enzymes by tethering the enzyme to a single-walled carbon nanotube 

field-effect transistor (SWCNT-FET) and measuring changes in electrical conductance (1-3).  

Studies of T4 lysozyme (1) and DNA polymerase I (2) showed that conformational changes 

in the enzyme are transduced into fluctuations in the transistor conductance via local field-
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effect gating from charged residues near the tether location (25).  These experiments 

produced results similar to those of previous studies of the same enzymes using different 

methods, confirming that this technique records signals correlated to enzyme activity. 

 

All the techniques that probe conformational or processive dynamics require attaching the 

biomolecule to a tether, to attach the molecule to a fluorophore label (smFRET, PIFE) or to 

an optical bead (optical tweezers) or to a nanopore or transistor sensor.  Each technique has 

tradeoffs.  Fluorescence techniques can measure individual molecules either at high 

temporal resolutions (under 1 ns) at short measurement durations (less than 1 s) or multiple 

molecules simultaneously at low temporal resolutions (~100 µs) for up to several minutes.  

Optical tweezers can observe individual molecules for long periods of time (>50 min) but 

suffer from low temporal resolution (>100 µs) and are limited to one molecule at a time.  

Transistor-based techniques, including SWCNT-FET sensing, have both high time resolution 

(~1 µs), and long continuous measurement durations (>60 min), but the signal-to-noise ratio 

is limited by the arrangement of charged residues near the tether position.  In addition, 

transistor-based techniques are the easiest to implement for commercial-level molecular 

sensing and DNA sequencing, being highly scalable (to hundreds or thousands of individual 

sensing elements) and easily integrated with digital electronics. 

 

The SWCNT-FET sensor records the history of an individual biomolecule over time.  The 

combination of long-duration measurements and high temporal resolution gives the 

SWCNT-FET the ability to directly observe the interactions or correlations between long-

duration and short-duration behaviors.  Examples include: changes in the distributions of 
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conformation dwell times over multiple minutes, and transient events that stop a 

biomolecule’s normal activity, causing it to pause for multiple minutes.  In addition, the 

SWCNT-FET technique can observe sporadic behaviors that are too rare to appear in any 

ensemble-based measurement, such as an enzyme performing catalysis that is statistically 

or energetically unfavored. 

 

The remainder of this chapter describes the experimental protocols for the SWCNT-FET 

measurement technique, including device fabrication, biomolecule conjugation, 

measurement, and data analysis. 

 

1.2 SWCNT Synthesis and Device Fabrication 

 

The SWCNT-FET devices are fabricated by depositing metal electrodes by photolithography 

and electron beam evaporation onto CNTs grown across 4” SiO2/Si wafers using chemical 

vapor deposition (CVD).  During the CVD process, the CNTs grow as the carbon feedstock, 

methane, decomposes into amorphous carbon and nucleates around randomly-distributed 

Fe-Mo catalyst particles.  For some experiments, a layer of alumina (Al2O3) is laid down on 

top of the entire wafer using atomic layer deposition (ALD) to protect the CNTs from 

contamination during subsequent processing.  A bilayer photoresist (Shipley 1808 on top of 

LOR-A1 from MicroChem) is deposited onto the wafer by spin coating, and the electrode 

geometry is transferred to the resist using a patterned mask and UV exposure.  Any alumina 

in the electrode pattern is removed with Transetch N (Transene), and the electrode metal is 

deposited using evaporation: first a titanium sticking layer, then ~10-20 nm of platinum.  
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After the photoresist and excess metal are removed with Remover PG (Microchem), the 

SWCNT-FET devices are completed, composed of a single SWCNT covered by two electrodes. 

 

Each device on the wafer is probed to electrically characterize all the CNT connections 

between electrodes, and then the wafer is diced into individual chips of ~1 cm by ~1 cm.  

Individual SWCNT-FET devices exhibiting an on-resistance of 100-500 kΩ and a current 

on:off ratio of >100:1 are selected.  Each chip containing a selected device is cleaned with 

Remover PG at 60°C to remove as much leftover photoresist as possible.  A ~300 nm layer of 

PMMA (A3 PMMA from MicroChem) is deposited onto the chip surface by spin coating to 

electrically and mechanically isolate the metal electrodes from exposure to the test solutions 

and molecules.  A 1 μm-wide trench is created in the PMMA in the gap between electrodes, 

patterned by electron beam lithography and opened using resist developer (a mixture of 

isopropyl alcohol and methyl isobutyl ketone) to expose only the SWCNT sidewall.  For those 

devices covered by an ALD layer of alumina, the remaining PMMA layer is baked at 194°C to 

harden the PMMA, then the chip is treated with diluted Transetch N (Transene) to etch away 

the ALD directly in the trench, exposing the CNT sidewall. 

 

1.3 Electrical Measurements 

 

The electrical measurements described throughout this work were conducted with two 

separate experimental setups.  The measurements of the antibody-paclitaxel interaction 

(Chapter 2) and the comformational behavior of φ29 DNA polymerase (Chapter 3) were 

conducted on the probe station, for which the device is simply covered by a ~1-2 μL drop of 
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buffer solution that is open to air.  Measurements on the probe station are conducted at room 

temperature (~22°C).  The measurements of Taq DNA polymerase (used as examples in 

Chapters 4 and 5) were conducted in a flow-cell setup, in which the device is sealed in a ~5 

mm long microfluidic channel by a PDMS gasket that limits the channel cross-section to ~100 

μm by ~100 μm.  The smaller liquid volume in the flow cell (~0.5 μL) reduces the capacitance 

of the liquid, reducing the effective time constant 𝜏 = 𝑅𝐶  of the experimental setup and 

allowing stable measurements at higher bandwidth.  The fluid temperature of the flow-cell 

experiment can be controlled from 22°C to 94°C. 

 

All electrical measurements are performed with the biomolecule and exposed SWCNT 

sidewall (the active portion of the device) submerged in solution.  The solution potential is 

maintained by platinum reference and counter electrodes, with the voltage between the 

reference electrode and the SWCNT (hereafter called liquid-gate voltage, or Vg) maintained 

by a Keithley 2400 SourceMeter.  The back gate (back surface of the device) is maintained at 

ground (0 V), and a voltage (Vsd) is applied between the source and drain electrodes on the 

chip surface.  The resulting electric current passing through the SWCNT-FET, hereafter called 

the I(t), is amplified and recorded. 

 

In the probe station, the I(t) is amplified by a Keithley 428 current amplifier set to a gain of 

108 V/A (with a 10%-90% rise time of 40 μs for an effective bandwidth of 25 kHz), and the 

resulting signal is acquired by a National Instruments data acquisition card (PCI-6281 or 

PCIe-6361) at 100 kHz.  In the flow cell, the I(t) is amplified with a Femto DLPCA-200 or 
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DHPCA-100 current amplifier at a bandwidth between 200 MHz and 1.8 GHz and acquired 

with a National Instruments PCIe-6361 DAQ card at 1 MHz. 

 

The resulting SWCNT-FET devices are electrically characterized in buffer solution as a 

control.  Generally, carbon nanotube transistors have inherent 1/f (pink) noise (29), and 

sometimes also exhibit random telegraph switching (RTS) noise (30, 31) without any 

additional molecules attached.  Such RTS noise is caused by defects in the SWCNT, charge 

traps in the underlying SiO2 substrate on which the CNTs are fabricated, or impurities at the 

CNT-metal contact.  Unfortunately, RTS noise can appear similar to switching signal 

generated by biomolecule activity.  Thus, any SWCNT-FET/biomolecule complex that 

exhibited RTS before biomolecule conjugation was excluded from further measurement. 

 

First, time-averaged current versus liquid gate potential (henceforth termed I-Vg) 

measurements are taken, with -0.4V < Vg < +0.6V, resulting in I-Vg curves with each point 

being an average of 0.5 s of data at 5 kHz, to determine the threshold voltage (VT) for the 

SWCNT-FET device.  Such I-Vg measurements correspond to those performed by other CNT 

and graphene biosensor experiments (27, 28, 32).  Then, the Vg is held constant and I(t) 

observed for a minimum of 5 min at various manually-chosen Vg values to confirm the 

absence of RTS before biomolecule conjugation. 

 

After biomolecule conjugation (detailed in Section 1.4), I(t) measurements of the 

biomolecule activity are acquired for various constant Vg values, with each measurement 

having a minimum duration of 5 min (and often extending beyond 10 min). 
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1.4 Linker and Biomolecule Conjugation 

 

N-(1-pyrenyl)maleimide (Sigma-Aldrich), hereafter called pyrene-maleimide, is used as a 

linker molecule to anchor the 3C6 antibody to the SWCNT sidewall.  The pyrene group, 

consisting of four fused benzene rings, non-covalently bonds to the SWCNT sidewall by π-π 

stacking, while the maleimide group forms stable thioether bonds with the free thiol of a 

cysteine on the antibody molecule (33, 34).  Pyrene-maleimide is insoluble in water, and 

barely soluble in ethanol, but readily dissolves in non-polar solvents such as dimethyl 

sulfoxide (DMSO) and dichloromethane (DCM).  Tests showed that ethanol, DMSO, and DCM 

are all suitable solvents for transferring pyrene-maleimide to the CNT sidewall, although 

DMSO and DCM dissolve the PMMA passivation layer and are thus incompatible with any 

experiments requiring PMMA passivation.  If either DMSO or DCM are used as the solvent, 

any PMMA on the chip surface must be removed using Remover PG before linker attachment. 

 

Mixtures of pyrene and pyrene-maleimide in solution provide a way to control the 

attachment density of biomolecules on the CNT.  Both pyrene and pyrene-maleimide 

molecules adhere to the CNT sidewall, but only the pyrene-maleimide bonds with the 

biomolecule.  A schematic of the SWCNT-FET device with both pyrene-maleimide and pyrene 

attached to the CNT sidewall is shown in Figure 1.1.  A pyrene-maleimide:pyrene ratio of 

1:10,000 results in an attachment density of 2-4 biomolecules for every μm of CNT sidewall, 

while a smaller ratio lowers the density and a higher ratio increases the density. 
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The pyrene-maleimide linker molecule is conjugated to the SWCNT-FET device by 

immersing the entire chip (containing the SWCNT-FET device) in a pyrene-maleimide 

solution for 2 min, then rinsing for 30 s to remove excess linker.  The rinsing protocol 

depends on the solution used to dissolve the pyrene-maleimide.  When DMSO is the solvent, 

the chips are rinsed with acetonitrile, then isopropyl alcohol (IPA), and then deionized (DI) 

water, each for 10 s.  When ethanol is the solvent, the chips are rinsed with a solution of 0.1% 

Tween-20 in ethanol, then with DI water, each for 10 s. 

 

Once the pyrene-maleimide is conjugated to the sidewall of the SWCNT-FET device, the 

biomolecules to be tested are conjugated to the pyrene-maleimide molecules in solution.  

The biomolecule sample is diluted from its storage solution to ~4 nM in attachment buffer 

Figure 1.1: Schematic of the SWCNT-FET, with the source and drain electrodes (gold) 
passivated by Al2O3 (light blue), having both pyrene-maleimide (red) and pyrene 
(white) conjugated to the sidewall of the CNT (dark gray).  The entire device rests on 
the surface of a silicon wafer (light gray) passivated by an oxide layer (SiO2, in tan). 
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(although nominal concentrations of up to 400 nM may be used to counteract biomolecule 

aggregation as the sample ages).  The ~4 nM biomolecule solution is pipetted onto the 

surface of the chip and left at room temperature.  After 5 min of incubation, the excess 

solution is rinsed off, and the chip is stored in buffer until taken out immediately before 

electrical measurements. 

 

1.5 Signal Processing and Analysis 

 

The raw I(t) is generally composed of short, sharp spikes superimposed on a drifting baseline 

whose mean <I(t)> constantly changes in time, as shown in Figure 1.2A.  This makes finding 

discrete states in the signal difficult, because the low-frequency drift changes the position of 

each state from moment to moment.  To make the baseline position consistent, the signal is 

first detrended (Figure 1.2B) by removing low-frequencies from the signal: ∆𝐼(𝑡) = 𝐼(𝑡) − <

𝐼(𝑡) >, where <I(t)> is calculated with a low-pass filter, which brings the baseline state to 0.  

Further denoising (Figure 1.2C) removes some high-frequency noise components to reduce 

the width of the noise band in the baseline and to assist in finding the boundaries between 

states (shown as the red line in Figure 1.2D).  Further discussion of I(t) signal denoising and 

a comparison of different denoising methods is given in Chapter 4. 
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Figure 1.2: Examples of (A) raw I(t), (B) detrended ∆I(t), and (C) detrended and 
denoised ∆I(t) from the SWCNT-FET sensor.  In each case, the data points mostly reside 
in a fluctuating baseline, with occasional excursions away from the baseline.  (D) A 
zoomed-in portion of the detrended and denoised signal, with a red line showing the 
position of the boundary between states.  Points above this boundary are in the baseline 
state, and points below are in the excursion, or secondary, state. 
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Once the boundaries between states are established, each data point in the ∆I(t) is assigned 

to a state based on its position, and consecutive samples residing in the same state are 

counted to calculate the duration of each state instance.  The threshold algorithm also 

ignores any events shorter than some minimum duration (which is dependent on the 

bandwidth of the current amplifier used during measurement) to reject spurious spike-like 

noise peaks that are too short to have passed through the current amplifier.  Further 

discussion of defining the state boundaries and identifying events is given in Chapter 5.  All 

the signal processing procedures were implemented in LabVIEW, and a brief description of 

the LabVIEW programs is contained in Appendix B. 

 

When a biomolecule is attached to a SWCNT-FET biosensor, changes in the biomolecule’s 

conformation appear as sharp transitions between discrete levels in the I(t).  One primary 

assumption for analyzing signals transduced from biomolecule motion is that there are a 

finite number (often three or less) of possible states present in the signal, with each state 

defined by a position, or amplitude away from the baseline.  By virtue of being the most 

probable state, the baseline state is assumed to be the default, resting state of the 

biomolecule, which could be the catalytically inactive conformation for an enzyme or the 

equilibrium binding state of an antibody or receptor protein.  Then, any deviations of the 

signal from the baseline to another state is an indication of biomolecule activity: a catalytic 

event, binding or unbinding event, or other conformational change. 

 

Enzymes like lysozyme or DNA polymerase possess one or more catalytic cycles, through 

which the enzymes progress as they operate.  Within a single cycle, an enzyme may transition 
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between two or more distinct conformational states, returning to the initial state when the 

cycle is complete.  An enzyme spends the largest amount of time in the conformation before 

the slowest step of the catalytic cycle, and the state corresponding to that conformation is 

designated as the baseline, default state.  For such enzymes, a conformational event is 

defined as a sequence of two transitions (a first transition from the baseline state to a 

different state, and a second transition back to the baseline state) which indicates that the 

enzyme has progressed through a portion of the catalytic cycle containing a change in 

conformation.  Typically, the time spent in the non-baseline state is at least an order of 

magnitude smaller than the time spent in the baseline state, so an event usually appears in 

the I(t) as an abrupt, short-duration spike or excursion from the baseline. 

 

For example, DNA polymerase spends more time waiting for the ssDNA template strand and 

complementary nucleotide to arrive in the binding pocket than catalyzing the reaction (35, 

36).  When the correct substrates are aligned in the binding pocket, the polymerase changes 

conformation to the closed state to push the DNA strand to the next nucleotide position, and 

the corresponding signal measured by the SWCNT-FET switches to a second state (whose 

position is usually lower in current than the baseline state) (2).  Control experiments 

confirmed that the switch to the second state only occurs when both the ssDNA template 

strand and complementary nucleotide are present in solution, which is correlated with the 

conformation change.  Thus, the duration of the baseline state is the time the polymerase 

spends in the open conformation, waiting for the next nucleotide to arrive, while the duration 

of the second (lower) state is the time in the closed conformation. 
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The standard method for analyzing the durations of the states is by making a histogram of 

the calculated durations for each state to generate a probability distribution.  Biomolecule 

activity typically follows a Poisson point process, in which events occur stochastically and 

independently but with some average rate λ and characteristic time 𝜏 =
1

𝜆
 (37).  In a Poisson 

process, the measured rate fluctuates in time with a standard deviation equal to the average: 

𝑟(𝑡) = 𝜆 ± 𝜆(𝑡) .  The probability distribution P(t) of waiting times between events for a 

Poisson point process takes the form of an exponential distribution: 

𝑃(𝑡) =
1

𝜏
𝑒−

𝑡
𝜏 = 𝜆 𝑒−𝜆𝑡 

Thus, the characteristic time for a biomolecule’s conformational change can be calculated by 

fitting an exponential function with no Y offset to the histogram and extracting τ from the fit.  

This is shown as a straight line on a semi-log plot.  Often, the histogram of state durations 

deviates from a single-exponential shape, taking the form of a double-exponential or 

stretched exponential function.  A double-exponential, appearing approximately piecewise-

linear in a semi-log plot and exhibiting two characteristic times τ1 and τ2, suggests that the 

biomolecule alternates between two separate Poisson processes.  A stretched exponential 

suggests that dynamic disorder causes the characteristic rate to change with time (38-40). 

 

Additional analyses of the distributions of states is discussed in Chapter 5. 
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CHAPTER 2 

Electronic Single-Molecule Measurements of the 3C6-Paclitaxel  

Binding Interaction 

 

2.1 Introduction 

 

Over the last 30 years, antibodies have become a ubiquitous tool for producing molecules, 

devices, and systems that possess specificity, natural or engineered, for a particular 

substance (41).  Though medical researchers first pursued monoclonal antibody therapy for 

the treatment of various diseases (42), others soon began to use antibodies in applications 

ranging from simple selective linker molecules in ELISAs (43) to sensors that can detect 

specific molecular targets in a solution mixture (44) or even harmful pathogens (45, 46). 

 

Antibodies, also called immunoglobins, are a type of protein produced by the immune 

systems of vertebrates (47) to assist in identifying and neutralizing pathogens, including 

viruses, bacteria, and a variety of toxins, by targeting characteristic molecules or structures 

on the pathogens called antigens.  An individual antibody molecule, shown in the schematic 

in Figure 2.1, is shaped like a “Y”, with two arms and a base (48).  On each arm, there is one 

binding site at the tip (called the Fragment antigen-binding, or Fab, region), which is highly 

variable from one molecule to another, and which selective binds to a specific antigen.  The 

base (called the Fc region) dictates the antibody’s interaction with the rest of the immune 

system, including signaling for the appropriate response by the immune system, and is 

constant for each class of antibody.  Clones of an antibody molecule with a specific Fab 
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variation can be used as a marker to tag a specific antigen.  Though each antibody variant 

primarily targets one antigen in a “lock-and-key” interaction (49), recent studies showed 

that antibodies can interact and bind with antigens other than their original target (50, 51). 

 

 

 

Figure 2.1: Schematic diagram of an antibody molecule, with the Fc region at the 
bottom in bluish-gray and the two Fab regions in yellow.  Only one of the six antigens 
shown at the top can bind to the antibody’s binding site. 
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Paclitaxel, also known by its trademark name Taxol®, is used for the treatment of breast, 

ovarian, lung, and other types of solid tumor cancers, and as such is included on the World 

Health Organization’s List of Essential Medicines (52).  Though an effective chemotherapy 

drug, paclitaxel’s poor solubility in the bloodstream complicates drug delivery and dosage 

control, leading to variations in effective dosage and producing unnecessarily severe side 

effects (53).  Many of these side effects are due to its delivery vehicle, Cremophor EL (54), a 

polyoxyethylated castor oil with its own toxic effects and which also forms micelles in the 

bloodstream, trapping paclitaxel inside (55, 56).  In current treatment protocols, scheduled 

injections of paclitaxel are delayed if a patient demonstrates a certain number of adverse 

effects after a previous injection (57).  Additional studies showed that keeping paclitaxel 

concentrations above 10 nM for over 24 hr activated mechanisms involved in cell death (58), 

suggesting that careful monitoring of paclitaxel concentrations near cancerous tissue might 

facilitate optimized dosing to reduce side effects while maintaining treatment effectiveness. 

 

Experiments using the weakly-interacting monoclonal antibodies (3C6 and 8A10) show 

partial inhibition of paclitaxel’s toxicity (59), demonstrating these antibodies’ selectivity for 

the drug and their potential use as molecular sensors for paclitaxel concentration (60).  

However, commercially-available antibodies, even monoclonal antibodies, suffer from 

batch-to-batch variation (61, 62) in binding kinetics and affinity, which reduces the precision 

of antibody-based sensors.  Such variation exists even between individual molecules, 

indicating a need for single-molecule studies of the antibody binding interaction to identify 

sources of variation. 
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Currently, studies of antibody-antigen binding often are performed as ensemble 

measurements, whether through surface plasmon resonance (SPR) (63-66), Raman 

spectroscopy (67), or nuclear magnetic resonance (NMR) spectroscopy (68).  These 

techniques, though useful for characterizing antibody affinity and ensemble kinetics, do not 

have the sensitivity to observe the dynamics of an individual antibody molecule.  

Experiments with single molecule sensitivity utilize atomic force microscopy (AFM) (64, 69) 

or, more recently, single-molecule Förster resonance energy transfer (smFRET) (70, 71), 

which is dependent on fluorophores to generate its signal.  Fluorophores commonly emit 

intermittently and with limited photon fluxes, restricting the time resolution that smFRET 

can achieve, and the fluorophores’ tendency to photobleach places an upper limit on the 

observation time.  With such limitations, smFRET cannot determine the presence or absence 

of sub-millisecond transient events or intermediate states. 

 

In this chapter, the electronic measurement method described in Chapter 1 is used to record 

the binding activity of paclitaxel with antibody 3C6, which has some affinity for paclitaxel as 

an antigen.  Ensemble and single-molecule measurements are utilized to obtain both time-

averaged I-Vg curves and constant liquid-gate-potential, temporal current recordings (I(t)).  

Comparisons of the I-Vg curves do not reveal any consistent concentration-dependent shifts, 

but the I(t) recordings show concentration-dependent rates of binding events.  Analysis of 

single-molecule I(t) recordings show that the 3C6-paclitaxel complex approximates a two-

state system and exhibits concentration-dependent single-molecule binding kinetics that 

correlate to ensemble binding kinetics obtained in other experiments. 
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2.2 Experimental Methods 

 

2.2.1 SWCNT-FET Device Preparation 

 

SWCNT-FET devices were fabricated according to the procedure outlined in Section 1.2 and 

passivated with PMMA.  The devices were electrically characterized in phosphate-buffered 

saline (pH 7.3, hereafter called PBS) solution (procedure outlined in Section 1.3) to obtain I-

Vg curves and to test for RTS noise in the device.  Any device demonstrating RTS noise before 

antibody attachment was discarded. 

 

Ensemble SWCNT devices were created using CNTs from solution.  Solubilized CNTs 

(NanoIntegris) were deposited onto a wafer by spin coating, leaving a dense film of 

randomly-oriented CNTs on the wafer surface.  Deposition of metal electrodes on top of this 

film produced carbon nanotube network field effect transistors (CNTN-FETs).  Subsequent 

electrical characterization showed that these devices were p-type transistors with lower 

on/off current ratios (~4-10) than the single-SWCNT-FETs, due to the presence of some 

metallic CNTs in the solution mixture.  The CNTN-FETs were covered with PMMA, then 

portions of PMMA in the gap between electrodes were removed to expose the CNT network. 

 

2.2.2 3C6 Antibody Attachment 

 

40 μL of 1 mM pyrene-maleimide linker in ethanol was pipetted onto the top surface of a 

PMMA-covered chip, which was then left at room temperature (~22°C) for 30 min.  The chip 
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was rinsed under a constant drip of 0.1% Tween-20 (MP Biomedicals) in ethanol for 5 s, then 

rinsed under flowing DI water for another 5 s, to remove any excess pyrene maleimide. 

 

3C6 antibodies were attached to the SWCNTs in solution.  Anti-SA2 antibody (Autotelic + 

Abcam (ab117725)), hereafter called 3C6, which is a monoclonal human IgG1 antibody, was 

diluted to 53 nM in PBS buffer, then divided into 60 μL aliquots and frozen for storage.  When 

needed, the 3C6 aliquot was thawed and pipetted onto the top surface of the chip, and the 

chip was left at room temperature (~22°C) for 30 min.  This concentration was chosen to 

facilitate, on average, one attachment per SWCNT.  The chip was rinsed under a flowing 

solution of 0.1% Tween-20 in PBS solution for 5 s, then rinsed under flowing DI water for 

another 5 s, to remove any excess 3C6 from the chip surface.  The chip was submerged in 

PBS solution at room temperature (~22°C) for short-term storage. 

 

2.2.3 Electrical measurements 

 

The target antigen, paclitaxel (Autotelic), was dissolved in solution by pipetting small 

amounts of the storage solution (6 mg/mL of paclitaxel dissolved in polyoxyethylated castor 

oil and dehydrated alcohol) into PBS buffer to produce the target concentrations.  Paclitaxel 

is considered toxic, so any procedures involving the concentrated storage solution were 

performed in a fume hood with the appropriate safety measures.  Fresh paclitaxel solutions 

(prepared within 2-3 hours) were used in each measurement, since paclitaxel degrades in 

aqueous solutions (72). 
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Measurements were then performed in approximately logarithmically-spaced 

concentrations of paclitaxel in PBS solution ranging from 20 pM to 200 nM.  For each 

concentration, a I-Vg curve (0.6 V < Vg < 0.4 V) was first acquired, obtaining time-averaged 

measurements with each point being an average of 0.5 s of data at 5 kHz.  Such I-Vg 

measurements correspond to those performed by other CNT biosensor experiments (27, 

73).  Then, the Vg was held constant, and I(t) was measured for a minimum of 300 s at an 

acquisition rate of 100 kHz.  After completing recordings for a particular solution, the chip 

would be rinsed under flowing DI water for 5 s, then submerged in PBS solution until the 

next measurement.  After all electrical measurements were completed, the device was rinsed 

under running DI water for 5 s and then dried with a compressed air gun. 

 

2.2.4 Atomic Force Microscopy Imaging 

 

Atomic force microscopy (AFM) (Pacific Nanotechnology Nano-R) was used to determine 

how many 3C6 antibodies were attached to the SWCNT.  Attached 3C6 appeared as dots, ~3 

nm high, overlapping with the line of the SWCNT, which is consistent with the approximate 

size of the 3C6 molecule (64).  The AFM images were used to categorize devices according to 

the number of SWCNTs and the number of attached 3C6 molecules.  The categories were: 

single-SWCNT and single-3C6 (single-molecule device, Figure 2.2A), single-SWCNT and 

multiple 3C6 (few-molecule device, Figure 2.2B), and multiple-SWCNT and multiple 3C6 

(ensemble device, Figure 2.2C). 
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2.2.5 Signal Analysis 

 

The obtained I-Vg curves were normalized to allow comparison of curves resulting from 

different paclitaxel concentrations and to quantify the resulting shifts.  First, the I-Vg curves 

Figure 2.2: (A) Atomic force microscopy (AFM) image of a single-molecule device.  The 
individual 3C6 molecule appears as a dot (shown with an arrow) overlapping with the 
line of the SWCNT, here shown running down the middle of the image.  (B) AFM image 
of a few-molecule device, with arrows pointing to multiple attached 3C6 molecules.  (C) 
Scanning electron microscopy (SEM) image of several ensemble devices, where each 
device is composed of two adjacent electrodes (gray) connected by a network of CNTs 
(white).  The individual 3C6 molecules are not visible with this imaging technique. 
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were converted to G-Vg curves by dividing I by Vsd.  Then, a constant was subtracted from the 

G-Vg curves to align all the curves at the right-most end (at Vg = +0.4 V).  This was especially 

important for comparing the G-Vg curves of the ensemble devices, since the CNT networks 

contained some metallic paths that continued to conduct even when all of the 

semiconducting SWCNTs were gated off (74).  G-Vg curves from the same device were plotted 

together, and changes in maximum current (measured at Vg = -0.6 V) and shifts of the 

threshold voltage were calculated. 

 

The raw I(t) signal was converted to a simple binary signal to facilitate two-state analysis. 

The I(t) signal was converted to conductance using the relation G(t) = I(t)/Vsd.  The total > 

300s data set was broken up into short segments of ~1-3s.  Segments were detrended by 

subtracting the 1/f noise (∆G(t) = G(t) - <G(t)>, where the average is calculated over 100 μs), 

and then filtered using an implementation of the NoRSE algorithm (75).  Each data point in 

the filtered signal was assigned to either the high or low state based on a simple threshold 

algorithm, with the threshold approximately placed halfway between the baseline and the 

highest-magnitude RTS signal.  The threshold algorithm also ignored any events that were 

shorter than 50 μs to reject spurious event-like noise peaks that were too short to have been 

amplified by the preamplifier.  An example of the binary signal superimposed on the 

detrended ∆G(t) signal, showing the accuracy of fitting, are displayed in Figure 2.3. 
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The duration for each occurrence of the high and low states was calculated.  For each 

concentration and each state, the distribution of the state durations was plotted on a semi-

logarithmic histogram, then fitted to a bi-exponential function with zero Y offset.  Figure 2.4 

shows an example of the probability distribution, and the corresponding bi-exponential fit, 

for both the high state and low state.  The fitted function appeared approximately piecewise-

linear in a semi-log plot, corresponding to a bi-exponential distribution with two 

characteristic times τ1 and τ2.  In addition, the arithmetic average time <t> of each state was 

calculated.  The average probability of time that the ∆G(t) signal spent in the high state versus 

the low state was calculated by normalizing the binary signal to have zero offset and unity 

amplitude, then taking the average of the normalized signal to obtain the high state average.  

The number of switches (defined as the number of changes from the low state to the high 

state) was calculated from the binary signal, and the average switching rate calculated for 

each concentration. 

 

Figure 2.3: Plot of 50 ms of the detrended conductance ∆G(t) (black) for a typical 
single-molecule measurement (in this case at 70 nM paclitaxel), with the calculated 
binary signal shown in red.  The conductance jumps between two states (indicated by 
the two levels of the binary signal).  Time durations of individual states are represented 
by the length of each horizontal line segment. 
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2.3 Results 

 

Every device showed an immediate and irreversible shift in the G-Vg curve upon the first 

exposure to paclitaxel.  The single-molecule devices gradually equilibrated over 60 seconds, 

and ensemble devices gradually equilibrated over 120 seconds.  The shifts were most visible 

and uniform for the single-molecule device, for which the electrostatics of the attached 3C6 

were most predictable.  For these devices, the curve uniformly dropped to ~80% of the pre-

exposure value over the entire Vg range (Figure 2.5A).  The curves for the few-molecule 

devices, on average, increased to ~110% of the pre-exposure values while also shifting by 

approximately -100 mV, causing the current to decrease for most Vg < -0.4 V and increase for 

-0.4 V < Vg < -0.1 V (Figure 2.5B).  The response of ensemble devices was least predictable 

Figure 2.4: Typical log-linear plots of the probability distributions (black) for both the 
high state (A) and the low state (B), with the double-exponential fit for each state shown 
in red.  Double-exponential functions appear as approximately piecewise-linear 
functions with two linear regions corresponding to the two characteristic values, in this 
case the time constants τ1 and τ2. 
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(Figure 2.5C).  Attempts to rinse away the paclitaxel, however, had negligible effect on the G-

Vg curves, and subsequent exposures never produced a response as large as the initial 

exposure.  Furthermore, these subsequent shifts were uncorrelated with paclitaxel 

concentration.  Figure 2.5C shows an example of a non-monotonic response, where initial 

exposure of paclitaxel increased G, but subsequent increases in paclitaxel concentration 

shifted G in an uncorrelated manner. 

 

    

 

 

Figure 2.5: Typical G-Vg curves for a (A) single-molecule device, (B) few-molecule 
device, and (C) ensemble device, with measurements in buffer shown by a dotted black 
line and measurements with paclitaxel shown as various colors of solid black lines.  The 
number in parenthesis in each plot legend indicates the order of the measurement. 
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The shift in the G-Vg curve was also accompanied by single-molecule fluctuations ∆G(t) 

associated with paclitaxel binding and unbinding.  Figure 2.6 shows typical graphs of ∆G(t) 

for the three types of devices.  The single-molecule devices gave the simplest signals 

consisting of stochastic fluctuations between only two states.  This two-level switching was 

consistent with the presence of a single 3C6 binding site and also with previous experiments 

labeling SWCNTs with single biomolecules (1, 2).  The few-molecule devices displayed 

combinations of two-level, three-level, or multi-level fluctuations that were consistent with 

one or more active 3C6 antibodies.  Assuming each 3C6 molecule is independent, multiple 

3C6 molecules should contribute additively to the G(t) signal, so these multi-level signals 

display the activity of multiple 3C6 molecules.  In the extreme case of ensemble devices, ∆G(t) 

signals no longer displayed clearly-resolvable states, most likely because of the averaging 

effects of multiple active sites.  With all the devices, ∆G(t) fluctuations disappeared when the 

paclitaxel was rinsed away, even though the shifts in G-Vg curves were not entirely 

recovered.  The difference suggests that part of the shift was caused by nonspecific binding 

to the surface, whereas the ∆G(t) fluctuations were driven by specific binding to the 3C6 

antibodies. 
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Each discrete level in ∆G(t) was interpreted as being caused by one active 3C6.  However, the 

number of levels did not exactly match the number of 3C6 attachments observed by AFM.  

Sometimes, devices with 2-4 3C6 molecules produced a simple, RTS signal consistent with 

only 1 active binding site.  Other few-molecule devices produced complex ∆G(t) signals with 

multiple levels or complex noise.  This demonstrated that not all 3C6 molecules were active 

and able to produce an electrical response to paclitaxel binding.  Further analysis of the ∆G(t) 

data were performed only with the single-molecule devices which produced only 2-level 

RTS, which are the most easily-interpreted signals. 

 

Figure 2.6: Plots of typical ∆G(t) recordings for single-molecule (top), few-molecule 
(middle), and ensemble (bottom) devices.  Single-molecule devices showed clear two-
level switching, few molecule devices sometimes showed multi-level switching, and 
ensemble devices showed no clear switching. 
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Unlike in previous research with single-cysteine mutants, the 3C6 molecule  (a type IgG1 

immunoglobin) has multiple possible attachment positions due to the many cysteine 

residues exposed on the surface (76, 77).  Figure 2.7 shows the ribbon diagram of an IgG1 

molecule (78), with the individual cysteine residues highlighted in red.  Though all of the 

cysteine residues in an IgG1 molecule are nominally engaged in disulfide bonds, other 

experiments showed that many of the cysteines could be uncoupled from its disulfide bond 

pair (77, 79), especially under partially denaturing conditions, and therefore could be 

available for maleimide-thiol conjugation.  All measurements in this work were performed 

with wild-type (unmutated) 3C6 molecules, with which explicit control of the attachment 

site and orientation is impossible.  Thus, these measurements provided very little 

information regarding the origin of the conductance fluctuations, including the position of 

the most influential residues or the conformational motions responsible for the signal.  In 

addition, some of these attachment sites might have anchored the 3C6 molecule in an 

orientation which prevented electrical gating of the SWCNT. 
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The simple two-level ∆G(t) signals from the single-molecule devices were analyzed in terms 

of bound and unbound states.  Figure 2.8 displays, on the left, ∆G(t) signals from 6 different 

measurements, corresponding to no paclitaxel (buffer only, top) and 5 concentrations of 

paclitaxel.  The right side of the figure zooms in on the data highlighted in the red box and 

shows the calculated bound and unbound states as the two horizontal levels of the red lines.  

Qualitatively, at lower paclitaxel concentrations, the conductance was mostly in the lower 

state, with occasional, short jumps into the higher state.  At higher concentrations, the 

behavior was exactly opposite, residing mostly in the higher state and occasionally jumping 

into the lower state.  At concentrations between 10 and 70 nM, the conductance exhibited 

Figure 2.7: Ribbon structure of an IgG1 molecule, such as 3C6, oriented like a letter “Y”, 
with two binding sites at the top left and right.  The cysteine residues are highlighted in 
red, showing the possible locations for the maleimide-thiol linkage to the SWCNT. 
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stochastic, high frequency switching between states and spent substantial time in both 

states.  The lower state was interpreted as the unbound state, using measurements in low 

concentration, in which the 3C6 molecule spent most of its time waiting for a paclitaxel 

molecule to arrive.  The high state was interpreted to be the bound state, using 

measurements in high concentration when the 3C6 molecule was surrounded by an 

abundant source of paclitaxel. 

 

 

 

Figure 2.8: Plots of typical ∆G(t) recordings for a single-molecule device at various 
paclitaxel concentrations.  The plots on the left are 0.3 s of data, and the plots on the 
right are expanded views of the corresponding regions highlighted by the red boxes 
(each 0.01 s long).  The calculated binary signal for each expanded view is shown in red. 
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Transitions between events were stochastic, approximating a Poisson point process with a 

time-dependent rate constant τP(t).  At a given moment, the distributions of time durations 

for both the bound and unbound states were approximately Poisson (approximately fit by 

an exponential function with a characteristic time τ), but the instantaneous binding rate 

varied stochastically.  Nevertheless, long data records could be accumulated, and the 

resulting accumulated distribution of the time durations for both the bound and unbound 

states formed either single or bi-exponentials.  Each distribution was described according to 

two parameters.  One was the Poisson time constant τ, which could be considered the most 

probable binding rate.  Since many of the distributions formed bi-exponentials, there were 

often two τ values for each state.  The other was the arithmetic mean of time durations <t>, 

which incorporated all of the actual deviations from Poisson behavior and could be 

correlated with the average binding rate as observed by ensemble measurements.   

 

Figures 2.9A and B show the dependence of the four τ values on paclitaxel concentration.  

Quantitatively, both τunbound1 and τunbound2 decreased consistently over the entire 

concentration range in a manner approximating a power law, which form straight lines in a 

log-log plot.  τunbound1 dropped from ~10-1 to ~10-4 s, with an exponent of ~-0.56.  τunbound2 

dropped from ~10-2 to ~10-5 s, with an exponent of ~-0.71.  The fractional exponents 

obtained here differed from the exponent of unity expected for a second-order reaction in 

basic receptor–ligand kinetics.  This suggested the presence of intermediate steps in the 

paclitaxel-3C6 binding process, not yet observed, that alter the reaction kinetics to produce 

the observed fractional reaction order. 
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By contrast, τbound1 and τbound2 demonstrated two distinct regions of concentration 

dependence.  At paclitaxel concentrations below 2 nM, both τbound1 and τbound2 remained 

approximately constant at ~10-4 s.  At these concentrations, the resulting distribution of 

τbound showed no evidence for a bi-exponential, so the single exponential τbound was used for 

both.  As paclitaxel concentration increased, the τbound values separated, with τbound1 

remaining relatively constant and τbound2 rising to ~10-2 s.  In this separated region, τbound1 

Figure 2.9: (A) Plot of the dependence of the two τunbound1 values on paclitaxel 
concentration.  The first value is chosen to always be the larger of the two values.  The 
power-law fits for each value is shown, with the fit for τunbound1 having a slope of ~-0.56 
and the fit for τunbound2 having a slope of ~-0.71.  (B) Plot of the dependence of the two 
τbound1 values on paclitaxel concentration.  The power-law fits for each value is shown, 
with the fit for τbound1 having a slope of ~+1.0 and the fit for τunbound2 having a slope of 
~0.22.  Below 2 nM, the two τbound1 values are identical and approximately constant.  (C) 
Plot of the dependence of <t> on paclitaxel concentration. 
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demonstrated a power law concentration dependence with exponent ~1.0, while τbound2 

demonstrated an exponent of ~0.22.  From the definition of the ensemble dissociation 

constant, 𝐾𝑑 =
1

𝐾𝑎
=

𝑘𝑜𝑓𝑓

𝑘𝑜𝑛
, and by assuming that 𝑘𝑜𝑓𝑓 was related to the constant τbound value 

through 𝑘𝑜𝑓𝑓 =
1

𝜏𝑏𝑜𝑢𝑛𝑑1
= 104 s−1 (80, 81), the on rate constant was estimated to be 𝑘𝑜𝑛 =

𝑘𝑜𝑓𝑓

𝐾𝑑
=

104 s−1

10×10−9 M
= 1012 s−1M−1. 

 

Figure 2.9C shows that <t>bound and <t>unbound exhibited opposing concentration dependence, 

each mirroring the other around some crossover concentration value.  At paclitaxel 

concentrations below 10 nM, <t>bound stayed on the order of 10-4 s while <t>unbound was 

roughly 10-1 s.  At high concentrations, the <t>bound and <t>unbound values switched in orders 

of magnitude, such that <t>bound rose to around 10-1 s and <t>unbound dropped to the order of 

10-3 s.  The greater value of <t> as compared to τ reflected the more frequent occurrence of 

longer events than predicted by a purely Poisson point process.  These deviations reflected 

the presence of brief pauses in binding activity, perhaps due to the 3C6 molecule becoming 

stuck in some conformation that prevented binding or unbinding.  The presence of such 

pauses could be due to dynamic disorder in the 3C6 molecule conformation that form a 

collection of substates, perhaps driven by thermal fluctuations (38-40), or else could be 

caused by interactions between the 3C6 molecule and the surface of the SWCNT device.  At 

paclitaxel concentrations around 30 nM, both <t>bound and <t>unbound converged at about 10-3 

s, indicating some sort of balance between binding and unbinding.  This crossover 

concentration value was in approximate agreement with the value of 𝐾𝑑 = 10 nM (60), as 

found through ensemble measurements of the 3C6-paclitaxel binding interaction. 
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Figure 2.10 shows that the time-averaged binding probability was concentration dependent 

and indicated a similar crossover concentration value.  At low concentrations (< 200 pM), 

the signal resided in the low state for over 99% of the time, whereas at high concentrations 

(> 100 nM), the signal resided in the high state for over 99% of the time.  Between these two 

extremes, the probability of the high state increased with concentration in a manner 

approximating a logarithmic sigmoidal binding curve, also known as the Hill-Langmuir 

equation.  A fit to such a curve, given by: 

Probability =
1

1 + (
𝐾𝑑

[𝐿]
)

𝑛 

is shown as solid lines.  The resulting fit showed a 50% high state / 50% low state crossing 

at ~30 nM, fairly close to the ensemble-measured 𝐾𝑑 = 10 nM, and also a Hill coefficient of 

~1.8.  The correlation between the time-averaged binding probability calculated here and 

the ensemble-measured 𝐾𝑑 value for the antibody 3C6-paclitaxel interaction suggested that 

the ensemble average reflected a simple time-average of the single-molecule binding 

dynamics for this particular interaction, and that the binding process itself was ergodic. 
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Deviations from the exponential fit occurred only at longer time durations, which occurred 

much less frequently than the short events, and such deviations described events that were 

longer than what was predicted by the fit.  The presence of some very long event times (τ > 

1 s) supported the hypothesis that the 3C6 became stuck in one conformation or otherwise 

became inactive for certain periods of time. 

 

 

 

 

 

Figure 2.10: Plot of the overall probability of the bound (high) state (black) and the 
unbound (low) state (red) as a function of paclitaxel concentration.  The corresponding 
fits to a logarithmic sigmoidal binding curve are shown as solid lines.  The 50% bound / 
50% unbound crossover occurs at ~30 nM.  The Hill coefficient from the fit is ~1.8. 



36 
 

2.4 Discussion 

 

In these experiments, changes in the G-Vg characteristics were uncorrelated with paclitaxel 

concentration for all device types (single-molecule, few-molecule, or ensemble).  At first 

glance, the lack of correlation in the response of the ensemble devices would seem to 

contradict the results of similar experiments performed on graphene transistors (28, 32).  In 

both graphene transistors and ensemble CNT devices, there are many conducting paths for 

electron flow which are simultaneously modulated by many analyte-transistor interactions, 

such that changes in G-Vg itself serves as the signal for detecting analyte concentration.  In 

addition, other biosensing experiments using single-CNT transistors (27, 73, 82) showed 

direct correlations between the analyte concentration and the absolute value of the 

equilibrium source-drain conductance, which was not observed in this work.  Instead, only 

the ∆G(t), fluctuations away from the baseline conductance, was directly related to paclitaxel 

concentration. 

 

One possible reason for this discrepancy was contamination or nonspecific adsorption of 

paclitaxel on surfaces surrounding the 3C6-SWCNT device.  Both paclitaxel and its storage 

solution, castor oil, are generally insoluble in water (55) and were difficult to reliably rinse 

away.  Once either substance came into contact with the 3C6-SWCNT device, it likely coated 

the surface of the CNT sidewall, irreversibly altering the equilibrium electrical 

characteristics of the device.  This shows that the antibody-mediated binding interaction on 

the SWCNT device is robust against some surface contamination even when the remainder 

of the CNT device becomes contaminated.  Also, the equilibration time of the single-molecule 
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devices (under 60 s) was much less than the equilibration time for the other CNT- or 

graphene-based sensors in the studies mentioned above.  Thus, these SWCNT-antibody 

devices could be used as robust sensors of binding interactions or for cross-checking 

measurements using other techniques when contamination or low-purity samples might 

otherwise corrupt a measurement. 

 

The bi-exponential fits of the unbound time distributions showed that the mechanism of 

paclitaxel binding to the 3C6 molecule involves two independent Poisson-like processes.  

The similar concentration dependence of both τunbound1 and τunbound2 suggests that both 

processes correspond to actual 3C6-paclitaxel binding events.  Perhaps the second process 

corresponds to paclitaxel attaching to the second antigen binding site on the 3C6 molecule, 

since all antibody molecules possess two binding sites in separated domains.  Despite the 

two binding sites, the 3C6 molecule did not produce three current levels, which is unlike 

previously-studied enzymes with multiple ligand binding sites, such as protein kinase A (3).  

This may be because the SWCNT-FET biosensor is sensitive to conformational changes 

within ~1 nm of the CNT sidewall (25).  Since the attachment location for the specific 3C6 

molecule studied here was unknown, it is possible that the SWCNT biosensor in this case was 

linked to one of the arms of the 3C6 molecule.  Due to the inherent flexibility of antibodies, 

this would leave the SWCNT directly sensitive to the electrostatics of one binding site and 

not the other, but the effect of the distant binding site might still be detected through the 

altered kinetics of the local binding site. 

 



38 
 

Antibody-antigen interactions are expected to follow general receptor-ligand kinetics, which 

treat binding as a second-order reaction and unbinding as a first-order reaction.  In this 

work, the approximately power-law concentration dependence of both τunbound values were 

somewhat similar to a second-order reaction, but there were significant deviations.  In 

particular, a second-order reaction rate should depend on ligand concentration as [𝐿]1 , 

which means that τunbound should depend on ligand concentration as 𝜏𝑢𝑛𝑏𝑜𝑢𝑛𝑑 =
1

𝑘𝑜𝑛
∝ [𝐿]−1.  

However, the power law dependence for τunbound values were much lower in magnitude than 

unity.  The greatest deviations from the power law occured in the range of 2 nM and 70 nM, 

which was the same range over which the ∆G(t) signal displayed the most transitions from 

the unbound to bound state and back.  The high rate of transitions resulted in a signal that 

was difficult to cleanly separate into two states, especially with the limitation of the ~12.5 

kHz bandwidth introduced by the current preamplifier.  In fact, the τunbound values 

corresponding to the high rates of transitions seemed almost to become constant at 

approximately 10-4 s, suggesting that any τunbound values smaller than this were not accurately 

resolved by the measurement setup used in this work.  This, in turn, suggests that the true 

values for τunbound at concentrations above 40 nM should be lower than what was measured.  

Measuring ∆G(t) from 3C6-paclitaxel binding with larger bandwidth would facilitate more 

accurate measurements of lower τunbound values and likely reveal the true [𝐿]−1 dependence. 

 

The approximately constant value of τbound for concentrations below 𝐾𝑑 corresponded to a 

concentration-independent unbinding rate, matching the kinetics of a first-order reaction.  

At these concentrations, individual binding event were well-separated and easily 

distinguishable from each other, facilitating accurate measurements of the binding kinetics.  
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However, as paclitaxel concentration increased above 𝐾𝑑 , the binding kinetics of the 3C6 

molecule were too fast to accurately resolve, due to the limited measurement bandwidth.  

Thus, several individual binding and unbinding events were counted as one event, resulting 

in a τbound that measured the time of multiple binding events instead of one individual event, 

which explains the increase in τbound2 with increasing paclitaxel concentration beyond 𝐾𝑑.  In 

fact, at the highest paclitaxel concentrations measured (100 nM and 200 nM), the signal 

resided in the bound state most of the time, with very few transitions between bound and 

unbound states appearing in the signal, even though the theory of simple receptor-ligand 

kinetics would predict many fast binding and unbinding transitions at those concentrations.  

This shows that measurements at high ligand concentrations are limited by measurement 

bandwidth, and that repeating these measurements with larger bandwidth would produce a 

constant τbound for a wider range of concentrations. 

 

The calculated binding and unbinding rate constants for the 3C6-paclitaxel interaction were 

eight orders of magnitude faster than the rate constants observed for other antibodies in 

experiments using ligand binding assays.  The 3C6-paclitaxel interaction was specifically 

chosen for this experiment because its binding kinetics were predicted to be in a range which 

the SWCNT-FET device could measure.  The SWCNT-FET device had an approximate 

bandwidth of 101 − 105 s−1 , corresponding to 𝑘𝑜𝑓𝑓 ~ 101 − 105 s−1 , which matched the 

kinetics of the 3C6-paclitaxel system (𝑘𝑜𝑛  = 1012 M−1s−1 , 𝑘𝑜𝑓𝑓  =  104 s−1).  By contrast, 

many antibodies exhibiting 𝐾𝑑 = 10 nM that were measured by typical ligand binding assays 

demonstrated 𝑘𝑜𝑛 ~ 104 − 105 M−1s−1  and 𝑘𝑜𝑓𝑓  ~ 10−4 − 10−3 s−1  (83, 84), kinetics slow 

enough for SPR or fluorescence but outside the range of SWCNT-FET devices.  Thus, ligand 
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binding assays are complementary methods to the SWCNT-FET method used here, since 

each method measures different timescales.  𝑘𝑜𝑛 ~ 104 − 105 M−1s−1 

 

The effective 𝐾𝑑  obtained in this experiment was 30 nM, slightly different from the 

ensemble-measured 𝐾𝑑 = 10 nM .  This discrepancy was expected, given that previous 

studies showed some variation in equilibrium and kinetic binding characteristics between 

different molecules of the same protein (61).  In addition, paclitaxel was shown to degrade 

by hydrolysis in mildly basic solutions (72), which would lower the actual concentration of 

paclitaxel in solution during an experiment.  Therefore, what was nominally 30 nM paclitaxel 

could actually have been closer to 20 nM, reducing the discrepancy between the single-

molecule value reported here and the ensemble-measured value. 

 

The value of 1.8 obtained for the Hill coefficient, close to the theoretical limit of 2 which 

corresponds to the number of binding sites, indicates a strong interaction between the two 

paclitaxel-binding sites on the 3C6 molecule.  The strong cooperativity enhances paclitaxel 

binding to the second site even at low concentrations by making the second binding more 

favorable, which has been suggested by several studies (85-87).  Cooperative binding could 

be the reason for the bi-exponential distribution of unbound times, resulting from paclitaxel 

binding both to the first and then to the second arms of the 3C6 molecule.  As mentioned 

above, the SWCNT biosensor is only sensitive to conformational changes within ~1 nm of 

the CNT sidewall, limiting the sensitivity of the device to one binding site.  Thus, the SWCNT 

biosensor could be indirectly sensitive to intra-antibody cooperativity. 
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2.5 Summary 

 

The results presented here demonstrate the ability of SWCNT-FET biosensors to probe 

microsecond-scale details in binding kinetics, distinguish between mechanisms in receptor-

ligand binding, and to measure ligand concentration in solution.  Using this CNT biosensor, 

the 3C6-paclitaxel system was shown to exhibit binding kinetics approximating typical 

receptor-ligand binding, but accurate determination of the kinetic parameters was reduced 

by the limited bandwidth of the measurement.  The results of this experiment suggest that 

greater accuracy could be obtained in experiments performed at higher bandwidth.  Further 

analysis of 3C6-paclitaxel binding dynamics strongly suggested that the two arms of the 3C6 

antibody molecule exhibited cooperative binding behavior.  This work provides a new way 

to investigate rapid receptor-ligand interactions and may lead to a deeper understanding of 

the mechanics behind receptor-ligand specificity and the interactions between multiple 

binding sites on the same molecule. 
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CHAPTER 3 

Electronic Single-Molecule Measurements of φ29 DNA Polymerase 

 

3.1 Introduction 

 

DNA polymerases are enzymes that synthesize double-stranded DNA (dsDNA) from single-

stranded DNA (ssDNA) by incorporating complementary nucleotides into the nascent 

second strand, one nucleotide at a time.  DNA polymerases are the linchpin in DNA 

replication, serving as the essential enzyme and proof-reader that both synthesizes the 

second DNA strand and checks for misincorporations.  Due to their ability to discriminate 

between bases and selectively incorporate complementary nucleotides, DNA polymerases 

have been extensively studied, both to understand the mechanisms of catalysis (35, 88, 89) 

and proof-reading (89, 90) as well as for applications in DNA sequencing (91-94).  Two 

specific DNA polymerases (Taq DNA polymerase and φ29 DNA polymerase) serve as the 

workhorses for the DNA sequencing industry (93, 94).  Investigations of these two 

polymerases have utilized both ensemble techniques such as mutagenesis (95-101), 

crystallography (102-104), fluorescence (105, 106), and DNA amplification (107-110) as 

well as single-molecule techniques such as optical tweezers (111-114) and nanopores (115-

120). 

 

Like most DNA polymerases, φ29 DNA polymerase is nominally shaped like a right hand 

(with thumb, fingers, and palm subdomains, among others, as shown in Figure 3.1) (103, 

104), with the catalytically active site on the inside of the palm domain.  The enzyme exhibits 
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two main conformations: an open conformation which allows both ssDNA template and 

nucleotides to bind to the thumb and fingers domains, respectively, and a closed 

conformation which is correlated with nucleotide incorporation and translocation of the 

ssDNA strand.  The enzyme’s processing rate is temperature-dependent, ranging from ~5 

nucleotides/s at 4°C to ~40 nucleotides/s at 30°C (109, 121).  The exonuclease domain (gold 

color in Figure 3.1) is responsible for cleaving off any mismatched nucleotides (122), which 

contributes to the enzyme’s fidelity (107).  The structure of φ29 DNA polymerase is unique 

in possessing a TPR2 domain (magenta color in Figure 3.1), which forms a loop with the palm 

and thumb domains to keep the enzyme wrapped around the DNA strand.  This domain 

allows the enzyme to serve as its own helicase to unwind dsDNA into individual ssDNA 

strands, unlike many other replicative polymerases which require separate helicase 

proteins.  Due in part to this domain, φ29 DNA polymerase is one of the most processive 

polymerases, able to catalyze >70,000 consecutive base pairs before disassociating from the 

DNA strand (123).  The enzyme is also a reliable and accurate replicative polymerase, with 

an error rate of 10-5 - 10-6 errors/dNTP (108).  These last two characteristics of φ29 DNA 

polymerase make it an ideal enzyme for DNA sequencing, and several DNA sequencing 

platforms take advantage of these properties for high-throughput or long-read sequencing 

(91, 124, 125). 

 



44 
 

 

 

Though the structure of φ29 DNA polymerase has been well-characterized, there are many 

open questions about the enzyme’s dynamics.  Recent work (114, 126) established the 

relative orders of nucleotide binding, pyrophosphate release, and translocation.  However, 

Figure 3.1: Structure of φ29 DNA polymerase, in the open conformation, bound to DNA 
(light blue), with each color corresponding to a separate domain.  The two residues in 
the active site which are responsible for catalysis (D249 and D458) are near the center, 
highlighted in red. 
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the relative orders and kinetics of the phosphodiester bond formation and the open-closed 

conformational changes have not been established, nor the mechanism by which the enzyme 

selectively closes for complementary nucleotide incorporation or whether the closing 

behavior exhibits any nucleotide or sequence dependence. 

 

In this chapter, the electronic measurement method described in Chapter 1 is used to record 

the conformational dynamics of single φ29 DNA polymerase molecules during incorporation 

of nucleotides into a single-stranded DNA template.  The I(t) recordings show that the rate 

of conformational events of a single φ29 DNA polymerase molecule is strongly sequence-

dependent and varies substantially in time even when processing the same template.  In 

addition, the kinetics of the closed conformation show some nucleotide dependence and 

suggest the presence of an additional Poisson-like process. 

 

3.2 Experimental Methods 

 

3.2.1 SWCNT-FET Device Preparation 

 

SWCNT-FET devices were fabricated according to the procedure outlined in Section 1.2 and 

passivated with an alumina ALD layer without PMMA.  The devices were electrically 

characterized (procedure outlined in Section 1.3) in φ29 activity buffer (40 mM HEPES, 300 

mM NaCl, 10 mM MgCl2, 100 µM TCEP, pH 6.5) solution to obtain I-Vg curves and test for RTS 

noise in the device.  Any device SWCNT device that exhibited such RTS before polymerase 

attachment were excluded from further measurement and analysis. 
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3.2.2 φ29 DNA Polymerase Expression and Purification 

 

An exonuclease-deficient mutant (D12A/D66A) of φ29 DNA polymerase (hereafter called 

φ29 DNAP) was expressed and purified by students in the laboratory of Professor Gregory 

Weiss (University of California, Irvine).  For single-molecule measurements on SWCNT-FETs, 

the enzyme was dialyzed into attachment buffer (40 mM HEPES, 300 mM NaCl, 10 mM MgCl2, 

pH 6.5) and stored at 4°C. 

 

3.2.3 φ29 DNA Polymerase Ensemble Assays 

 

φ29 DNAP catalytic activity was confirmed before dialysis, by students in the laboratory of 

Professor Gregory Weiss (University of California, Irvine), using an assay adapted from 

previous work (2, 127).  The assay used here measured the ensemble-level polymerization 

of φ29 DNAP when incorporating complementary nucleotides with specific ssDNA 

templates: four 42 base pair (b.p.) homopolymer ssDNA templates (termed poly(dA)42, 

poly(dC)42, poly(dG)42, and poly(dT)42) and one 43 b.p. heteropolymer ssDNA template.  Each 

template had an 18 b.p. M13 primer sequence on the 5’-end, and a complementary primer 

strand (M13F) was annealed to the primer sequence, resulting in the sequences given in 

Table 3.1.  The positive control reactions incubated 1µM of φ29 DNAP with 5 µM of the DNA 

template-primer and 100 µM of each complementary nucleotide in 1x φ29 Reaction Buffer 

(330 mM Tris-CH₃COOH, 100 mM MgCH₃COOH, 660 mM KCH₃COOH, 1% (v/v) Tween 20, 10 

mM DTT, pH 7.9).  The negative control reactions omitted either φ29 DNAP or the 
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nucleotides.  Reactions were kept at 30 °C for 1 h in a thermal cycler then quenched with a 

2X stop solution (8 M Urea, 0.5 M EDTA, 9 mM Tris-HCl, 9 mM Boric acid) at various times. 

 

Template Sequence (5’ to 3’) 
poly(dA)42 AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACTGGCCGTCGTTTTACA 

poly(dC)42 CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCACTGGCCGTCGTTTTACA 

poly(dG)42 GGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGACTGGCCGTCGTTTTACA 

poly(dT)42 TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTACTGGCCGTCGTTTTACA 

heteropolymer CCTAACGCAGATAGAGACGTTGTTTAGAGATTTAAATTCGGCCACTGGCCGTCGTTTTACA 

 

The results of the assay are displayed on agarose gels in Figure 3.2.  There are five sections, 

corresponding to each of the four homopolymer and the one heteropolymer templates: (A) 

poly(dG)42, (B) poly(dT)42, (C) poly(dA)42, and (D) poly(dC)42, and (E) heteropolymer.  

Within each section, the leftmost column displays the results of a negative control reaction 

(-) run for 30 min, while the 6 columns on the right display the results of positive control 

reactions (+) stopped at the times indicated at the top of each column.  Within each column, 

the presence of the ssDNA is shown as a black band near 50 b.p. (near the bottom, as 

indicated by the DNA ladders), and any column with polymerized dsDNA shows a black or 

gray band at ~80 b.p. (above the ssDNA band).  Of the four homopolymer templates, only 

poly(dT)42 and poly(dC)42 showed polymerization within 30 min, and both poly(dT)42 and 

the homopolymer template showed polymerization immediately (within the resolution of 

the measurement).  These results revealed that φ29 DNAP, at the ensemble level, could 

completely polymerize the poly(dT)42, poly(dC)42, and heteropolymer templates into dsDNA 

but could not polymerize poly(dA)42 or poly(dG)42 at all. 

 

Table 3.1: Sequences of the ssDNA templates, with the primer sequence underlined. 
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Figure 3.2: Gels showing the results of activity assays of φ29 DNAP polymerization of 
(A) poly(dT)42, (B) poly(dG)42, (C) poly(dA)42, (D) poly(dC)42, and (E) homopolymer.  
For each template, the (-) column was run without φ29 DNAP, and the remaining 
columns (+) were run with φ29 DNAP for the number of minutes specified at the top. 



49 
 

3.2.4 φ29 DNA Polymerase Attachment to SWCNT-FETs 

 

A solution of 1 µM pyrene and 100 pM pyrene maleimide (pyrene-maleimide:pyrene ratio of 

1:10,000) in dimethyl sulfoxide (DMSO) was prepared, with the pyrene acting to dilute the 

pyrene-maleimide on the SWCNT sidewall and limit the number of available maleimides for 

φ29 attachment to the SWCNT (Figure 3.3).  The 1:10,000 ratio was chosen because it 

resulted in ~5-10 φ29 DNAP molecules attached to each SWCNT, with the φ29 DNAP 

molecules binding to all available maleimide molecules and saturating the number of 

attachment sites on the SWCNT.  This number of attachments was chosen because, on 

average, only 1 out of every 5-10 φ29 DNAP molecules attached to the SWCNT-FET produced 

a signal corresponding to nucleotide incorporations, as discussed below. 

 

 

Figure 3.3: Schematic of the SWCNT-FET, with the source and drain electrodes (gold) 
passivated by Al2O3 (light blue), having both pyrene-maleimide (white) and pyrene 
(red) conjugated to the sidewall of the CNT (dark gray).  The entire device rests on the 
surface of a silicon wafer (light gray) passivated by an oxide layer (SiO2, in tan). 
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After cleaning the chip with RPG and rinsing with isopropyl alcohol (IPA) and then DI, the 

chip was submerged in the pyrene:pyrene-maleimide in DMSO solution for 2 min.  Then, the 

chip was rinsed under a constant drip of acetonitrile for 10 s, then under flowing IPA and 

then DI water for another 10 s each, then finally under a constant drip φ29 activity buffer for 

10 s, to remove any excess pyrene maleimide coating the CNT sidewall. 

 

φ29 DNAP molecules were attached to the SWCNTs in solution.  The φ29 DNAP, stored at 

400 nM in φ29 attachment buffer at 4°C, was diluted to 4 nM with φ29 attachment buffer at 

4°C, then 80 µL of the 4 nM solution was pipetted onto the surface of the chip containing 

selected SWCNT-FET devices.  After 5 min incubation time, the chip was rinsed under a 

constant drip of φ29 activity buffer for 10 s to remove any excess φ29 DNAP from the chip 

surface, then the chip was submerged in φ29 activity buffer at room temperature (~22°C) 

for short-term storage.  Often, the SWCNT-φ29 DNAP complex would not generate any signal 

within the first 12 hours after attachment, so the chip would be stored overnight in φ29 

activity buffer at 4°C, and then measured again the next day. 

 

3.2.5 Electrical Measurements of φ29 DNAP with ssDNA Templates and Nucleotides 

 

Measurements of the SWCNT-φ29 DNAP complex with various template and nucleotide 

combinations were performed by immersing the complex in a solution of φ29 activity buffer 

containing 10 µM of ssDNA template and 100 µM of each complementary nucleotide at room 

temperature (~22°C).  The Vg was held constant and I(t) recorded for a minimum of 300 s 

(and often for more than 1200 s).  Various values of Vg around VT - 0.3V were tested to find 
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the range of Vg in which the SWCNT-φ29 DNAP would generate signal.  After completing 

measurements for a particular template and nucleotide combination, the chip would be 

rinsed under a constant drip of 0.1% Tween-20 in φ29 activity buffer for 60 s, then rinsed 

under flowing DI for 10 s, then submerged in φ29 activity buffer until the next measurement.  

Between measurements of different templates, the SWCNT-φ29 DNAP complex was 

measured in φ29 activity buffer to ensure that previously-measured template and 

nucleotide did not interfere with the measurement of the next template and nucleotide. 

 

Additional measurements were attempted with a ssDNA template comprising a 1438-b.p. 

sequence from green fluorescent protein (GFP), using the same procedure outlined above 

but with a template concentration of 100 pM.  Unfortunately, even at low concentration, the 

GFP template proved extremely difficult to rinse away, preventing the execution of proper 

negative controls or subsequent measurements with different templates.  Detailed analyses 

were not performed on the measurements from this template. 

 

At the end of every day of measurement, the chip was stored overnight in φ29 activity buffer 

at 4°C.  Measurements would resume the next day after allowing the chip in solution to 

equilibrate to room temperature for 30 min. 

 

3.2.6 Atomic Force Microscopy Imaging 

 

Atomic force microscopy (AFM) (Pacific Nanotechnology Nano-R) was used to determine 

how many φ29 DNAP molecules were attached to the SWCNT (Figure 3.4), after all I(t) 
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measurements were completed.  Attached φ29 DNAP appeared as dots with heights ~3 nm 

overlapping with the line of the SWCNT. 

 

 

 

3.2.7 Signal Processing and Analysis 

 

The raw I(t) signal was converted to a simple binary signal to facilitate two-state analysis, as 

discussed in Section 1.5.  Each data point in the detrended signal was assigned to either a 

high state (baseline) or low state (current excursion) based on a simple threshold algorithm, 

with the threshold placed approximately halfway between the baseline and the highest-

magnitude current excursion, and with the algorithm set to ignore events shorter than 80 µs.  

The duration for each occurrence of the high and low states was calculated, and the durations 

of each state was collected into probability distributions and displayed on semi-log plots. 

 

Figure 3.4: AFM image of an example SWCNT-φ29 DNAP complex.  The individual φ29 
DNAP molecules appear as dots (shown with an arrow) overlapping with the line of the 
SWCNT, here shown running down the middle of the image. 
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In addition, the entire >300 s data set was analyzed to calculate the rate of current excursions 

and to calculate the percentage of time that the φ29 DNAP molecules were active.  After 

detrending and assigning data points to the high or low state, the number of excursions per 

second was calculated for every second of the data set. 

 

Due to the multi-molecule attachment scheme, two or more φ29 DNAP would occasionally 

exhibit conformational activity during the same period, producing multiple levels (3 or 

more) in the I(t).  Devices exhibiting such behavior were not analyzed for single-molecule 

kinetics, but the I(t) recordings could still be studied for nucleotide-specific characteristics. 

 

3.3 Results 

 

SWCNT-φ29 DNAP complexes generated signals that can be described by three categories.  

Some complexes produced no ∆I(t) signal above baseline under any condition (Figure 3.5A), 

while others produced constant fluctuations in ∆I(t) despite the absence of DNA template 

and nucleotides (Figure 3.5B), and others produced template-dependent excursions in ∆I(t) 

(Figure 3.5C) when exposed to DNA template and complementary nucleotides but did not 

produce signal when the template and nucleotide were washed away.  Such excursions were 

like those seen in previous experiments for the Klenow Fragment of DNA polymerase I (2, 

127), and indicated that the observed signal is correlated with nucleotide incorporation 

events.  The remainder of this study focuses on the SWCNT-φ29 DNAP complexes which 

produced template-dependent signal like the example shown in Figure 3.5C. 
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The SWCNT-φ29 DNAP complexes within each signal-producing category exhibited signal 

within specific ranges of Vg.  Figure 3.6 shows normalized I-Vg curves (thin lines) and the 

range of signal activity (thick lines) for the complexes which always produced current 

excursions (A), which showed signal for 𝑉𝑔 − 𝑉𝑇 ≤ −0.5 V , and the complexes producing 

template-dependent excursions (B), which were active for −0.5 V ≤ 𝑉𝑔 − 𝑉𝑇 ≤ −0.2 V.  The 

value 𝑉𝑔 − 𝑉𝑇 is a more reliable indicator (than Vg alone) of the effective gating experienced 

by the SWCNT-φ29 DNAP complex, since shifts in VT reflect the electrostatic environment 

experienced by the SWCNT and compensate for environmental shifts in Vg.  For each device 

in the template-dependent category of SWCNT-φ29 DNAP complexes, current excursions 

were most frequent when the Vg was held within 25 mV of the center of the active range, 

though current excursions persisted at Vg up to 50 mV from the center. 

Figure 3.5: Example ∆I(t) for SWCNT-φ29 DNAP complexes which: (A) produced no 
current excursions, (B) always produced excursions, or (C) produced excursions only 
when exposed to template and complementary nucleotide. 
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Figure 3.6: Normalized I-Vg curves highlighting the Vg range (thick lines) relative to VT 
(0 V) over which current excursions were observed for SWCNT-φ29 DNAP complexes 
which: (A) always produced excursions, and (B) produced template-dependent 
excursions.  The thin lines show the full I-Vg curves for several devices for comparison. 
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For each measurement with DNA template and complementary nucleotide, the ∆I(t) resided 

mostly at the baseline level (∆I(t) = 0), with brief downward excursions below the baseline 

to a lower level.  Figure 3.7 shows representative ∆I(t) signals (left) and the corresponding 

histograms (right) produced by a single SWCNT-φ29 DNAP complex when the φ29 DNAP is 

active.  The top pair of graphs correspond to the ∆I(t) from a SWCNT-φ29 DNAP complex in 

only φ29 activity buffer, and the bottom five pairs of graphs show the signal when the 

SWCNT-φ29 DNAP complex is exposed to the indicated template and complementary 

nucleotides. The ∆I(t) from the buffer measurement (Figure 3.7A) showed no current 

excursions throughout the measurement.  The ∆I(t) from the heteropolymer template 

(Figure 3.7B) exhibited a moderate rate of sporadic downward excursions, sometimes 

occurring in short bursts, with a mixture of both short- and long-duration excursions, each 

with approximately similar amplitudes from baseline to peak.  The long excursions were 

infrequent, but some were of similar duration to the waiting time between excursions.  The 

∆I(t) from poly(dT)42 (Figure 3.7C) contained a sporadic mixture of both short and long 

downward excursions.  The ∆I(t) from poly(dA)42 (Figure 3.7D) and poly(dG)42 (Figure 3.7E) 

contained bursts of short-duration downward excursions, even though the activity assay 

(Figure 3.2A and C) showed no catalytic activity.  The baseline of the ∆I(t) from poly(dG)42 

exhibited larger fluctuations in comparison to the other templates, resulting in wider 

baseline and secondary peaks in the histogram.  The ∆I(t) from poly(dC)42 (Figure 3.7F) 

contained periods of a rapid rate of short downward excursions spaced closely together, 

with few pauses or quiet periods. 
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Figure 3.7: Example ∆I(t) signals (left) and histograms of the ∆I(t) (right) for: (A) 
buffer-only measurement, followed by measurements with the (B) heteropolymer 
template and (C-F) four homopolymer templates. 
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Each graph on the right of Figure 3.7 displays a histogram of the corresponding ∆I(t).  The 

bottom five histograms contain a second peak corresponding to the downward excursions.  

The histogram for the ∆I(t) of the buffer-only measurement (top) lacks the second Gaussian 

peak, reflecting the lack of downward excursions in the ∆I(t).  The second peak for poly(dA)42 

data was much lower in amplitude than the second peak for any other template due to the 

low frequency and short duration of the current excursions.  Each peak in the histogram was 

fit to a Gaussian function, shown as black lines in the histogram.  The Gaussian fits indicate 

the positions of the two current states, along with the width of each state.  The ∆Ih-l, which is 

the amplitude of the ∆I(t) between the high and low states according to the fitted Gaussian, 

was calculated for each template.  Overall, the ∆Ih-l was highest for poly(dT)42, then 

poly(dA)42, then poly(dC)42 and the heteropolymer templates with about the same 

amplitude, and then lowest for poly(dG)42.  In addition, the width of the baseline was higher 

for poly(dG)42 than for any of the other templates due to the increased baseline noise. 

 

Previous studies with the Klenow Fragment of DNA polymerase I (2, 127) demonstrated that 

such downward excursions from the high state to the low state resulted from the enzyme’s 

mechanical conformational change from the open to the closed conformation, triggered by 

the binding of the correct nucleotide to the fingers region of the polymerase.  Similarly, the 

downward excursions observed from φ29 DNAP were assigned to the low state, 

corresponding to the closed conformation of φ29 DNAP, and the baseline assigned to the 

high state, or open conformation. 
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The kinetics of φ29 DNAP conformational activity for each of the DNA templates was 

quantified using two methods.  In the first method, the calculated durations of the open and 

closed states from each dataset were collected into separate histograms, then normalized to 

form probability distributions.  Figure 3.8 shows, on a log-linear plot, the probability 

distributions for the waiting time between downward excursions for each of the measured 

DNA templates, calculated as the probability per 1 ms bin.  Each waiting time distribution 

approximates a stretched exponential or double-exponential function, with the shortest 

durations being the most probable.  All the distributions overlap except the one for 

poly(dA)42, which has a distinctively shallower slope than the other distributions.  This 

indicates that φ29 DNAP has a higher probability for long waiting times between events 

when processing poly(dA)42 than when processing other DNA templates. 

 

 

Figure 3.8: Probability distributions of waiting times between events for each template.  
Most of the distributions overlap, excepting the distribution for poly(dA)42. 
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In the second method to quantify the kinetics of φ29 DNAP conformational activity, the rate 

of downward current excursions was calculated for the entire dataset for each of the DNA 

templates to evaluate the time dependence of the conformational event rate.  Figure 3.9 

shows, on the left, plots of the rate per second of excursions over time for all five DNA 

templates, and on the right, the histograms of the rate (plotted vertically) on a log-linear 

scale.  Each plot shows the rate over one continuous measurement, with the duration of each 

measurement (in seconds) shown on the bottom axis.  Any rates below 10 s-1 were 

indistinguishable from the noise background due to the inherent noise from the SWCNT-FET, 

so the enzyme was considered inactive (not exhibiting conformational motion) during 

periods of such rates.  Generally, the rate during active periods varied stochastically from 

one second to the next, with brief bursts of rapid rates (> 100 s-1) interspersed among longer 

periods of moderate (~ 25-100 s-1) or even low (< 25 s-1) rates.  For poly(dA)42 (B) and 

poly(dG)42 (C), the downward excursions occurred in short bursts, at most 2 s long and not 

correlated with the length of the template.  Periods of little or no activity lasted up to 400 s, 

and the histograms show that the rate remained between 0-20 s-1 for >90% of the time.  For 

the remaining templates, the polymerase exhibited continuous activity during discrete 

periods of up to ~1000 s.  The rate fluctuated the most for poly(dC)42 (D), exhibiting jumps 

between discrete levels of rates, ranging between 50 s-1 and 400 s-1, and spending <100 s at 

each level before jumping to the next.  The histograms of the rate contain slight bumps, 

highlighting rates that were more common during the measurement.  For instance, the 

histogram for poly(dT)42 (A) has local maxima at ~20 s-1 and ~100 s-1, while the histogram 

for poly(dC)42 (D) has a broad hump at ~250 s-1 in addition to the peak at 0 s-1. 
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Figure 3.9: Plots of the event rate (left) and histograms of the event rate (right) for the 
(A-D) four homopolymer templates and (E) heteropolymer template. 
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Further analysis of periods of high conformational activity reveal additional dynamics in the 

conformational event rate.  Figure 3.10A and B zooms in on a 180 s active period in both the 

poly(dT)42 and poly(dC)42 measurements, showing the rate over time in the left graph, and 

the histogram of the rate (on a linear scale) in the right graph.  The rate for poly(dT)42 (Figure 

3.10A) fluctuated relatively slowly, being approximately constant during this active period 

and showing small fluctuations as expected from a stochastic Poisson process.  By contrast, 

the event rate for poly(dC)42 (Figure 3.10B) exhibited sharp jumps between “fast” and “slow” 

rates, spending 2-50 s at one rate before switching to the other, and the φ29 DNAP switched 

stochastically between these two rates throughout the entire active period.  A histogram of 

the rate revealed two distinct Gaussian peaks corresponding to two distinct processing 

modes, with rates at ~40 s-1 (slow) and ~190 s-1 (fast).  Figure 3.10C and D show examples 

of the I(t) corresponding to the fast (C) and slow (D) rates.  In Figure 3.10C, the density of 

current excursion events is high and the waiting time between events is small (~5 ms), 

whereas in Figure 3.10D, the density of current excursions is lower and the waiting times 

between events is longer (~20 ms).  These examples show that the enzyme follows one rate 

for periods of several seconds before switching to the other rate, and that the conformational 

motions within each period are consistent.  The distribution of rates and the consistency of 

events corresponding to each rate suggests that, at least for processing poly(dC)42, the 

enzyme switches between two processes, adopting one rate for a few seconds before 

switching to the other rate. 
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Figure 3.10: (A and B) Event rates (left) and histograms of the rate (right) for a 180 s 
period of φ29 DNAP when processing (A) poly(dT)42 and (B) poly(dC)42.  The histogram 
for poly(dC)42 shows two peaks, indicating two discrete rates.  (C and D) Examples of 
the ∆I(t) corresponding to the faster (C) and slower (D) rates from poly(dC)42. 



64 
 

The single-molecule I(t) recordings of poly(dT)42 revealed a proportion of current 

excursions with durations much longer than expected from a single Poisson process.  Figure 

3.11A shows a 0.5 s example of the ∆I(t) from poly(dT)42, showing many excursions that are 

~100-200 µs in duration but also showing several that are >5 ms in duration.  These longer 

excursions were seen in the I(t) for measurements of templates containing thymine bases, 

such as poly(dT)42, the heteropolymer template, and the GFP template, but not for templates 

lacking thymine.  For comparison, the excursions in ∆I(t) from the remaining homopolymer 

templates (displayed in Figure 3.11B) exhibit durations ~ 100 µs and all appear similar. 

 

 

 

To quantify the likelihood of these long-duration excursions, Figure 3.11C shows the 

probability distributions for the closed state durations for all four homopolymer templates.  

Each distribution is normalized to the probability per 80 µs bin.  The poly(dC)42, poly(dA)42, 

Figure 3.11: Examples ∆I(t) from measurements of (A) poly(dC)42 and (B) poly(dT)42, 
showing the presence of long-duration closed events with poly(dT)42.  (C) Probability 
distributions of the duration of closed events for poly(dC)42 and poly(dT)42, where the 
long-duration closed events appear as a second exponential beyond 2 ms. 
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and poly(dG)42 distributions overlap neatly on a straight line, corresponding to a single 

exponential function.  The poly(dT)42 distribution overlaps the other distributions until ~1 

ms, at which point it diverges to a much shallower slope.  The single exponential form of the 

non-poly(dT)42 distributions suggest that the duration of the closed state is governed by a 

single Poisson process, with characteristic time τ = 130 µs (except for poly(dA)42, which 

exhibited a slightly longer time constant).  By contrast, the double-exponential distribution 

for poly(dT)42 suggests that the closed state alternates between two different Poisson 

processes with characteristic times τ1 = 130 µs and τ2 = 1 ms. 

 

The characteristic rates and times for each template, along with the amplitudes between the 

open and closed states, are listed in Table 3.2. 

 

Template Avg. 
Rate 
(s-1) 

Rate1 
(s-1) 

Rate2 
(s-1) 

Closed 
τ1 (µs) 

Closed τ2 
(µs) 

Open 
τ1 

(ms) 

Open 
τ2 

(ms) 

∆Vg 
(mV) 

σprim 
(mV) 

σsec 
(mV) 

poly(dT)42 21 100±40 - 170±90 1440±700 13±7 - 44 13 16 
poly(dA)42 3 - - 220±110 - 30±15 - 32 11 13 
poly(dG)42 21 - - 130±70 - 7±4 - 12 16 19 
poly(dC)42 80 40±30 190±70 130±70 - 5±3 30±15 24 13 13 
Hetero 10 60±40 140±60 130±70 - 8±4 40±20 27 11 10 

 

3.4 Discussion 

 

In this study, single-molecule attachments were initially attempted for φ29 DNAP.  However, 

most single-molecule attachments failed to produce any ∆I(t) excursions above baseline.  In 

fact, even with an average of 5 attached φ29 DNAP molecules per SWCNT, only one out of 

Table 3.2: Processing rates, characteristic times τ, and signal amplitudes exhibited by 
φ29 DNAP while processing various templates and complementary nucleotides. 
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every two SWCNT-φ29 DNAP devices produced any template-dependent ∆I(t) excursions, 

resulting in an effective yield of about 1 attachment with signal for every 10 attachments.  

The remaining φ29 DNAP attached to the SWCNT sidewall were either conformationally 

inactive or attached in an orientation that precluded signal transduction to the SWCNT-FET. 

 

Previous studies (2, 127) of the Klenow Fragment of DNA polymerase I examined a single 

DNA polymerase enzyme attached to a single SWCNT-FET, resulting in approximately 1 clear 

single-molecule observation for every 2 devices.  Those studies utilized a single-cysteine 

mutant of the Klenow Fragment that facilitated a consistent attachment location when 

linking the polymerase to the SWCNT-FET with the maleimide-thiol reaction.  Thus, any 

attached Klenow Fragment molecule always presented the same residues to the SWCNT-

FET, so any signal produced by one SWCNT-Klenow complex were directly comparable to 

signal from another complex.  Unfortunately, native φ29 DNAP possesses seven cysteines, 

four of which were shown (using matrix-assisted laser desorption/ionization, or MALDI) to 

attach to maleimide groups in solution.  The four maleimide-binding cysteines are 

highlighted in blue in Figure 3.12, and the three non-maleimide-binding cysteines are 

colored red.  Multiple attempts to produce single-cysteine or even reduced-cysteine mutants 

resulted in either no expression or inactive enzyme, so all measurements were conducted 

with the “wild-type” φ29 DNAP containing all seven cysteines. 
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Figure 3.12: Structure of wild-type φ29 DNAP, with the enzyme in tan and the DNA in 
light gray.  The seven cysteines in the enzyme are highlighted in color: blue for the four 
cysteines that react with maleimides in solution, and red for the three that do not. 
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Due to the presence of multiple exposed cysteines, every φ29 DNAP attached to the SWCNT 

sidewall resided in one of four possible orientations, with each orientation presenting a 

different set of residues to the SWCNT.  Thus, the resulting signal from each attached φ29 

DNAP depends on its orientation, with some orientations producing no signal at all (such as 

in Figure 3.5A), other orientations producing constant current excursions (either up or 

down, with an example shown in Figure 3.5B), and still others producing the template-

dependent signal already discussed (Figure 3.5C).  The statistics of this experiment already 

show that the most productive orientation (which produces template-dependent signal) is 

statistically unfavored during maleimide conjugation.  Further tests, perhaps using MALDI 

as mentioned above, might be able to statistically determine which cysteines are most likely 

to bind with the maleimide groups.  Then, the most productive orientation could be 

established by developing a procedure to block all but one of the cysteines so that each 

orientation can be repeatedly tested in a controlled manner. 

 

The overlap among the probability distributions of the waiting times between 

conformational events for most of the DNA templates (Figure 3.8) showed that the typical 

waiting time was similar, despite the different event rates observed in the ∆I(t).  This 

suggests that the difference in rates was not due to the “typical” short waiting time, as shown 

in Figure 3.8, but rather to the presence and quantity of the “atypical” long waiting times, 

which appeared as pauses longer than 200 ms.  The unusually shallow slope of the poly(dA)42 

distribution likely reflects the extreme difficulty encountered by φ29 DNAP when 

attempting to process that template.  More generally, the stretched exponential form of the 

waiting time probability distributions suggests that the waiting times were not the result of 
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a single Poisson process, but could be due a combination of several independent processes 

or a process of several correlated steps.  Previous studies (105, 128) established that the 

closing transition was not the rate-limiting step for DNA polymerase I and Taq DNA 

polymerase, and this could be the same for φ29 DNAP.  Some possible reasons for the 

stretched exponential distribution could be: pauses due to snags when unraveling the 

secondary structure in the ssDNA template, delays in nucleotide binding or in releasing the 

pyrophosphate, or dynamic disorder driven by spontaneous thermal fluctuations that 

slightly change the effective processing rate over time. 

 

The highly variable nature of the event rate shows that the rate of φ29 DNAP conformational 

motion remained stochastic even to the timescale of seconds and minutes.  φ29 DNAP can 

pause for long periods of time, as observed in previous studies (111, 112), but can also 

exhibit rapid conformational changes in short bursts of up to ~60 s long.  This study shows 

that pauses were template-dependent, with activity on poly(dA)42 or poly(dG)42 exhibiting 

substantially longer pauses than activity on poly(dT)42 or poly(dC)42. 

 

In addition, the average rate, which is the metric most comparable to ensemble 

measurements, varied drastically with template and showed that some conformational 

motions are non-catalytic and do not correspond to nucleotide incorporations.  For example, 

recordings of poly(dC)42 and poly(dT)42 exhibited average conformational event rates of ~80 

s-1 and ~20 s-1, respectively.  By contrast, the ensemble activity assay showed greater 

catalytic activity for poly(dT)42 than poly(dC)42, indicating that φ29 DNAP exhibited more 

catalytic conformational motion when processing poly(dT)42 than poly(dC)42.  Thus, the 
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large number of conformational events in the poly(dC)42 recordings must contain a mixture 

of catalytic and non-catalytic motions.  In particular, bursts of conformational motion with 

rates exceeding 200 s-1, which occurred for ~40% of the active periods in the poly(dC)42 

recording, were likely dominated by non-catalytic motions. 

 

The ∆I(t) for poly(dA)42 or poly(dG)42 showed some, though infrequent, downward 

excursions, which contrasted with the result from activity assays used in this study.  The 

ensemble activity assays of φ29 DNAP suggested that the polymerase does not process 

poly(dA)42 or poly(dG)42 at all, but the single molecule I(t) showed that the polymerase still 

exhibited some conformational motion in its attempts to process the templates.  This might 

suggest that φ29 DNAP struggles to process these templates but still exhibits a small amount 

of catalytic activity.  Other studies (112, 129, 130) showed that templates with repeating 

bases or patterns, including GC repeats, possess secondary structure that hinder DNA 

replication.  Specifically, templates with repeating guanine bases can form G-quadruplex or 

other structures (131, 132), which polymerases find difficult to unravel.  In addition, 

poly(dA) is known to form straight, rod-like helices in solution that are more rigid than those 

for poly(dT) (133-136), and this rigidity may prevent the template from threading into the 

active site in φ29 DNAP.  Thus, the burst-like nature and the frequent pauses in φ29 DNAP 

activity when processing poly(dA)42 or poly(dG)42 could be explained by the difficulty 

encountered by φ29 DNAP in unraveling the secondary structure of specific templates. 

 

The second process seen when φ29 DNAP processes templates containing thymine, which 

resulted in a long-duration closed event, is not understood.  These long-duration events are 
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not directly correlated with nucleotide incorporations, since they occur at rates much lower 

than the known ensemble catalytic rate, and do not appear in recordings of activity on 

poly(dC)42 even though the template is catalyzed at the ensemble level.  Furthermore, the 

long-duration events are an order of magnitude longer than events corresponding to 

catalysis in the Klenow Fragment of E. coli DNA polymerase I (2).  In addition, these long-

duration events are unlikely to be due to an error-checking mechanism, since the φ29 DNAP 

used here has a disabled exonuclease domain and cannot perform error-checking.  One 

possibility is that the long-duration closed events occur when the φ29 DNAP jams during 

translocation of the template to the position of the next base.  Another possibility is that the 

incorporation is delayed because the bases are oxidized or otherwise damaged, either in the 

template or in the nucleotides in solution, which might impede the closed-open 

conformational change or require extra steps for the bond to complete. 

 

3.5 Summary 

 

Single-molecule investigations of φ29 DNA polymerase revealed that the enzyme’s efficiency 

in processing ssDNA was highly dependent on template composition.  The enzyme readily 

processed templates containing mostly thymine or cytosine bases, but exhibited pauses and 

short bursts of conformational motion when processing templates containing long stretches 

of adenine or guanine bases.  The single-molecule SWCNT-FET technique was able to observe 

the sparse conformational activity of φ29 DNA polymerase on homopolymer templates 

containing adenine (A) and guanine (G) bases even when the ensemble assays failed to detect 

catalytic activity.  Analysis of the enzyme’s processing rates showed that the rates varied 
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with time, sometimes even alternating between two different modes.  In addition, the 

distribution of the durations of the closed conformation demonstrated the existence of a 

second Poisson-like process when the enzyme processed templates containing thymine (T) 

bases.  Further studies are needed to determine the mechanisms behind the alternating 

processing rates or additional processes that were uncovered in this work. 
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CHAPTER 4 

Noise Reduction and Signal Processing Methods 

 

4.1 Introduction 

 

DNA polymerases and other biomolecules generate complex signals in SWCNT-FET 

recordings, exhibiting sharp transitions and spikes over a large range of timescales spanning 

the ms and µs range.  Unfortunately, the SWCNT-FET sensor itself produces significant noise 

in similar timescales, reducing the signal-to-noise (SNR) ratio in single-molecule 

measurements and even obscuring individual conformational events when the SNR ratio 

drops below 2:1.  Biochemical approaches to increasing the SNR, such as using mutagenesis 

to increase the effective gating experienced by the SWCNT-FET during a conformational 

event (25), involve long lead times and low odds for producing a catalytically-active enzyme, 

as encountered both for φ29 DNA polymerase and the Klenow Fragment of E. coli DNA 

polymerase I.  In addition, increasing the measurement bandwidth to acquire more 

information in the raw I(t) signal allows more noise into the acquired signal and results in a 

larger peak-to-peak noise amplitude in the signal baseline.  Figure 4.1A shows an example 

∆I(t) from the 25 kHz probe station (as described in Section 1.3), which has a ~5 nA peak-

to-peak baseline noise amplitude, while Figure 4.1B shows an example ∆I(t) from the 220 

kHz flow cell, which has a ~10 nA peak-to-peak baseline noise amplitude.  Thus, some type 

of post-acquisition digital noise reduction is necessary to reduce the baseline noise 

amplitude while preserving the sharp spikes corresponding to biomolecule activity. 
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Digital noise reduction, the process of reducing or removing unwanted noise from an 

acquired electronic signal, is an important segment of signal processing, with applications in 

a variety of fields such as audio (137) and visual (138, 139) communications, chemical (140) 

and medical sensing (141, 142), and seismology (143, 144).  There are multiple approaches 

for noise reduction in a digital signal.  The most common schemes utilize some type of digital 

filter to selectively attenuate noise while preserving most of the desired signal.  Some 

schemes operate conceptually in the time or space domain (such as the median filter (145), 

total variation denoising (146), or Savitzky–Golay filter (147, 148)), while others operate in 

the frequency domain (infinite impulse response (IIR) filters), and some operate in both 

domains simultaneously (wavelet denoising (149)). 

 

Figure 4.1: Examples of the ∆I(t) acquired at (A) 25 kHz and (B) 220 kHz bandwidth. 
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Effective denoising occurs when the operating domain of the denoising scheme matches the 

domain of the important features in the signal.  For instance, audio denoising works best in 

the frequency domain because the relevant features tend to be waves (or at least wavelets), 

suggesting the use of IIR or FIR (finite impulse response) filters to separate signal 

frequencies from the remaining noise (137, 150).  However, visual image denoising 

prioritizes image smoothness and the location of discrete edges, both of which are features 

of the space domain (151).  Thus, median filtering or total variation denoising are better 

suited for denoising images (145, 146).  Since frequency-based schemes are inherently 

dependent on sinusoids, such schemes tend to smooth sharp edges and blur images. 

 

In the SWCNT-FET biosensor, the signals that correspond to enzyme conformational changes 

are often short-duration spikes on a mostly low-frequency noise background (1-3, 25).  This 

presents a denoising problem that is significantly different from fields such as audio or visual 

image denoising, which are often concerned with removing high-frequency portions of white 

noise or discrete salt-and-pepper noise (which are effectively sharp spikes) on an otherwise 

lower-frequency signal.  Most applications of denoising procedures intend to remove sharp 

spikes, but with enzyme conformational changes the sharp spikes are in fact the signal of 

interest.  This suggests that a different approach is needed to extract the signal 

corresponding to enzyme activity from the noise in a SWCNT-FET biosensor. 

 

In the past few decades, new signal processing concepts and advances in computation power 

facilitated new approaches for separating a desired signal from noise.  A major advance was 

the development of wavelet theory and the wavelet transform, which performs analysis of a 
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signal in both time and frequency domains.  Noise reduction using the wavelet transform is 

used in image (138, 151-153) and audio (137, 154) denoising, artifact removal in EEG (142) 

and ECG (141, 155, 156) recordings, chemical detection (157-159), and seismology (144). 

 

The following is a brief description of wavelet denoising as applied to SWCNT-FET signals – 

a detailed explanation of the wavelet transform is beyond the scope of this work.  Additional 

information on the wavelet transform can be found in the references (149, 160-162). 

 

4.2 Multiresolution Analysis and the Undecimated Wavelet Transform 

 

4.2.1 Wavelet Transform Fundamentals 

 

The traditional way to analyze a time series signal in the frequency domain is to calculate the 

Fourier transform of the signal, then look for notable features in the resulting spectrum (149, 

163).  The basis function of the Fourier transform, a sinusoid, is well-localized in the 

frequency domain but completely delocalized in the time domain.  This means the Fourier 

transform is an excellent tool for characterizing signals which are periodic or whose 

frequency content varies slowly with time, but it is inadequate for properly characterizing 

signals which exhibit stochastic behavior in the time domain.  In addition, any sharp spikes 

or transitions that are well-localized in the time domain will appear in multiple frequency 

levels in the frequency domain, due to the inherent time-frequency uncertainty relation.  

Although modifications such as the short-time Fourier transform attempt to address these 

issues (164, 165), these modifications keep the fixed time and frequency resolutions of the 
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original Fourier transform, resulting in worse-than-optimal resolution at low frequencies 

and short times. 

 

The wavelet transform is a time-frequency transform, analogous to the Fourier transform, 

which uses a wavelet instead of a sinusoidal function as its basis (149, 162).  Wavelets are 

wave-like functions or patterns localized in both the time and frequency domains (within the 

bounds set by the uncertainty principle).  In contrast to the Fourier transform, which only 

produces a 1D spectrum of frequency amplitudes, the localization of the wavelet transform 

in both domains allows the wavelet transform to meaningfully describe a signal both in time 

and frequency, producing a 2D plot of coefficients.  Figure 4.2 shows how the wavelet 

transform divides the time-frequency space into blocks whose dimensions maximize 

information content: at low frequencies, blocks are long in time to facilitate high frequency 

resolution, while at high frequencies, blocks are short in time to facilitate high time 

resolution.  The area of each block is identical, with a minimum defined by the wavelet basis 

and the time-frequency uncertainty principle (149).  The primary advantage of the wavelet 

analysis is the ability to localize changes in a signal in both time and frequency, which 

includes any sharp transitions or spikes in the signal. 
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Conceptually, the 2D plot of wavelet coefficients is constructed by convolving the wavelet 

function 𝜓𝑠,𝑏(𝑡) with the signal x(t) over all values of scale s, or dilations of the original 

wavelet function.  The scale, which is analogous to inverse frequency (𝑠 ∝
1

𝑓
), describes the 

amount of stretch (in time) applied to the wavelet before the convolution.  The general 

wavelet transform is illustrated in Figure 4.3.  𝜓𝑠,𝑏(𝑡)  (red, left) is scanned over x(t) to 

perform the convolution, then the wavelet function is stretched by s (blue, right), and the 

convolution repeated.  Mathematically, this is expressed as: 

𝜓𝑠,𝑏(𝑡) =
1

√𝑠
𝜓 (

𝑡 − 𝑏

𝑠
) 

𝑋𝑤(𝑠, 𝑏) = ∫ 𝑥(𝑡)
∞

−∞

𝜓𝑠,𝑏 𝑑𝑡 =
1

√𝑠
∫ 𝑥(𝑡)

∞

−∞

𝜓 (
𝑡 − 𝑏

𝑠
) 𝑑𝑡 

Figure 4.2: Division of the time-frequency space in a wavelet transform representation.  
Both the time and frequency axes are displayed on a linear scale. 
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where 𝑋𝑤(𝑠, 𝑏) is the wavelet coefficient for a particular s and translation factor b.  This 

expression exactly describes the wavelet transform when applied to continuous functions or 

signals (and such a transform is termed the continuous wavelet transform, or CWT). 

 

 

 

4.2.2 The Discrete and Undecimated Wavelet Transforms 

 

However, for discrete signals, the integrals are converted to sums, and both s and b are 

restricted to integer values.  The resulting transform is called the discrete wavelet transform, 

or DWT.  Each value of s corresponds to an independent frequency band, with the highest 

frequencies corresponding to the lowest scales and the lowest frequencies corresponding to 

the highest scales. 

Figure 4.3: Calculating the wavelet transform of a 1D signal.  The wavelet function (s = 
1) is convoluted with the signal starting at t=0, then stretched in time (s = 2) and 
convoluted again with the signal, to produce a 2D array of coefficients. 
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Although s can take any integer value, essentially all implementations of the DWT use a 

dyadic scaling, selecting only powers of 2 such that 

𝑠 = 2𝑛, 0 ≤ 𝑛 ≤ log2 𝑁 , 𝑛 ∈ ℤ, 𝑛 > 0 

where N is the number of samples in x(t) and n is an integer greater than 0.  Dyadic scaling 

presents several advantages: 1) the resulting wavelet functions are orthonormal, such that 

the information content in each scale is independent of the others, 2) the transform provides 

logarithmic coverage of the frequency space, requiring less coefficients to describe the entire 

space, and 3) scaling by powers of 2 is computationally inexpensive. 

 

In fact, the dyadic scaling of the wavelet transform means that the transform coefficients can 

be calculated more efficiently.  Due to the dyadic stretching of 𝜓𝑠,𝑏(𝑡), each scale in the CWT 

contains half the frequency information of the previous scale but the same number of 

coefficients, resulting in a redundant representation of the information.  Halving the number 

of coefficients at each successive scale reduces memory and computing requirements while 

preserving the frequency information.  An alternative approach, instead of calculating the 

convolution equally at every scale, passes x(t) through a pair of quadrature mirror filters 

(acting as high- and low-pass filters), which are designed such that the filters reproduce the 

output of the DWT for a given 𝜓𝑠,𝑏(𝑡).  The output of the high-pass filter, named the detail 

coefficients, are saved as the entire first scale level of the wavelet transform, while the output 

of the low-pass filter, named the approximation coefficients, is decimated by 2.  When the 

decimated approximation coefficients are passed through the high- and low-pass filters 

again, the resulting detail coefficients are saved as the entire second scale level (now with 
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half as many coefficients).  A general schematic of this process is shown in Figure 4.4.  This 

algorithm is repeated until the approximation coefficients cannot be decimated further, 

resulting in a series of scale levels in which each level contains half as many coefficients as 

the previous level. 

 

 

 

The primary disadvantage of the dyadic DWT algorithm is that it is not translation-invariant 

– shifting x(t) in time changes the amplitudes of the coefficients in addition to shifting their 

position in time.  The lack of translation invariance can be a significant problem if the 

purpose of the wavelet transform is to identify the specific locations of interesting features 

in x(t), such as the time of a sharp transition or spike.  A solution is to use a translation-

invariant version of the DWT, such as the undecimated wavelet transform (UWT) (166, 167), 

which follows the same algorithm as the DWT but omits the decimation by 2.  The series of 

scale levels in the UWT contains more coefficients (and requires more computation) than in 

the DWT because the levels are not decimated, but this allows the UWT coefficients to 

maintain both translation invariance and location accuracy of interesting signal features. 

 

Figure 4.4: Schematic of the discrete wavelet transform, showing the high/low pass 
filtering and the decimation by 2 at each step.  The undecimated wavelet transform does 
not perform the decimation. 
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4.2.3 Selecting a Wavelet Basis 

 

The selection of wavelet basis is an important consideration in optimizing the use of the 

wavelet transform.  Conceptually, the wavelet transform performs best in identifying and 

localizing features that are similar in shape to the wavelet itself.  Though almost any 

oscillating, zero-mean, finite-energy wavelet could potentially be used in the wavelet 

transform, there are certain families of wavelets that have been developed with useful 

properties (149, 168, 169).  A wavelet with many oscillations (like the Morlet for the CWT or 

the higher-order Daubechies for the DWT) is most useful for identifying periodic oscillations, 

while a wavelet with sharp edges (like the Haar for the DWT) is best suited for finding sharp 

transitions in time, and a wavelet with sharp spikes (such as the Coiflet family for the DWT) 

excels at finding the location of sharp spikes in x(t) (170, 171).  Some examples of wavelet 

bases are displayed in Figure 4.5.  Most designed wavelet families are orthogonal, so 

frequency information is not shared among multiple scales, and some wavelet families are 

symmetric. 

 

 

 

 

Figure 4.5: Examples of wavelet bases: (A) Daubechies 8, (B) Haar, and (C) Coiflet 1 
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4.3 Wavelet Thresholding and Denoising 

 

4.3.1 Decorrelating 1/f Noise 

 

The predominant source of electrical noise in carbon-based electronics is flicker noise, also 

called 1/f noise because the power spectral density of flicker noise is approximately 

inversely proportional to frequency: 

𝑃𝑆𝐷 ∝
1

𝑓𝛽
 

where 1.0 ≤ 𝛽 ≤ 1.1  for carbon nanotubes specifically (29).  1/f noise is ubiquitous, 

appearing in fields as diverse as electronic noise, economic data, and biological processes 

(172-174).  Despite its ubiquity, removing 1/f noise from signals is a challenging problem.  

One of the primary issues in dealing with this type of noise is its inherent long-range 

correlation, which prevents the signal from converging or averaging to some fixed mean 

value.  Instead, a signal with 1/f noise has an unpredictable, long-term drift in mean value 

that confuses level-finding algorithms.  Most approaches for denoising involve high-pass 

filtering to reduce the amplitude of low-frequencies, where the 1/f noise has the most power, 

or else using some sort of chopping or modulation to push the noise outside the bandwidth 

of any desired signals (175).  Though this approach is effective for many applications, high-

pass filtering removes potentially important low-frequency information and generates 

artifacts around sharp transitions.  A better approach involves selectively removing 1/f noise 

at all frequencies. 

 



84 
 

One property of 1/f processes that can be exploited to facilitate effective denoising at all 

frequencies is its statistical self-similarity, meaning that the characteristics of the process 

appear the same when measured on different timescales (160, 161).  This means that such 

processes do not possess any “characteristic” timescales or correlation lengths, and thus 

cannot be accurately described by traditional correlation or time-based metrics.  Instead, 

proper analyses of 1/f processes should use methods that are scale- and translation-

invariant.  As already shown above, the discrete wavelet transform meets both criteria, 

making it a perfect tool to characterize 1/f noise.  In particular, when 1/f noise is passed 

through the DWT, the coefficients at an individual scale level become mutually uncorrelated, 

effectively “whitening” the noise and facilitating easier removal through traditional white 

noise reduction methods.  This whitening of 1/f noise is made possible because of two 

factors: 1) the orthonormality of the basis functions used in the discrete wavelet transform 

prevents noise information passing between scale levels, and 2) the bandpass filters act on 

a logarithmic frequency axis, neatly separating the frequency space into self-similar bands. 

 

Certain statistical metrics of 1/f noise are invariant across scale levels.  One such metric is 

the variance of the coefficients within a single scale level, with the invariance described 

below for any scale factor s: 

𝑉𝑎𝑟 𝑋𝑠 = 𝜎22𝑠  

𝑆𝑡𝑑. 𝐷𝑒𝑣. 𝑋𝑠 = √𝑉𝑎𝑟 𝑋𝑠 = 2
𝑠
2𝜎 = (2

1
2)

𝑠

𝜎 

where 
𝜎

√2
 is the standard deviation of the first scale level. 
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From the PSD of 1/f noise, the amplitude of the noise at a particular frequency scales as: 

𝑃𝑆𝐷 ∝
1

𝑓
∝ 𝐴𝑚𝑝2 

𝐴𝑚𝑝 ∝
1

𝑓
1
2

 

The ratio of frequencies between two adjacent scale levels in the DWT is 2, so the ratio of the 

amplitudes of the noise between adjacent scale levels is: 

𝐴𝑚𝑝𝑠+1

𝐴𝑚𝑝𝑠
=

1

𝑓𝑠+1

1
2

1

𝑓𝑠

1
2

=

1

𝑓
1
2

1

(2𝑓)
1
2

=
(2𝑓)

1
2

𝑓
1
2

= 2
1
2 

which is the exact same factor expressed in the standard deviation of each scale level.  Thus, 

by reducing the amplitude of the coefficients in each scale level by (2
1

2)
𝑠

, the noise amplitude 

can be reduced to the same level across all frequencies, essentially turning 1/f noise into 

uncorrelated white noise.  The resulting coefficients can be further denoised using methods 

suitable for white noise. 

 

4.3.2 Wavelet Thresholding 

 

Wavelet thresholding, sometimes called wavelet shrinkage denoising, is a non-linear 

denoising technique performed on the wavelet coefficients (138, 176, 177).  The basic 

assumption in wavelet thresholding is that wavelet coefficients associated with noise have 

smaller amplitudes than the coefficients associated with the signal of interest.  Thus, by 

removing all coefficients below a certain threshold (replacing the coefficient values with 0), 
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the noise can be removed while preserving the desired signal.  Wavelet denoising works best 

when the wavelet basis matches the important features of the desired signal, such that the 

feature can be accurately described with only a few wavelet coefficients (170, 176).  In the 

ideal case, this produces a sparse representation in the wavelet domain, in which the 

significant features have non-zero coefficients and the remaining coefficients are zero. 

 

The choice of threshold is crucial for optimizing the signal-to-noise ratio of the resulting 

denoised signal.  There are a variety of schemes for choosing the threshold.  Some apply a 

universal threshold across all scale levels, while others vary the threshold according to the 

scale level.  In addition, there are several methods for handling the coefficients that are larger 

than the threshold (153).  A “hard” threshold leaves such coefficients unchanged, resulting 

in a signal that preserves sharp edges but may also be more uneven and jagged.  A “soft” 

threshold (178) shrinks all coefficients by the threshold value, resulting in a smoother signal.  

A “garrote” threshold (179) is an intermediate between the “hard” and “soft” threshold 

methods, shrinking coefficient values that are just above the threshold while leaving large 

coefficient values (greater than 5 times the threshold value) mostly unchanged.  A schematic 

of the different types of thresholding, with the threshold value set to 1 in each case, is shown 

in Figure 4.6.  An example of both soft (blue) and hard (red) thresholding applied to a sample 

scale level is shown in Figure 4.7.  In this example, both methods utilize the same threshold 

value.  When the original coefficient is higher than the threshold, the hard threshold method 

does not alter its value and preserves the peak amplitude, but the soft threshold shrinks the 

coefficient value by the threshold value and reduces the amplitude of the resulting peak. 

 



87 
 

 

 

Figure 4.6: The relationship between the original and thresholded values for hard, 
garrote, and soft thresholding.  Here, the threshold value is 1. 

Figure 4.7: Results of hard (red) and soft (blue) thresholding of the coefficients from a 
single scale in the UWT, with the original coefficients in black. 
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The choice of thresholding scheme is heavily dependent on the type of application and on 

the characteristics of the main signal and the noise.  For instance, many soft thresholding 

schemes have been proposed by researchers for visual image denoising (138, 153, 180, 181), 

where smoothness is generally prioritized over edge sharpness.  Hard thresholding is not 

widely utilized, but tends to perform better when edge sharpness is the highest priority or 

when the magnitude of the original signal needs to be preserved. 

 

4.4 Wavelet Denoising of the SWCNT-FET Electrical Signal 

 

4.4.1 Scale-Dependent Thresholding of UWT Coefficients 

 

In the SWCNT-FET biosensor, 1/f noise from the carbon nanotube is mixed together with 

other types of electrical noise from various sources.  These include: high-frequency noise 

from switching power supplies, broadband noise from the liquid heating control circuitry, 

and broadband noise from building electronics, fluctuations in grounding, and even other 

experiments in the building.  These additional noise sources add to the total noise in the 

SWCNT circuit and appear either at specific frequencies (resulting in spikes in the plot of the 

power spectral density (PSD), as shown on the right of Figure 4.8) or as a broad band that 

increases the noise floor of the measurement.  At a certain frequency (~200 kHz in Figure 

4.8), the amplitude of the noise floor becomes larger than the 1/f noise from the nanotube 

itself.  This point, called the corner frequency, creates a natural divide in the frequency space. 
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Since the SWCNT-FET signal contains a variety of frequency-dependent noise sources, the 

optimal thresholding approach uses a different threshold for each scale.  The noise amplitude 

at each scale is calculated using the median absolute deviation (MAD), which is defined by: 

𝑀𝐴𝐷(𝑥(𝑡)) = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝑥(𝑡) − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑥(𝑡))|) 

The MAD is an analogue to the standard deviation that is not as sensitive to outliers.  This is 

useful since significant spikes in the signal are correlated with large coefficients, which can 

be considered “outliers” to the 1/f noise.  Thus, the MAD provides a metric for the noise 

amplitude that is not influenced by the amplitude of the spikes in the signal.  Figure 4.9 

displays a plot of the MAD of the coefficients at each scale level, along with a line showing 

the exponential relation: 𝑀𝐴𝐷 ∝ (2
1

2)
𝑠

, which is the same characteristic relation mentioned 

above for 1/f noise.  The plot reveals a close agreement between the characteristic relation 

Figure 4.8: PSD of a 1s segment of signal from the SWCNT-FET.  Note that the slope of 
the data is ~-1 on a log-log plot, corresponding to a function proportional to 1/f. 
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and the experimentally-obtained MAD at each scale, with a slight difference in slope because, 

for SWCNT-FETs, 𝛽 > 1 in the characteristic equation defining 1/f noise: 𝑃𝑆𝐷 ∝
1

𝑓𝛽. 

 

 

 

With 106 samples in a single batch (corresponding to 1 s of 1 MHz signal), the wavelet 

transform representation contains 19 scale levels, since log2 𝑁 = log2 106 ≈ 19.93 .  The 

frequency space is divided into three sections: a high-frequency region (scales 1-4), a mid-

frequency region (scales 5-15), and a low-frequency region (scales 16-19).  The separations 

between these sections are shown in Figure 4.9 as blue vertical lines.  Within each section, 

the UWT coefficients are thresholded in a manner that depends on scale and three additional 

parameters: threshold type (hard, soft, garrote), threshold level, and number of scales. 

Figure 4.9: Comparison of the MAD of the coefficients at each scale (black dots) to an 
exponential function (red) the amplitude scaling of pure 1/f noise.  Blue lines indicate 
the divide between the low- (left), mid- (center), and high- (right) frequency regions. 
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In the following threshold calculations, the MAD is used as an analogue to the standard 

deviation.  The distribution of the UWT coefficients within a single scale can be approximated 

by a normal distribution, which has a well-defined percentage of outliers beyond a certain 

number of standard deviations.  For example, using a threshold of 2 standard deviations 

preserves only values above the 95th percentile, while a threshold of 4 standard deviations 

corresponds to keeping only values above the 99.99th percentile.  Similar thresholding can 

be achieved by replacing the number of standard deviations with a multiplier of the MAD.  

Thus, a larger multiplier removes greater percentages of 1/f noise but may also suppress 

signal dynamics if the corresponding coefficient amplitudes are smaller than the threshold. 

 

For the scales in the “mid-frequency” region, below the corner frequency and dominated by 

1/f noise, the coefficients are most optimally denoised using a scale-dependent threshold.  

Since the standard deviation of the noise scales as (2
1

2)
𝑠

, a threshold that also scales in the 

same manner will remove similar proportions of noise at each scale level.  The threshold for 

a scale s in this region is calculated from: 

𝑡𝑠,𝑀𝐹 = 2
𝑠𝑚−𝑠

2 ∗ (𝑀𝐴𝐷)𝑚 ∗ 𝑚𝑀𝐹 

where sm is the number of the middle scale (for 19 scales, scale 10 is the middle), (𝑀𝐴𝐷)𝑚 is 

the MAD of the coefficients in the middle scale, and 𝑚𝑀𝐹 is the multiplier for the threshold 

(usually set between 2-4).    Hard thresholding is used to preserve sharp transitions. 
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In the low-frequency region, the main objective is to remove fluctuations that are too slow 

for biomolecule activity, making the baseline flat and keep a consistent position from one 

batch of signal to the next.  The approximation coefficients are all set to 0 to make the 

denoised signal have a mean of zero.  Since each batch of signal is 1 s long, zeroing these 

coefficients essentially removes frequencies below 1 Hz.  In addition, the details in the 

lowest-frequency scales contain essentially no information related to biomolecule activity, 

so the coefficients in these scales can be set to 0 as well, which essentially sets the threshold 

to +∞.  The largest 𝑛𝐿𝐹 , the number of scales included in the low-frequency section, is 4, 

which corresponds to scales 16-19 and characteristic times τ > 66 ms when operating on 1 

MHz data.  This results in a high-pass filter with a ~15 Hz cutoff.  Using 𝑛𝐿𝐹 > 4 distorts the 

signals from long-duration biomolecule activity, which can be up to ~10 ms in duration. 

 

In the high-frequency region, beyond the corner frequency, fast biomolecule dynamics are 

often masked by instrumentation noise, so only transitions or spikes with amplitudes larger 

than the noise can be identified.  In this frequency range, hard thresholding is used if the 

denoising needs to preserve signal timescales that are within two orders of magnitude of the 

sampling interval (for example: spike durations < 100 µs when the sampling interval is 1 µs 

for 1 MHz data).  Otherwise, garrote thresholding is used.  The threshold is determined by: 

𝑡𝑠,𝐻𝐹 = (𝑀𝐴𝐷)𝑠 ∗ 𝑚𝐻𝐹  

where (𝑀𝐴𝐷)𝑠 is the MAD of the coefficients in scale level s, and 𝑚𝐻𝐹 is the multiplier for the 

threshold, set between 2 and 6.  The number of scales 𝑛𝐻𝐹  included in this section depends 

on both the corner frequency and minimum signal timescale, and ranges from 4 (scales 1-4, 

corresponding to τ < 16 µs) to 8 (scales 1-8, corresponding to τ < 256 µs) for 1 MHz data. 
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4.4.2 Multi-Channel Denoising For Multiple Timescales 

 

Generally, signals corresponding to biomolecule activity are present over a wide range of 

timescales that may span several orders of magnitude.  This is due to several factors.  First, 

biomolecules may possess multiple functions or conformational changes, each of which may 

operate at a different timescale (35, 106).  Second, biomolecule motion generally follows 

Poisson statistics, so the amount of time a biomolecule stays in a single conformation has an 

exponential probability distribution over several orders of magnitude in time (39).  For 

example, a particular biomolecule conformation might have a characteristic time of τ = 300 

µs, but the biomolecule will exhibit conformation dwell times ranging from 60-600 µs.  

Finally, biomolecule activity is also subject to dynamic disorder (40, 182), which are changes 

in the conformational energy landscape of the biomolecule that alter the characteristic times 

of conformational states over time, sometimes by an order of magnitude. 

 

The wide range of possible timescales present in the SWCNT-FET signal presents a problem 

for wavelet 1/f denoising, since the scale-dependent thresholds are effective only within a 

range of timescales, between 𝜏𝑚𝑖𝑛 and 𝜏𝑚𝑎𝑥.  For timescales shorter than 𝜏𝑚𝑖𝑛, sharp spikes 

are smoothed away and sharp transitions rounded, while for timescales longer than 𝜏𝑚𝑎𝑥, 

rectangular steps are flattened.  If the timescale range of biomolecule activity is larger than 

the timescale range of a single denoising channel, then multiple denoising channels are 

required, each spanning a different range of timescales, so that all the timescales are covered.  

Using multiple denoising channels also helps isolate signal components arising from 

different conformational motions, especially if those motions exist in separate timescales. 
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For the purposes of denoising SWCNT-FET signals arising from measurements of Taq DNA 

polymerase, two channels are used: a “low-pass” channel and a “high-pass” channel.  Note 

that these are not true low-pass and high-pass filters – both channels are bandpass filters.  

The “high-pass” channel preserves shorter timescales than the “low-pass” channel, while the 

latter channel produces a smoother output which makes it easier to find edges in the signal.  

A list of the channels for denoising 1 MHz recordings of Taq DNA polymerase, along with the 

denoising parameters and targeted timescales, is shown in Table 4.1. 

 

Denoising 
Channel 

Low Freq. Mid Freq. High Freq. 𝜏𝑚𝑖𝑛 (µs) 𝜏𝑚𝑎𝑥 (ms) 
Included 

Scales 
Thresh. 

Type 
𝑚𝑀𝐹 Included 

Scales 
Thresh. 

Type 
𝑚𝐻𝐹 

High-Pass 16-19 Hard 3 1-8 Hard 2 1 .5 
Low-Pass 16-19 Hard 4 1-4 Garrote 6 50 10 

 

Wavelet denoising was implemented in LabVIEW using the following sequence of steps: 

1) separate the signal into batches (usually 1s of data, or 106 samples at 1MHz), 

2) decompose the current batch of signal into its undecimated wavelet transform 

(UWT) representation, 

3) for each denoising channel, threshold the UWT coefficients according to the 

thresholding method and value at each scale, 

4) for each denoising channel, generate the denoised I(t) signal by applying the 

inverse undecimated wavelet transform (iUWT) on the thresholded scales. 

Table 4.1: Channels and parameters for wavelet denoising of the SWCNT-FET signal. 
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A schematic for the entire wavelet denoising scheme, including the multi-channel approach, 

is shown in Figure 4.10. 

 

 

 

To illustrate the performance of this wavelet denoising procedure over a range of timescales, 

Figure 4.11 compares the raw I(t) (black), obtained from SWCNT-FET recordings of Taq DNA 

polymerase activity, to the denoised output of the low-pass channel (red), at timescales 

ranging from 60 s (top) to 2 ms (bottom).  In Figure 4.11A, the 60 s segment of raw signal 

exhibits low-frequency fluctuations of ±5 nA in the baseline, while in the denoised signal the 

baseline appears flat and fluctuates by less than 2 nA.  The standard deviation of the signal 

drops from 2.9 nA for the raw signal to 0.7 nA for the low-pass channel.  At this scale, the 

spikes corresponding to individual conformation changes are impossible to distinguish.  

Snapshots of the signal at progressively smaller timescales show that the denoised signal 

consists of individual spikes or clusters of spikes separated by a smooth, often flat, baseline. 

 

Figure 4.10: Block diagram of the multi-channel wavelet denoising scheme. 
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Figure 4.11: Examples of raw (black) and low-pass wavelet-denoised (red) signal from 
the SWCNT-FET, at a variety of timescales: (A) 60 s, (B) 2 s, (C) 300 ms, (D) 100 ms, and 
(E) 20 ms. 
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Sometimes, the low-pass denoised signal is flat even when the raw signal seems to have large 

fluctuations, such as at t = 11.5 s in Figure 4.11B.  Figure 4.11C zooms in on a 300 ms snapshot 

of the signal at that time, showing that most of the fluctuations are gradual transitions due 

to 1/f noise rather than sharp transitions due to the biomolecule.  There are some sharp 

spikes present in this segment of signal, but the amplitudes of the spikes are small relative 

to the 1/f noise peak-to-peak (signal to noise ratio (SNR) ~1.5:1), so the spike amplitudes 

are reduced in the denoised signal due to garrote thresholding.  At other times, the denoised 

signal seems to exhibit dense clusters of spikes, like at t = 10.2 s in Figure 4.11B.  Figure 

4.11D zooms in on 100 ms of signal at that time, showing that there are still gaps of flat 

baseline signal between most spikes, even in a cluster.  Some of the spikes have their 

amplitudes reduced by more than 50% in the denoised signal, and some spikes are smoothed 

away entirely.  Zooming in further to 20 ms (Figure 4.11E) shows that the spikes that are 

completely smoothed away either have a low SNR (< 2) or have gradual rather than sharp 

transitions (such as the triangular-looking wave at t = 10.268 s). 

 

Figure 4.12A zooms in on another 100 ms snapshot of the signal (taken from the same 

segment displayed in Figure 4.11B) where the low-pass denoised signal preserves > 70% of 

the spike amplitudes.  Figure 4.12B zooms in further to a 10 ms snapshot, showing that these 

spikes exhibit higher SNR (~3) and have sharper transitions.  At another 15 ms snapshot 

(Figure 4.12C), the amplitudes of some spikes or transitions are completely preserved (like 

at t = 11.0325 s and 11.038 s), while the amplitude of others are reduced (like at t = 

10.0315s).  Zooming in further on these times (Figure 4.12D and E) show that spikes with 

durations < 100 µs are rounded off or smoothed away to some degree. 
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Figure 4.12: Examples of raw (black) and low-pass wavelet-denoised (red) signal from 
the SWCNT-FET, at a variety of timescales: (A) 100 ms, (B) 10 ms, (C) 15 ms, (D) 2 ms, 
and (E) 2 ms. 
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Generally, the amplitude and shape of the spikes and sharp transitions are preserved except 

when the spikes are less than ~100 µs in duration, as shown in Figure 4.12D, where the ~50-

100 µs spikes which were originally rectangularly-shaped have been rounded at the corners 

and shrunk by ~20-50% in amplitude.  In addition, some short-duration spikes are 

completely smoothed away by the wavelet denoising procedure, as can be seen in Figure 

4.12E.  Though the 1 ms rectangular wave which forms the overall shape of the spike is well-

preserved, the spikes in the middle, returning to the baseline, are reduced by over 70% in 

the low-pass denoised signal. 

 

Though the low-pass denoised channel smooths away the short spikes (< 100 µs in duration), 

the high-pass denoised channel does not.  Figure 4.13A displays the same rectangular wave 

from Figure 4.12E, displaying the raw signal (black, top) alongside both the high-pass (blue, 

middle) and low-pass (red, bottom) denoised channels.  The traces normally overlap but 

have been offset in the Y-axis for clarity.  Though the low-pass channel smooths away > 90% 

of the amplitude of the ~10 µs spikes in the middle of the rectangular wave, the high-pass 

channel preserves the spike amplitudes entirely.  Though the high-pass channel does not 

perform as much smoothing as the low-pass channel, it still reduces the low-amplitude noise 

fluctuations, as can be seen in the zoomed-in snapshot in Figure 4.13B, where the high-pass 

signal shows short segments of flat signal in between clusters of spikes or other oscillations.  

In addition, the slight low-frequency bump in the middle of the rectangular wave (at t = 

11.0381 s) has been reduced by > 50%.  Thus, the low-pass denoised channel performs well 

at smoothing the signal and preserving signal spikes longer than 100 µs, while the high-pass 

denoised channel captures the signal spikes and other features shorter than 100 µs. 
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Figure 4.13: Example of the result of the high-pass (blue) and low-pass (red) wavelet 
denoising procedures, compared to the raw data (black), operating on the same signal 
as displayed in Figure 4.12E, shown on (A) 2 ms and (B) 1 ms timescales.  The signal 
traces have been offset by -12 nA (high-pass) and -20 nA (low-pass) for clarity. 



101 
 

Figure 4.14 shows another example of the performance of the two denoised channels (high-

pass in blue and low-pass in red, both offset from the raw signal in black) on a signal 

containing signal features ranging from 10 - 200 µs in duration.  The output from the low-

pass channel looks smooth and preserves the rectangular signal feature from 100-300 µs, 

but almost completely removes the ~10 µs spikes at t = 500 µs, and even halves the 

amplitude of the ~30 µs rectangular feature at t = 700 µs.  By contrast, the high-pass channel 

preserves the ~10 µs features while reducing the amplitude of noise oscillations by ~50%, 

but the noise RMS remains 4 times greater than in the low-pass channel.  The low-pass 

channel is optimized to preserve spikes and rectangular waves that are between 100 µs - 5 

ms in duration, while the high-pass channel performs best on spikes shorter than 100 µs. 

 

 

Figure 4.14: Example of the result of the high-pass (light blue) and low-pass (red) 
wavelet denoising procedures, compared to the raw data (black).  The signal traces have 
been offset by increments of 10 nA for clarity. 
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4.4.3 Selecting the Optimal Wavelet Basis 

 

The mother wavelet used as the basis function for wavelet denoising should match the signal 

of interest, which for typical enzymatic activity is composed of sharp spikes and rectangular 

jumps on an otherwise flat baseline.  A close match between the mother wavelet and the 

signal allows the wavelet transform to encode the signal in fewer, larger coefficients that are 

preserved by thresholding, resulting in less distortion.  From the list of known mother 

wavelets, the leading candidates for the mother wavelet are (Figure 4.15): the Haar wavelet, 

Coiflet wavelet family, and the biorthogonal wavelets (particularly the biorthogonal 1.3 and 

1.5 wavelets).  The Coiflet family is best at identifying sharp spikes, while the other wavelets 

mentioned are ideal for identifying edges in the signal.  Most other wavelet families (not 

illustrated here) have shapes that resemble ripples or noise rather than discrete jumps (149, 

169). 
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Evaluation of the performance of these mother wavelets was performed using data obtained 

from Taq DNA polymerase enzymatic activity.  The denoising algorithm was run using each 

candidate mother wavelet, with all other parameters remaining the same, over the same set 

of data.  The optimal mother wavelet should result in the flattest baseline and the sharpest 

Figure 4.15: Mother wavelet candidates for denoising the SWCNT-FET signal: (A) Haar, 
(B) Coiflet 3, (C) biorthogonal 1.3 (D) biorthogonal 1.5.  Note that the two biorthogonal 
functions have two mother wavelets: one for decomposition, the other for 
reconstruction. 
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edges.  Figure 4.16 shows histograms of the resulting denoised signals using the four 

candidate wavelet bases, with the histogram of the raw data in black for comparison.  The 

histograms mostly overlap, especially on a log scale (Figure 4.16A).  However, a linear scale 

(Figure 4.16B) reveals that Haar wavelet basis produces a 45% higher peak near 0 nA (the 

baseline level) than the next-highest peak (corresponding to the biorthogonal 1.3 wavelet).  

This means that the Haar wavelet basis is the best at bringing the signal in the baseline to the 

0 nA level, and thus results in the flattest baseline. 
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Figure 4.16: Histograms of denoised SWCNT-FET signal using various wavelet bases, 
shown in both log (A) and linear (B) scale. 
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In addition, wavelet denoising using the Haar wavelet basis results in smaller artifacts than 

with the other three wavelet bases.  Figure 4.17 shows (in black) an idealized, noise-free 

version of the rectangular 2-state signal that commonly occurs in SWCNT-FET recordings of 

biomolecules.  The result of applying the wavelet denoising procedure to this signal, using 

the four candidate wavelet bases functions, is overlaid on top of the original signal.  

Generally, the denoising procedure produces similar artifacts regardless of wavelet basis: 

the baseline (at 0 nA) develops a hump at the location of the rectangular discontinuity, and 

the position of the second state (originally at -1 nA) is shifted toward the original baseline.  

The magnitude of the hump and the resulting shift is dependent on both the magnitude and 

duration of the original rectangular discontinuity.  For this particular example (a 10 ms 

rectangular spike of amplitude 1 nA in a 200 ms window), the hump is ~0.28 nA tall for the 

Coiflet 3 and biorthogonal wavelets.  However, the Coiflet 3 wavelet and the two 

biorthogonal wavelets produce an additional artifact: ripples in the originally-flat baseline 

whose duration is ~10 times the duration of the original rectangular signal.  By contrast, the 

Haar wavelet basis produces no ripples beyond the hump, and the magnitude of the hump is 

reduced (~0.26 nA instead of ~0.28 nA), such that the position of the second state is closer 

to the original.  Thus, the Haar wavelet function is the best basis to use for denoising SWCNT-

FET signals. 
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4.4.4 Analysis of the Denoised Signal 

 

One primary goal in denoising the SWCNT-FET biosensor signal is to facilitate separation of 

the signal into distinct states, identified by finding peaks in the histogram of the signal and 

fitting those peaks to gaussian functions.  There are two aspects of state separation: 

flattening the baseline (removing low-frequency fluctuations) and reducing the noise band 

or RMS width (removing high-frequency fluctuations).  Both aspects serve to reduce the 

widths of the peaks in the histogram, increasing the likelihood of finding local minima 

(valleys) between peaks that denotes a boundary between states.  The standard analysis 

procedure applied to a raw I(t) signal consists of: 1) a wavelet denoising algorithm, and 2) 

an automated spike-detection and state-finding algorithm on each denoised channel. 

Figure 4.17: Comparison of the distortion of an idealized 2-state signal (black) 
produced by the wavelet denoising algorithm, using four wavelet bases. 
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Figure 4.18A and B compares the histograms of the raw and denoised signals for two 

different 1 s segments.  In Figure 4.18A, the histogram of the original signal shows a wide 

and round primary peak (corresponding to the baseline state) with a significant shoulder on 

the left side, suggesting the presence of the second state.  The histogram of the high-pass 

denoised signal shows that the second state now has its own peak, separated from the first 

peak by a valley, and the widths of the two peaks have been reduced.  The histogram of the 

low-pass denoised signal shows peaks with even smaller widths, and the presence of a slight 

bump on the far left of the secondary peak may suggest the presence of a third peak.  In 

addition, the position of the second peak has shifted right (toward the first state).  The width 

of the primary peak is 10 nA in the original signal, 6 nA in the high-pass denoised signal, and 

2 nA in the low-pass denoised signal.  In the histogram, the widths of the peaks are correlated 

with the amplitude of the noise in the signal, so the narrower peak widths in the denoised 

signals indicate a lower noise amplitude. 
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Figure 4.18: Histograms of the raw signal (black), high-pass wavelet-denoised (blue), 
and low-pass wavelet-denoised (red) signals, for two different 1 s segments of signal. 
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In Figure 4.18B, the corresponding signal does not have many samples in the second state.  

Thus, the amplitude of the second peak is low, and the histogram of the original signal 

appears as a single, smooth, wide hump because the second peak is hidden by noise and low-

frequency fluctuations.  The histogram of the high-pass channel shows a reduced width in 

the primary peak, revealing a shoulder corresponding to the second state.  In the histogram 

of the low-pass channel, the width of the primary peak is further reduced, making the 

shoulder even more distinct, although the position of the shoulder is also shifted toward the 

baseline state.  Though the second state does not appear as a distinct peak in this example, 

peak fitting methods can still determine a position for the second state.  This example 

demonstrates the ability of the wavelet denoising procedure to separate the signal into 

distinct states, although the low-pass denoised channel sometimes shifts the position of any 

non-baseline states toward the baseline position. 

 

When the raw I(t) contains enough points in non-baseline states, the histogram of the raw 

I(t) can be modeled as a sum of gaussian peaks, with each gaussian denoting an independent 

state, and the positions and widths of the gaussians can be determined by fitting.  The 

wavelet denoising procedure alters the shapes of the resulting histograms by reducing the 

width of the peaks and sometimes shifting the positions of the secondary peaks toward the 

baseline (the highest peak).  The denoising also makes the peaks non-gaussian and 

asymmetric – in particular, the peaks become too narrow near the tip to be accurately 

modeled as a gaussian.  The distortion of the peaks away from their originally-gaussian shape 

is due, in part, to aggressive smoothing (which concentrates more data points near the peak 

centers) and to the artifacts introduced by the low-frequency suppression in the wavelet 
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denoising procedure (as discussed in Section 4.4.3 and illustrated in Figure 4.17).  However, 

it is currently unknown whether additional factors contribute to the asymmetry or non-

gaussian nature of the denoised peaks.  Determining any additional contributions will 

require further investigation. 

 

4.5 Comparison of Denoising Approaches 

 

As previously described, the SWCNT-FET signal contains several types of noise that are 

intermixed with the biomolecule signal in different frequency ranges, and each frequency 

range can be handled with different denoising approaches.  For instance, the wavelet 

denoising procedure described above removes low-frequency fluctuations by zeroing the 

approximation coefficients and the coefficients in the low-frequency scales, effectively 

creating a high-pass filter with a cutoff at ~60 Hz.  By contrast, in previous work (1-3, 25), 

low-frequency fluctuations were removed by fitting an interpolated spline to a decimated 

I(t) and then subtracting the spline from the raw I(t).  Figure 4.19 compares a 2 s segment of 

the raw I(t) to the previously-used interpolating spline subtraction method, along with the 

two wavelet denoising channels and an FIR high-pass filter, with the signal traces offset for 

clarity.  The differences in the RMS of the various signals (as illustrated by the widths of the 

signal trace) are due to differences in high-frequency filtering.  At this scale, the denoising 

methods seem to perform roughly equally well in removing the ~2-5 Hz oscillations in the 

raw I(t), since the centers of the signal traces remain flat.  A 200 ms zoomed-in snapshot 

(Figure 4.20) shows that the FIR highpass filter completely flattens the ~40 ms bump at t ~ 

11 s, while the wavelet denoising methods are the worst at flattening this bump. 
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Figure 4.19: Comparison of 2 s segments of the raw I(t) (black, top) with the output 
from: subtracted spline low-pass filtering (orange, second), FIR bandpass filtering 
(green, third), wavelet “high-pass” denoising (yellow, fourth), and wavelet “low-pass” 
denoising (blue, bottom).  The signal traces are offset by 20 nA increments for clarity. 
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Figure 4.20: Comparison of 200 ms segments of the raw I(t) (black, top) with the 
output from: subtracted spline low-pass filtering (orange, second), FIR bandpass 
filtering (green, third), wavelet “high-pass” denoising (yellow, fourth), and wavelet 
“low-pass” denoising (blue, bottom).  The signal traces are offset by 20 nA increments. 
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The effectiveness of low-frequency denoising can be quantified using histograms of the 

signal, as shown in Figure 4.21.  The histogram of the raw I(t) is a wide, asymmetric hump 

whose peak is at ~2 nA.  The histograms of the denoised signals show peaks at 0 nA, showing 

that the baseline has been centered at 0, and the peaks are roughly symmetric around the 

peak centers.  In addition, the widths of the peaks are reduced by ~30% relative to the peak 

for the raw I(t), which allows a small shoulder corresponding to the second state to appear 

on the left.  The peak of the wavelet “low-pass” denoising is further reduced, allowing the 

peak of the second state to appear, because the filter also reduces high-frequency noise. 

 

 

 

Removing the high-frequency oscillations can be achieved through several methods, 

including: wavelet denoising, FIR filtering, median filtering, total variation denoising, and 

Figure 4.21: Histograms of the 2 s segments of signal illustrated in Figure 4.19. 
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NoRSE filtering.  The following 6 figures will demonstrate the effects of the various high-

frequency denoising methods on the same 8 ms segment of signal, with the same spikes 

labeled with lowercase letters in each figure for clarity.  Figure 4.22 shows the result of the 

two wavelet denoising channels.  Note that both channels completely preserve the two ~100 

µs duration spikes (at t ~ 2.5 ms, labeled a) and mostly preserve the ~50 µs spike at t ~3.5 

ms (labeled c).  The low-pass channel reduces the amplitude of the ~50 µs spike by ~20% 

but also substantially reduces the baseline RMS (~0.3 nA instead of ~1.8 nA for the raw I(t)), 

while the high-pass channel preserves the spikes entirely (including the ~20 µs spike labeled 

b) and reduces the baseline RMS to ~0.8 nA.  The high-pass channel also causes the middle 

of the ~4 ms rectangular waveform to bulge upward, reducing the amplitude of the wave. 

 

 

 

Figure 4.22: An example SWCNT-FET signal (black) passed through the “high-pass” 
(blue) and “low-pass” (red) wavelet denoising channels.  The signal traces are offset by 
the tick values for clarity. 
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FIR filters can be utilized, but their frequency-based design means that sharp spikes and 

transitions are usually rounded or smoothed.  Figure 4.23 shows examples of FIR bandpass 

filters with varying low-pass cutoff frequencies (fhigh).  The filters with a high fhigh (such as 

fhigh = 40 kHz, orange) reduce the baseline RMS from 1.8 nA to 1.2 nA while preserving the 

shapes and positions of the spikes labeled a, b, and c.  Filter with fhigh < 40 kHz reduce the 

amplitude of spike b, while filters with fhigh < 10 kHz) reduce the amplitude of (or even 

completely smooth away) spikes a and c.  In addition, the baseline RMS for filters with fhigh < 

10 kHz, which is ~ 1.1 nA, does not differ much from the baseline RMS for filters with fhigh ~ 

80 kHz (1.3 nA). 
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Figure 4.23: An example SWCNT-FET signal passed through FIR bandpass filters with 
constant flow and various fhigh values.  The signal traces are offset by the tick values for 
clarity. 
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Median filters are particularly suited for smoothing high-frequency noise and removing 

spikes in a signal (including salt-and-pepper noise in images).  Unfortunately, median filters 

operate on a fixed characteristic timescale or frequency, so features shorter than the 

characteristic timescale are removed or, at least, are reduced in amplitude.  As shown in 

Figure 4.24, a median filter with kernel size 257 or larger removes oscillations in the baseline 

(RMS 1.2 nA) but also removes the significant spikes in the signal, while kernel sizes of 65 

(baseline RMS 1.3 nA) or 129 preserve the two spikes labeled a but suppress spike c.  Only 

the filter with kernel size 17 (baseline RMS 1.4 nA) preserves spike b. 
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To first order, an idealized signal from biomolecules measured by SWCNT-FET sensors can 

be modeled by finite-state systems.  A noise-free signal without any other degrees of freedom 

consists of sharp jumps between two or more consistent states.  Two denoising procedures 

which preserve sharp jumps while suppressing small-amplitude oscillations are total 

variation (TV) denoising and the NoRSE filter.  Total variation denoising tries to minimize 

the total “distance” traveled by a signal, making the output block-like with regions of flat, 

discrete levels and sharp transitions between them (146, 183).  Figure 4.25 displays the 

output of the total variation denoising using different values of the parameter λ.  For 𝜆 =

Figure 4.24: An example SWCNT-FET signal passed through median filters with varying 
kernel sizes.  The signal traces are offset by the tick values for clarity. 
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1 × 108, the baseline RMS is 1.4 nA, and the denoising procedure preserves spikes a and c 

and mostly preserves spike b.   For 𝜆 = 1 × 107, the baseline RMS is 1.2 nA, and the denoising 

procedure preserves spikes a but mostly smooths away spikes b and c.  Note that at this 

higher 𝜆, the signal RMS is not substantially different than that from lower values of 𝜆. 

 

 

 

Figure 4.25: An example SWCNT-FET signal passed through total variation denoising 
with varying values of the parameter λ.  The signal traces are offset by the tick values for 
clarity. 
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The NoRSE (Noise Reduction and State Evaluator) algorithm (75) looks forward and 

backward in time to find sharp transitions in the signal, smoothing the signal everywhere 

except at transitions.  The algorithm repeats this forward-backward search as many times as 

the number of filters in the filter bank.  Here, the NoRSE algorithm has been implemented 

with a bank of 5 filters, each larger than the previous by a multiple of 2.  Figure 4.26 displays 

the output of the NoRSE filter applied to the raw I(t) (black) with varying filter sizes.  With 

smaller filter sizes (filter sizes [2, 4, 8, 16, 32]), the NoRSE filter preserves both significant 

signal spikes as well as noise oscillations, and the baseline RMS is 1.5 nA.  For filter sizes [32, 

64, 128, 256, 512] (which produces a baseline RMS 1.3 nA) or larger, the filter reduces the 

amplitude of spikes b and c.  For even larger filter sizes (greater than [512, 1024, 2048, 4096, 

8192]), the filter generates sharp spikes as artifacts, compromising the effectiveness of the 

denoising. 
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Figure 4.26: An example SWCNT-FET signal passed through the NoRSE filter with 
varying sizes of filter banks.  The signal traces are offset by the tick values for clarity. 
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Another recent development in signal denoising is adaptive filtering, in which the filter 

automatically adjusts its own parameters to optimize noise removal.  Adaptive versions of 

FIR/IIR filters (184), median filters (185), and total variation denoising (186, 187) do exist, 

and utilizing such adaptive filters could, in theory, adjust the filter parameters around short-

duration spikes to preserve them in the denoised signal.  However, all adaptive filters require 

an independent channel to capture noise, which is correlated to the noise in the signal 

channel but also independent of and uncorrelated with the signal itself.  Unfortunately, for 

SWCNT-FET biosensors, it is extremely difficult (if not impossible) to create an independent 

channel whose noise correlates with the original channel, because the dominant noise 

sources are the Schottky barriers and atomic impurities at the junction where the SWCNT 

and the electrode meet, and the characteristics of each particular junction are highly variable 

and difficult to control.  Even when another electrode is connected to the sensing SWCNT-

FET as a separate channel, the noise measured from the new electrode will have different 

characteristics (RMS, corner frequency, etc).  If fabrication of SWCNT-electrode contacts can 

be reliably controlled, adaptive filtering can be used for denoising SWCNT-FET signals. 

 

A comparison of the output from both high- and low-pass wavelet denoising channels, 

median filter, total variation denoising, and NoRSE filter is shown in Figure 4.27, with 

parameters chosen to preserve ~50 µs spikes.  The low-pass wavelet denoising algorithm 

reduces the baseline RMS the most while still preserving the amplitude of spikes a, and also 

does well at flattening round bumps in the signal.  The high-pass wavelet denoising 

procedure accurately preserves all spikes shorter than 200 µs.  Total variation denoising 

accurately preserves sharp transitions and spikes longer than 100 µs but filters out shorter 
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spikes.  The NoRSE filter accurately preserves spikes shorter than 200 µs but creates spikes 

as artifacts, and still only reduces baseline RMS as much as the wavelet high-pass method. 

 

 

 

Figure 4.27: Comparison of denoising methods.  The parameters for each method are: 
wavelet high- and low-pass channels as described in Table 4.1, median filter kernel size 
= 33, total variation denoising 𝜆 = 2 × 108, NoRSE filter bank = [8, 16, 32, 64, 128]. 
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The wavelet algorithm does have some weaknesses.  In particular, the low-pass wavelet 

denoising parameters used here reduce the amplitude of the overall rectangular wave by 

~20% as compared to the other methods.  Also, the low-pass wavelet denoising smooths 

away the ~20 µs spikes located on the plot between 6 and 8 ms, probably because the 

amplitudes of the spikes were smaller than the threshold at the relevant scale, while the 

NoRSE filter manages to preserve the spike almost entirely and total variation denoising 

reduces the spike amplitudes by ~50%.  Though the high-pass wavelet denoising channel is 

able to preserve short spikes, it distorts the shape of rectangular waves with a duration 

longer than 1 ms, which does not occur with the other denoising methods. 

 

The denoising methods described here vary in computational cost.  With the parameters 

required to achieve the outputs as demonstrated in the figure, the computation time 

required to complete the denoising is least for total variation denoising, followed by median 

filtering, wavelet denoising, and finally NoRSE filtering.  The computation time for both 

median and NoRSE filtering depends on the parameters chosen: as the kernel size or filter 

size increases, the computation time increases.  By contrast, wavelet denoising carries an 

approximately-constant computational cost for a given signal, regardless of the parameters, 

but requires the most memory to compute due to the large number of UWT coefficients. 

 

The most direct analogue to SWCNT-FET measurements of biomolecules are found in the 

fluorescence community.  Algorithms that were developed to look for a multi-state output in 

a signal, such as vbFRET (188), HaMMy (189), and STaSI (190), could also be applied to the 

SWCNT-FET signal to remove baseline fluctuations and identify state transitions.  When 
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these algorithms were applied to the SWCNT-FET signal, the algorithms performed similarly 

to wavelet denoising and a simple thresholding algorithm (detailed in chapter 5) in 

identifying transition locations, yet required orders of magnitude more computation time to 

complete.  The primary obstacles for these FRET-based algorithms were the low signal-to-

noise ratio and the fluctuating baseline of the SWCNT-FET signal, which are not typical 

problems encountered in FRET experiments. 

 

Another analogue to SWCNT-FET denoising is the denoising of electroencephalograms (EEG) 

(170, 191) or electrocardiograms (ECG) (155, 156, 184, 186).  EEGs are recordings of brain 

electrical activity, while ECGs are recordings of heart electrical activity.  Both types of 

measurements consist of sharp spikes on a fluctuating or drifting baseline in the presence of 

high-frequency instrument noise and artifacts from other nerve activity.  In these fields, 

wavelet denoising has become an increasingly popular technique.  The wavelet transform 

handles EEG and ECG spikes particularly well, especially because some wavelet bases (like 

the Daubechies, symlet, or Coiflet families) match the general shape of the spikes.  As a result, 

the significant signal information can be captured in fewer, high-amplitude coefficients, 

making the denoising particularly efficient. 

 

Alternative methods in EEG and ECG denoising often use adaptive filters to remove the high-

frequency noise and some sort of regression to remove the low-frequency drift (141, 155, 

186).  Some algorithms developed specifically for EEG or ECG denoising rely on models of 

known characteristics of the spikes.  Also, since EEG and ECG measurements often use 

multiple electrodes, multi-channel denoising and decorrelation algorithms can be used, 
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including blind source separation (BSS) (142, 192), SCADS (193), and independent 

component analysis (ICA) (194, 195), among others.  Such multi-channel denoising methods 

cannot apply to SWCNT-FET signals, which are limited to single channels. 

 

4.6 Summary 

 

This work applies wavelet-based denoising to signals from SWCNT-FET sensors and 

demonstrates the effectiveness of the denoising procedure for removing 1/f noise from the 

SWCNT-FET while preserving the spikes and rectangular transitions from biomolecule 

activity.  The dyadic scaling of the wavelet transform makes it ideal for decorrelating 1/f 

noise, and the multi-scale nature of wavelet denoising provides flexibility to optimize the 

denoising separately in the low-, mid-, and high-frequency portions of the signal.  In addition, 

the use of multiple denoising channels provides even greater flexibility and allows the 

wavelet denoising approach to extract rectangular signals over multiple decades of 

timescales.  Operating on example signals from single Taq DNA polymerase molecules, the 

wavelet denoising procedure outlined here can flatten and reduce the RMS of the baseline 

more than any other method tested while still preserving the spikes and sharp transitions 

that characterize the enzymatic activity of the polymerase.  Further analysis of denoised 

signals can include a state-finding procedure to determine the number of states, along with 

the frequency, durations, and other characteristics of the various states of the biomolecule. 
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CHAPTER 5 

Characterizing Enzyme Motion with Features 

 

5.1 Introduction 

 

Single-molecule studies can observe the actions taken, and conformational states visited, by 

an individual biomolecule and to track the history of the biomolecule’s activity over time.  

Characterizing the activity of a single biomolecule involves identifying the number of states 

and determining the distributions of the attributes of each state, including the distributions 

of durations and amplitudes of events in a particular state, as demonstrated in Figures 2.4, 

3.8, 3.11, and Table 3.2.  Though calculating distributions of state characteristics can help 

determine whether biomolecule activity is best modeled by Poisson statistics or other 

stochastic processes (38), there are significant advantages in accurately characterizing 

individual events.  In particular, applications like DNA sequencing require accuracy both for 

counting of incorporated bases as well as the identity of each base (196, 197).  In addition, 

biomolecules can exhibit multiple functions (89, 90, 107, 122), so accurate analysis of the 

biomolecule signal requires categorizing individual events by their corresponding function. 

 

There are several challenges in using SWCNT-FET biosensors to accurately identify the 

various biomolecule conformations and categorize individual events. 

 

First, enzymes exhibit both catalytic and non-catalytic conformational motions, and events 

corresponding to each may be distributed stochastically and difficult to separate.  For 
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example, with T4 lysozyme, the I(t) could be naturally separated into distinct segments in 

time, with each segment containing only catalytic or non-catalytic motion (198).  In this case, 

counting the number of catalytic or non-catalytic events is a simple matter of counting the 

number of events in each segment.  However, with other enzymes like the DNA polymerases, 

the catalytic and non-catalytic motions are intermixed in time.  Figure 5.1 shows an example 

I(t) from Taq DNA polymerase which contains both catalytic and non-catalytic events 

distributed stochastically in time.  In this example, the non-catalytic events are shorter in 

duration than the catalytic events, by about an order of magnitude.  However, the histograms 

in Figure 5.2 show that the distributions of catalytic and non-catalytic events overlap, so 

accurate categorization requires more information than only the duration of events. 

 

 

 

Figure 5.1: 25 ms increment of the raw ∆I(t), showing both short events (red arrows) 
and long events (light blue arrows) intermixed in time. 
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Second, multiple chemical processes can correspond to the same conformational motion of 

an enzyme, and multiple conformational motions may map to the same state in the signal.  

This is partly due to the lack of spatial information in the single-channel SWCNT-FET 

recording, which is analogous to an audio recording from a single microphone rather than 

from an array of microphones.  Just like a single microphone may have trouble distinguishing 

between two identical speakers positioned at different spatial locations (142), a signal from 

a SWCNT-FET may not contain enough information to distinguish between two different 

processes solely based on the amplitude of an event.  For instance, DNA polymerases use the 

same fingers-closing motion to complete catalysis of all four nucleotide bases, irrespective 

of the base identity (35, 102).  Previous studies of the Klenow Fragment from DNA 

polymerase I showed that the events corresponding to each of these four bases exhibit 

Figure 5.2: Probability distributions of the long (light blue) and short (red) events. 
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differing mean amplitudes and durations, but that the distributions of the amplitudes and 

durations overlap substantially (2).  Given only this information, accurate identification of 

the identities of individual nucleotide bases is impossible.  However, the distributions might 

separate with the addition of more details from the I(t), especially if those details carry 

information about subtle differences in conformation or charge distribution. 

 

Third, some events, henceforth called complex events, exhibit a shape or internal structure 

featuring sharp transitions or spikes within the duration of the event.  An example of a 

complex event is shown in Figure 5.3A, contrasted with a simple event, which approximates 

a smooth rectangular wave, in Figure 5.3B.  Since these mid-event spikes are similar to 

independent events, they can confuse event-identification and counting procedures, causing 

such procedures to split a single event into two or more separate events.  Accurate counting 

of catalytic events requires that these events be counted only once, in their entirety, by the 

event-finding algorithm. 

 

 

 

Figure 5.3: Examples of complex (A) and simple (B) long events. 
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Finally, identification of biologically-significant differences between two measurements is 

complicated by inherent variation in the measurements themselves.  For instance, two 

measurements may contain signals from two different variants of the same enzyme, and the 

differences between the two measurements should ideally reflect the differences between 

the two enzyme variants.  Unfortunately, I(t) signals and events can vary between individual 

single molecules or sensors, and even separate measurement sessions of the same molecule, 

in ways that are independent of the biomolecule under observation.  Individual biomolecules 

vary due to slight differences in temperature and conformation, and the characteristics of an 

individual molecule may vary from measurement to measurement due to dynamic disorder 

or degradation (39).  Individual sensors may differ due to slight variations during fabrication 

(25).  Individual measurements may be affected by different sources of noise.  Thus, drawing 

accurate conclusions about the differences in signal between variants of a biomolecule, or a 

biomolecule’s activity in the presence of various substrates, requires eliminating any 

differences that are non-biological in origin. 

 

The task of identifying individual events and distinguishing between different functions 

requires more information than contained in 100 kHz I(t) recordings at 25 kHz bandwidth 

(2), which was the experimental measurement limit of previous projects.  To increase the 

information available for analysis, two approaches are being pursued simultaneously.  First, 

on the experimental side, the effective measurement bandwidth has been increased to 1 MHz 

to capture as many details of the biomolecule dynamics as possible in the I(t) recordings 

(26).  Second, on the analysis side, the characteristics of each individual event are captured 

in a set of quantitative descriptors, which is stored as a state vector.  The state vector, which 
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contains information such as event duration, amplitude, standard deviation of the I(t) within 

an event, power in specific frequency bands, etc., can then be processed with linear algebra 

or machine learning techniques to look for correlations, separations of clusters, or other 

statistical relations between different events and states (199).  Similar approaches have been 

successfully used to determine single-molecule kinetics (200-202) and to identify individual 

nucleotide bases (22, 196, 203-207) and amino acids (20, 208) in both DNA and protein 

sequencing, respectively. 

 

This chapter describes the details of the second approach – the analysis and conversion of 

individual events to state vectors – in three parts.  First, the procedure for identifying events 

is described, and definitions of the individual descriptors in the state vector, called features, 

are given.  Second, an initial analysis of correlations and separation of clusters is presented, 

verified using two training sets.  Third, the correlations and significant features are further 

characterized using principal component analysis, and pathways toward additional analysis 

with other machine learning techniques are described. 

 

5.2 Event Identification and Feature Extraction 

 

5.2.1 Automatic Event Identification 

 

Identifying biomolecule events in the raw I(t) involves two main processes: 1) denoising and 

detrending the I(t) signal (discussed in Chapter 4), and 2) determining the locations and 

durations of spikes and transitions in the denoised signal.  Chapter 4 describes how the signal 
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denoising makes the state positions consistent in time by flattening the baseline (removing 

low-frequency fluctuations) and reduces the noise amplitude within each state to clearly 

determine the boundaries between states.  This section discusses the second process: 

determining the locations and durations of the spikes corresponding to biomolecule activity. 

 

In the ideal case, identifying the position of each state and the boundaries between states are 

as simple as finding the number of significant peaks in a smoothed histogram of the denoised 

signal and finding the local minima between peaks.  For instance, if the underlying signal 

contains two states, then the histogram of the denoised signal should show two peaks 

(Gaussian or otherwise), or at least a main peak (corresponding to the baseline) with a 

significant shoulder (corresponding to the second state).  An example histogram of a 1 s 

increment of the wavelet low-pass denoised channel is shown in Figure 5.4A.  The raw 

histogram (black) is smoothed (light blue) to round out the sharp peak at 0 nA which is a 

known feature of a wavelet-denoised signal (Section 4.4.4).  The positions and widths of the 

peaks are calculated by fitting Gaussian functions (dark blue) to the peaks in the smoothed 

histogram, and the boundaries between states are defined by the intersection of the Gaussian 

functions in the valleys between states, as shown by the vertical red line in the middle.  This 

method of identifying states works when there are enough sample points in the secondary 

states to reliably form a distinct peak that is separate from the main peak, which is true when 

each secondary state contains at least 2% of the sample points.  The accuracy of this state 

identification method depends on the amount of fluctuation in the smoothed histogram and 

the accuracy of the curve-fitting procedure in identifying peaks. 
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Figure 5.4: (A) Histogram (black) of a 1 s increment of the denoised I(t), which shows 
two significant peaks.  A smoothed version of the histogram (light blue) facilitates fitting 
the peaks to Gaussian functions (dark blue).  (B) A similar histogram of another 1 s 
increment of the denoised I(t), which shows only one significant peak. 
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When the I(t) signal has a sparse distribution of events, there may be too few sample points 

in the secondary (non-baseline) states to form a distinct peak in the histogram, as shown in 

Figure 5.4B.  This occurs when the secondary states contain less than 2% of the sample 

points.  In this case, there is only one peak (corresponding to the baseline), and there is no 

valley to act as a clear boundary to mark secondary states.  One way to identify the sparse 

events is to assume that there are always two “extrema” states on the outside edges of the 

histogram, as indicated in Figure 5.4A and B: a low state at the far left (lowest current 

position), and a high state at the far right (highest current position).  In this way, the sparse 

events are still identified as residing in a secondary state, even if the histogram does not 

show peaks corresponding to additional states.  The boundaries between these “extrema” 

states, marked by the vertical red lines on the left and right, can be set by defining a 

threshold, a distance from the baseline position, such that any samples beyond the threshold 

are assigned to the extrema state.  The threshold is set as a multiple of either the median 

absolute deviation (MAD) of the denoised signal or the width of the fitted Gaussian function. 

 

Once the number of states and the boundaries between the states have been identified, the 

state of each sample in the I(t) is calculated, and consecutive samples residing in the same 

state are counted to calculate the duration of each state instance.  If a state instance is shorter 

than some minimum duration, its samples are added to the previous state instance.  Setting 

a minimum duration for an event is necessary to prevent counting of spikes that are too short 

to have been output from the electrical current amplifier.  Such spikes might be due to 

electronic noise in the data acquisition card or artifacts in the denoising procedure, 

especially if wavelet denoising is utilized. 
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Proper characterization of complex events requires accurately identifying the start and end 

of the entire event, instead of identifying and characterizing only the individual spikes in the 

internal structure.  A complex event can be considered as a combination of a cluster of 

individual events which are separated by short gaps, with the beginning defined by the start 

time of the first event and the ending defined by the end time of the last event.  These 

individual events can be merged using a simple procedure: select two adjacent events, and if 

the waiting time between two events is less than 50% of the duration of either event, define 

a new event with the start time of the first and the end time of the second.  This procedure 

can be repeated for every event in the entire measurement.  By merging the individual short 

events into a single event, the complex event is counted as one, rather than multiple, events. 

 

Finally, event identification must be customized for each denoising channel because each 

channel is designed to observe different characteristics of the signal.  For instance, the 

wavelet high-pass denoising channel preserves events between 1 and 500 µs in duration, 

corresponding to the shorter, non-catalytic events, while the wavelet low-pass denoising 

channel preserves events between 50 µs and 10 ms in duration, which are predominantly 

catalytic.  The minimum event duration for each denoising channel can be set to a value close 

to the minimum timescale preserved: 10 µs minimum for the high-pass channel and 80 µs 

minimum for the low-pass channel.  In addition, the output of the low-pass channel has a 

lower baseline RMS value than the output of the high-pass channel, so the thresholds for 

calculating the extrema states will be lower for the high-pass channel because there is less 

noise to avoid.  Finally, the low-pass channel is better suited for identifying complex events 
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because it smooths away some of the spikes and transitions exhibited by a complex event, so 

the analysis of the low-pass channel should also include the merging of adjacent events.  By 

contrast, the high-pass channel is better suited for characterizing the individual short spikes 

and transitions within a complex event, so the merging of adjacent events should not be 

included in the analysis of the high-pass channel. 

 

The procedure for automatically identifying events has the following steps: 

1) Select a batch of denoised signal (usually 1 s of data, or 106 samples at 1 MHz) 

2) Generate a histogram of the samples in that batch, then smooth the histogram 

3) Determine the state positions and boundaries using the smoothed histogram 

a) Determine the peak centers and widths by fitting Gaussian functions to 

the peaks 

b) Calculate the boundaries for the extrema states: 

i. Multiply the width of the largest fitted Gaussian by the MAD 

multiplier to determine the threshold 

ii. Add the threshold to the position of the highest state to 

determine the high extrema boundary 

iii. Subtract the threshold from the position of the lowest state to 

determine the low extrema boundary 

4) Assign each sample point to one of the states 

5) Calculate the duration of each state occurrence 

a) Count the number of consecutive sample points belonging to the same 

state, for every occurrence of each state 
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b) If the duration of a state occurrence is lower than a minimum value, 

merge that state occurrence with the previous state occurrence 

c) If the denoised signal is from a low-pass channel: 

i. For each event (non-baseline state occurrence), look forward 

and backward in time by half of the event duration and search 

for events with the same state 

ii. If events of the same state are found during the 

forward/backward search, merge those events with the current 

state, then repeat step 5c 

6) Record the timestamp, state number, and duration of each state occurrence 

 

5.2.2 Feature Extraction For SWCNT-FET Signals 

 

Feature extraction is the process of converting raw measurement data into a collection of 

metrics, called features, that describe the important aspects of the data in a way that machine 

learning programs can understand (199).  The values of the features need to be structured 

in a regular form that can be input into machine learning algorithms to look for correlations, 

clusters, or other patterns in the data.  The typical form is a 2D matrix which is a collection 

of 1D feature vectors, each of which is composed of the values of the features for an 

individual measurement or object.  Sometimes, the raw data possesses a consistent structure 

that allows it to be passed directly into a machine learning program, such as a dataset 

consisting of 1024 x 1024 pixel images of human faces for facial recognition (209).  Feature 

extraction is crucial when the raw data is irregularly structured or unstructured (such as in 
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an audio recording of a speech in which the words are spaced irregularly in time), or when 

the dataset is too large to process in a reasonable time with available computing resources. 

 

The types of useful features depend on the type and structure of the raw data.  For instance, 

in 2D images of faces used for facial recognition, the color of the eyes, shape of the ears, and 

color of skin or hair are all features that can help identify an individual person (210).  

Similarly, in EEG and ECG sensing, the amplitude and shape of the individual spikes, as well 

as the power in specific frequencies and the presence of bumps before and after the spikes, 

are all characteristics of the signal which are used for medical diagnoses (211-213). 

 

Initially, SWCNT-FET signals do not have any structure suitable for extracting features, since 

the signals consist of a single continuous sequence of I(t) values with no intrinsic points for 

separations.  Even when the I(t) values within individual events corresponding to 

biomolecule activity are extracted, each event contains a different number of samples due to 

their differing durations, and thus lack the regular structure required for machine learning 

analysis.  Thus, it is not possible to simply extract the I(t) from each event to pass directly to 

further analysis routines.  Instead, each event must be characterized by features that output 

a consistent number of values regardless of the number of samples in the original event. 

 

Though the SWCNT-FET signals are in the time domain, features can be extracted both from 

the time domain and the frequency or wavelet domain.  In fact, it is useful to extract two sets 

of features from each domain: one corresponding to the raw signal, and one corresponding 

to the denoised signal.  Since the spikes corresponding to biomolecule activity are localized 
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in time, the wavelet transform (particularly the UWT) is better suited to capture 

characteristics of the spike than the Fourier transform, since the latter is too delocalized to 

be sensitive to a single spike.  For typical 1 MHz I(t) recordings, the UWT features were 

extracted from scales 2-10, which correspond approximately to frequencies 250 kHz and 1 

kHz, respectively.  Most of the features focus on characterizing the data within an event, 

excluding the first 10% and last 10% of the duration of an event to avoid including the 

transition between events.  However, the transitions themselves contain useful information 

that can be captured with additional features.  A description of the types of features extracted 

is provided in Table 5.1.  A full list of features is provided in Table A.1 in Appendix A. 

 

 

Feature Name Feature Description 
Event Timing 
Event Duration Duration of event 
Raw I(t) / Denoised I(t) within an event 
Max Maximum value of the I(t) 
Min Minimum value of the I(t) 
Mean Mean of the I(t) values 
Standard Deviation Standard deviation of the I(t) values 
Amplitude by Mean Difference between the mean of the current event and the 

previous event 
Median Median of the I(t) values 
Lower Quartile Value at the lower quartile of the values in the I(t) 
Upper Quartile Value at the upper quartile of the values in the I(t) 
Median Absolute 
Deviation (MAD) 

Median absolute variation of the I(t) values 

Amplitude by Median Difference between the median of the current event and the 
previous event 

Total Variation Total variation, or distance traveled, by the I(t) values 
Total Variation / Time I(t) Total Variation feature divided by Event Duration feature 
Skewness Skew of the I(t) values 
Kurtosis Kurtosis of the I(t) values 
Square Root of Sum of 
FFT Power 

Square root of the sum of the amplitudes of the PSD of the I(t) 
values within an event 
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UWT Coefficients (scales 2-10) within an event 
Mean Mean of the UWT coefficients 
Standard Deviation Standard deviation of the UWT coefficients 
Median Median of the UWT coefficients 
Median Absolute 
Deviation (MAD) 

Median absolute deviation of the UWT coefficients 

Total Variation Total variation, or amount of distance traveled, by the UWT 
coefficients 

Total Variation / Time UWT Total Variation feature divided by Event Duration feature 
Skewness Skewness of the UWT coefficients 
Kurtosis Kurtosis of the UWT coefficients 
Number of Zeros Number of times the coefficients in the UWT scale level 

crosses zero 
Number of Zeros / Time Number of Zeros feature divided by Event Duration feature 
Amplitude of Top 3 
Peaks 

Value of the peak height for the top three peaks in the UWT 
within a single event 

Amplitude of Top 3 
Valleys 

Value of the valley height for the top three valleys in the UWT 
within a single event 

Features From Multiple Channels 
Number of High-Pass 
Events Within a Low-
Pass Event 

Number of events detected by the high-pass channel within 
the duration of an event detected by the low-pass channel 

 

5.3 Correlations Among Event Features 

 

Many of the selected features are proportional to event duration.  These include: the total 

variation of the raw I(t), the total variation of the raw UWT scale levels, and the number of 

times the plot of the raw UWT coefficients crosses zero.  Figure 5.5A plots two features 

relative to event duration: the total variation of the raw I(t) within an event (black dots), and 

the total variation of the UWT coefficients, in scale 5, within the same events (red dots). The 

data are plotted on a log-log scale.  For both features, the individual points are distributed 

roughly linearly with a slope of 1, indicating a linear relation with event duration. 

Table 5.1: Description of features used to characterize individual events. 
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Figure 5.5: (A) Plots of two features compared to event duration.  The two features are: 
total variation of the raw I(t) within an event, and total variation of the UWT 
coefficients, in scale 5, within the same events.  Both features are proportional to event 
duration, as shown by the slope of 1.  (B) For both features, an additional feature is 
defined by dividing the feature by the event duration, creating features uncorrelated 
with event duration. 
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For each of the features proportional with event duration, an additional feature is defined by 

dividing the feature value by event duration, decorrelating this new feature from event 

duration.  For example, Figure 5.5B shows the same data as in Figure 5.5A but with each 

value divided by the duration of the corresponding event.  The resulting feature is 

uncorrelated with event duration. 

 

A linear relation with event duration is primarily due to the presence of noise in the signal.  

Figure 5.6A displays a segment of raw I(t), along with the same signal processed with the 

two wavelet denoising procedures defined in Chapter 4: the wavelet high-pass channel 

(displayed in light blue) and the wavelet low-pass channel (displayed in red).  The plot of the 

I(t) of the low-pass channel is smooth and lacks high-frequency oscillations, while the other 

two I(t) signals retain some high-frequency noise.  Figure 5.6B plots the total variation of the 

I(t) within an event (for the raw, high-pass denoised, and low-pass denoised channels) 

against the duration of the event, comparing the features of the same events when processed 

using the two denoising channels.  The distribution resulting from the high-pass denoising 

is linear with respect to event duration (slope of 1 on a log-log plot), matching the relation 

exhibited by the total variation of the raw I(t). 
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Figure 5.6: (A) Examples of I(t) from the wavelet high-pass (light blue) and low-pass 
(red) denoising, offset from the raw I(t) signal (black) by the tick values, as originally 
shown in Figure 4.21.  (B) Comparison of the total variation of the raw (black), high-
pass (light blue) and low-pass (red) denoised I(t) signals. 
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By contrast, the distribution for the low-pass denoising possesses a weaker, non-linear 

relation with event duration.  The distribution for the low-pass denoising exhibits lower total 

variation than that for the high-pass denoising (about an order of magnitude lower), which 

is expected due to the more aggressive smoothing in the low-pass channel.  The low-pass 

denoised I(t) lacks high-frequency noise and is not linearly correlated with event duration, 

so the linear relation is likely due to the presence of high-frequency noise, which contributes 

to the total variation at a constant rate.  The distribution of low-pass denoised features also 

exhibits greater spread, suggesting that the total variation of the low-pass denoised signal 

contains additional information that is hidden by noise in other channels. 

 

Some features exhibit little correlation with any other features.  This may be because the 

features contain no useful information or because the useful information is hidden by noise 

or signal processing artifacts.  Figure 5.7 shows a comparison between two such features. 

 

 

Figure 5.7: Features that show no correlation with any other features. 
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The correlations between individual features is illustrated as a correlation matrix in Figure 

5.8, with positive correlation (+0.1 to +1.0) in dark red to orange, negative correlation (-1.0 

to -0.1) in green and blue, and no correlation (-0.1 to +0.1) in yellow.  The features are 

organized in blocks, with the size and general content of each block indicated by the lines 

and labels at the top of the figure.  Many of the positive and negative correlations are 

connected to event duration (feature number 1).  The large red triangle at the bottom right 

reflects the correlations in the amplitudes of the largest peaks in the UWT scale levels within 

the duration of a single event.  The yellow and red pattern of squares in the middle reflects 

the correlations between UWT scale levels of the mean, standard deviation, median, MAD, 

skewness, kurtosis, total variation, and number of zero crossings.  The dark red squares in 

the UWT total variation and UWT number of zero crossings blocks reflect the large (> 0.9) 

linear correlations between these features and event duration. 
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5.4 Separation and Clustering in Event Features 

 

A simple approach to quantifying the differences between events in separate measurements 

is to compare the distributions of the features from each measurement.  The distributions 

Figure 5.8: Correlation matrix showing the correlations between all 189 features.  
Positive correlations are shown in dark red and red and orange, negative correlations in 
green and blue, and no correlations in yellow. 
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can be compared using standard statistical measures (such as the mean and standard 

deviation) or by displaying the individual features on a scatter plot.  Significant differences 

will appear as a separation of peaks (when comparing distributions of only one feature) or 

as a separation of clusters (when comparing distributions for two or more features). 

 

The clearest separations in features occur when there are systematic differences in 

measurement conditions between datasets.  These systematic differences might reflect 

significant changes in biomolecule activity (such as a higher enzymatic rate due to higher 

temperatures), but also could be due to changes unrelated to biomolecule activity, such as 

changes in the measurement noise background.  Typically, systematic conditions that affect 

the entire measurement can be characterized using multiple methods, so cross-checking by 

looking for similar patterns in related metrics can help determine the reason for the 

separations.  Since some feature separations may be due to factors that are unrelated to 

actual biomolecule activity, each separation needs to be carefully investigated to determine 

the reason for the separation.  Otherwise, naïve applications of clustering, support vector 

machines, or other machine learning techniques might falsely suggest that a feature shows 

biologically-significant separations when it does not. 

 

The following discussion compares the events from two measurements of two different 

variants of Taq DNA polymerase, using two different sensors and measured on different 

days.  The first measurement is of Taq mutant R695C, acquired using device PCB48-KJ 11bc 

on 3/4/2019 (timestamp 15.42.07), and is labeled PCB48-KJ in subsequent discussion.  The 

second measurement is of Taq mutant R411C, acquired using device PCB48-JK 10cd on 
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3/14/2019 (timestamp 16.23.49), and is labeled PCB48-JK.  The only difference between the 

two mutants is the position on the enzyme where it is anchored to the SWCNT-FET. 

 

For example, if the high-frequency electrical noise is different between two measurements, 

there will be differences in the values of the total variation per unit time and the number of 

zero crossings per unit time for the high-frequency UWT scales.  Figure 5.9 compares two 

noise-related features for scales 2 and 3 (corresponding to ~250 and ~125 kHz), with the 

total variation per unit time on the left axis and the number of zero crossings of the UWT 

scale per unit time on the bottom axis.  The events from PCB48-KJ are shown in black, while 

events from PCB48-JK are shown in red.  The plot with UWT scale 3 is on top (Figure 5.9A), 

while the plot with UWT scale 2 is on the bottom (Figure 5.9B).  Figure 5.9A shows that, for 

scale 2, the red cluster is offset vertically and to the right from the black cluster, such that 

the best dividing line between the two clusters is a diagonal line slanting downward and 

slightly right.  Figure 5.9B shows that, for scale 3, the black and red clusters are generally 

intermixed with similar vertical and horizontal centers.  Similar comparisons made using 

other scales produce plots like Figure 5.9B.  This implies that the measurement of PCB48-JK 

contains higher average power in scale 2 than the measurement of PCB48-KJ while 

containing similar power in the remaining scales. 
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Figure 5.9: Scatter plots comparing two features (total variation per unit time and 
number of zeros per unit time) for events corresponding to PCB48-KJ and PCB48-JK for 
two UWT scale levels: (A) 2 and (B) 3. 
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Figure 5.10 shows four plots displaying histograms of the two features of Figure 5.9 for the 

same two scales (2 and 3) and the same two measurements (PCB48-KJ and PCB48-JK).  In 

the plots corresponding to scale 3, the histograms from the two datasets exhibit significant 

(>80%) overlap, indicating that the power of the associated frequencies are similar.  The 

histograms of the features for higher scales (not pictured) exhibit a similar overlap.  

However, the plots for scale 2 show a significant difference (<30% overlap) in the 

distribution of the features from the two measurements, especially for the number of zero 

crossings feature.  For both features in scale 2, the peak for PCB48-JK is shifted to the right 

compared to the peak for PCB48-KJ, indicating that the power of the corresponding 

frequencies is higher in the first compared to the second. 
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The increased high-frequency power in PCB48-JK is easy to verify by looking at the power 

spectral density (PSD) plots from the two measurements, which is shown on a log-log scale 

in Figure 5.11.  PCB48-KJ is shown in black and PCB48-JK (which is offset by a factor of 100) 

in red.  Scale 2 corresponds to a frequency of ~250 kHz, while scale 3 corresponds to a 

frequency of ~125 kHz.  At frequencies of ~260 kHz, ~350 kHz, ~400 kHz, and ~470 kHz, 

the PSD of PCB48-JK exhibits clusters of larger-amplitude spikes, indicating higher power at 

those frequencies, while the PSD of PCB48-KJ shows discrete spikes at intervals of 8 kHz 

instead of large spike clusters.  The spike clusters in PCB48-JK were later experimentally 

Figure 5.10: Histograms of the event features from PCB48-KJ and PCB48-JK: total 
variation per unit time for UWT scales 2 (A) and 3 (B), and the number of zeros per unit 
time for UWT scales 2 (C) and 3 (D). 
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determined to be caused by high-frequency noise originating from the electronics for heating 

the buffer solution surrounding the SWCNT-FET sensor, not due to biomolecule activity.  

Thus, even though the two measurements acquired signals from different variants of Taq 

DNA polymerase and show differences in the distributions of features, some of those 

differences are not correlated with the variant of Taq under observation. 

 

 

 

Another example of a systematic difference in features between datasets is related to the 

amplitude of the event, which measures the distance of the second state from the baseline 

state.  Figure 5.12A shows a histogram of the event amplitude (as measured from the 

baseline state using the median of each state, using the denoised signal) from the same two 

measurements previously mentioned.  The histogram corresponding to the amplitudes of 

PCB48-JK has a peak at ~-3 nA, while the histogram for PCB48-KJ has a peak at ~-4.5 nA.  

Figure 5.11: PSD of the raw I(t) from PCB48-KJ and PCB48-JK. 
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Since the average amplitude of events from PCB48-KJ is larger than the average amplitude 

from PCB48-JK, there should also be a noticeable difference in the ∆I(t) distribution.  Figure 

5.12B shows histograms of 2s segments of ∆I(t) from each dataset.  Each histogram contains 

at least two peaks: a sharp primary peak near 0 nA corresponding to the baseline state, and 

a rounder, smaller-amplitude secondary peak (corresponding to the second state) to the left 

of the primary peak.  The histogram of PCB48-KJ has potentially three peaks (primary at 0 

nA, secondary at ~-4 nA, tertiary at ~-6.5 nA).  The secondary peak of PCB48-JK (at ~-2.5 

nA) is less negative and closer to the baseline than that of PCB48-KJ, which follows the same 

trend as the peaks in the distributions of event amplitudes. 
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Figure 5.12: (A) Histograms of the event amplitudes (defined by the difference 
between the medians of the baseline state and second state) for PCB48-KJ and PCB48-
JK.  (B) Histograms of 2 s increments of the denoised I(t) from PCB48-KJ and PCB48-JK. 
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The event amplitudes depend on the transconductance (𝐺 =
∆𝑉𝑔

∆𝐼
) of the SWCNT-FET sensor, 

which varies from one sensor to another.  Thus, proper comparisons of event amplitudes 

between measurements from different sensors requires converting the amplitudes to 

another metric that is robust to environmental changes and unaffected by sensor 

characteristics.  Previous studies of SWCNT-FET sensor measurements of T4 lysozyme 

showed that the change in effective gate potential, ∆𝑉𝑔 = ∆𝐼 ∗
∆𝑉𝑔

∆𝐼
= ∆𝐼 ∗ 𝐺 , remained 

consistent across different sensors and individual lysozyme molecules.  When the 

histograms of both the event amplitudes (Figure 5.13A) and ∆I(t) (Figure 5.13B) are 

converted to ∆𝑉𝑔 , the differences between the two measurements increase by a factor of 

~2.5.  The event ∆𝑉𝑔 amplitudes peak at ~-50 mV for PCB48-KJ and ~-13 mV for PCB48-JK 

(Figure 5.13A), while the ∆𝑉𝑔 from the baseline peaks at ~-40 mV and ~-70 mV for PCB48-

KJ and ~-13 mV for PCB48-JK (Figure 5.13B). 
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Figure 5.13: (A) Histograms of the ∆𝑉𝑔 calculated from the event amplitudes (defined 

by the difference between the medians of the baseline state and second state) for 
PCB48-KJ and PCB48-JK.  (B) Histograms of the ∆𝑉𝑔 calculated from 2 s increments of 

the denoised I(t) from PCB48-KJ and PCB48-JK. 
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The differences in ∆𝑉𝑔  between these two measurements, unaffected by the variations 

between individual SWCNT-FET sensors, show that the Taq R695C mutant produces events 

with amplitude ~2.5x greater than the Taq R411C mutant.  Previous work with T4 lysozyme 

showed that the change in gate potential is directly proportional to both the mechanical 

displacement and charge magnitude of charged residues close to the SWCNT-FET during a 

change in biomolecule conformation.  Thus, the differences in the ∆𝑉𝑔 features reflect a real 

difference in the motion of charges at the two attachment points.  Further analysis of the 

structure of Taq DNA polymerase at these two locations may establish which charged 

residues are responsible for generating the events in the SWCNT-FET signal. 

 

5.5 Characteristics of Event Features for Taq DNA Polymerase 

 

When measuring the activity of Taq DNA polymerase (at the R695C attachment point) on a 

homopolymer template (polyT42) and its complementary nucleotide (dATP), three different 

categories of events are observed (Figure 5.14): short events (duration < 80 µs), simple long 

events (duration ≥ 80 µs), and complex long events (duration ≥ 80 µs with some 

substructure).  Both short events and simple long events are generally rectangular-shaped 

pulses, with little current variation in the second state and sharp transitions (< 20 µs) 

between states.  The complex long events are composed of a series of stepwise transitions or 

generally-rectangular pulses, sometimes separated by short gaps (< 80 µs) in which the 

signal completely returns to the baseline state. 
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Previous experiments determined that the short events are not directly correlated with 

nucleotide incorporations nor with the rejection of non-complementary nucleotides but 

were otherwise unable to determine the cause of the short events.  By contrast, the long 

Figure 5.14: Short (A) and long events which are simple (B,C) and complex (D,E). 
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events were correlated with nucleotide incorporations, but the reasons for the substructure 

which is present in the complex long events is unknown.  Further investigation of the events 

within each category requires using features that can accurately capture the unique 

characteristics of each category and separate the events accordingly.  The probability 

distributions for the event durations of the three different categories are shown in Figure 

5.15A.  The distributions of the short and long events overlap slightly between 50 and 200 

µs, while the distributions of the long simple events and the long complex events overlap 

substantially from 50 µs to 1.2 ms.  The overlap in distributions is quantified in Figure 5.15B, 

which shows cumulative probability distributions for event durations for a collection of 

short events and simple and complex long events which were manually selected from a 

single I(t) recording.  At 150 µs (indicated by the red vertical line on the left), 95% of short 

events are shorter in duration, while 60% of the simple long events and 15% of the complex 

long events are below this threshold.  At 640 µs (indicated by the red vertical line on the 

right), 90% of simple events are shorter in duration, while 50% of the complex events are 

below this threshold, leading to some intermixing of simple and complex events in time. 
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Although the short events can be mostly separated and identified by event duration, 

separating the long events into simple and complex categories requires a different approach.  

Figure 5.15: (A) Probability distributions and (B) cumulative probability distributions 
of the event durations for short events and simple and complex long events. 
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Figure 5.16A shows the histograms of the denoised I(t) total variation for both event types, 

which shows that the peaks of the two distributions can be separated at ~33 nA, but that 

there is still some overlap, especially between the tails of the distributions.  The separation 

is more obvious when both features are compared in a scatter plot.  Figure 5.16B shows a 

comparison of both features, where the simple events are plotted in black, and the complex 

events are plotted in light blue.  The feature on the bottom axis is event duration, and the 

feature on the left is the total variation of the denoised I(t) within each event.  In this plot, 

events with denoised I(t) total variation below ~4 nA are simple, while events above ~10 nA 

are complex.  The dividing line between the simple and complex events is not a constant 

function with respect to either feature but, rather, a slowly-varying function of both denoised 

I(t) total variation and event duration.  The best-fit dividing line can be established with 

support vector machines (SVM), which is a supervised machine learning technique (199, 

214). 
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Figure 5.16: (A) Histograms of the denoised I(t) total variation feature for simple and 
complex events, showing peaks that are shifted relative to each other.  (B) Comparison 
two features of simple (black) and complex (light blue) long events, with the bottom 
axis corresponding to the duration of the event and the left axis corresponding to the 
total variation of the denoised I(t) within an event.  The points marked with red 
triangles correspond to the specific events illustrated in Figure 5.14. 
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Of the remaining features, the vast majority show no separation between simple and 

complex events, at least for characterizing catalytic activity of Taq DNA polymerase acting 

on polyT42 and dATP. 

 

5.6 Dimensionality Reduction and Principal Component Analysis of Event Features 

 

Although previous sections demonstrate visual comparisons between two features, 

searching the entire feature set for significant correlations and separations requires another 

approach.  Since each event is characterized by 189 individual features, it is essentially 

impossible to display more than two or three features simultaneously to perform visual 

comparisons.  In addition, the most significant differences between two measurements 

might be best expressed as some combination of several features, which would be impossible 

to visualize if more than 3 features are involved.  Fortunately, dimensionality reduction 

techniques can transform a dataset with many features into a reduced-dimension 

representation while still preserving the relationships in the original data (199).  For 

example, many of the features in Figure 5.17, which shows the correlation matrix for events 

from both PCB48-KJ and PCB48-JK, show strong positive correlation (red and orange), 

indicating that those features exhibit similar trends and contain redundant information.  The 

features exhibiting strong correlation, such as the event duration and the total variation in 

the UWT within an event, can be represented by some linear (or non-linear) combination of 

the individual features within the group, reducing several features down to one. 
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Principal component analysis (PCA) is one basic method for dimensionality reduction (215).  

PCA looks for the principal components, or orthogonal directions in an N-dimensional 

dataset (where N is the number of features), which contain the most information, under the 

assumption that large variance indicates useful information (216).  The method first 

Figure 5.17: Correlation matrix showing correlations between all 189 features when 
the events from both PCB48-KJ and PCB48-JK are combined.  Positive correlations are 
shown in dark red to orange, negative in green to blue, and no correlations in yellow. 
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identifies the direction of maximal variance in all N dimensions and saves the direction as 

the first principal component.  Then, it repeats the search for the direction of maximal 

variance in the (N-1)-dimensional subspace which is orthogonal to the first component, 

saves this second direction as the second principal component.  The method continues 

searching for directions of maximal variance in the remaining subspaces (which are 

orthogonal to all the principal components already determined), until the variance in the 

principal components sums to 95% of the variance of the entire dataset. 

 

Figure 5.18 shows the correlation matrix for the 65 principal components selected by PCA 

for the events in both PCB48-KJ and PCB48-JK.  Since PCA is strongly influenced by the 

presence of multiple features which are strongly linearly correlated (multicollinear), any set 

of features with a correlation coefficient of more than 0.9 was reduced to a single feature 

before applying PCA.  The pattern of correlations is much less structured than the pattern in 

the original features (Figure 5.17), but some correlations still exist between principal 

components.  The strongest correlations (the darkest red and blue squares) involve the first 

10 principal components, suggesting that those components contain the most important 

groupings of features.  In fact, the features that contribute most to the first 10 principal 

components can be summarized by the labels listed in Table 5.2.  As examples, lists of the 

most significant features within the first 5 principal components are given in Tables A.2 - A.6 

in Appendix A.  Some of these principal components contain features that are due to 

experimental artifacts rather than enzyme behavior (as discussed in Section 5.4), so 

removing those features may allow PCA to more effectively group biologically-important 

features together. 
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Figure 5.18: Correlation matrix showing correlations among 65 principal components, 
calculated by PCA, for events from both PCB48-KJ and PCB48-JK.  Positive correlations 
are shown in red, negative correlations in blue, and no correlations in white. 
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Principal 
Component 

Description of Dominant 
Features 

Principal 
Component 

Description of Dominant 
Features 

1 UWT Peak Heights 6 I(t) Spread + UWT High-
Frequency Spread 

2 Event Duration 7 UWT Mid-Frequency Skewness + 
Kurtosis 

3 Noise Strength 8 UWT Kurtosis + Spread 
4 UWT Mid-Frequency 

Mean Values 
9 UWT High-Frequency Noise + 

Distribution 
5 Event + Noise Amplitudes 10 UWT High-Frequency Skewness 

+ Mid-Frequency Spread 

 

Since PCA uses linear transformations to find the principal components, it is unable to model 

any non-linear correlations between features.  Though the principal components are linearly 

uncorrelated, some non-linear correlation may still exist between them.  In addition, 

standard PCA works best on Gaussian-distributed data, but some of the event features, 

primarily those correlated with event duration, are exponentially distributed.  Applying non-

linear dimensionality-reduction techniques, such as kernel PCA (217) or sparse PCA (218), 

or techniques designed to handle exponential distributions (219-221), to the event features 

presented here may produce fewer principal components and a sparser representation.  

Further analysis can also utilize principal component regression, which explicitly looks for 

linear relationships between principal components rather than large variance (222). 

 

 

 

 

 

Table 5.2: List of the first 10 principal components, as identified by PCA for events from 
PCB48-KJ and PCB48-JK, and a summary of the main features within each component. 
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5.7 Summary and Future Work 

 

This chapter outlines an approach for analyzing biomolecule activity recorded in the I(t) 

from a SWCNT-FET sensor by characterizing individual catalytic events rather than a 

collection of events.  A fully-automated procedure for identifying individual events, including 

complex events, provides the infrastructure for extracting features from each event.  When 

two features are compared, distributions of events are analyzed for correlations and 

separations of clusters.  An example comparison between two measurements of Taq DNA 

polymerase show that the differences in feature distributions can result both from 

biologically-significant factors as well as biologically-insignificant noise or sensor variation.  

Finally, an initial analysis with PCA shows that the information contained in the 189 initial 

features can be captured with 65 vectors, which is 1/3 of the size of the original feature set. 

 

This chapter only discusses the features corresponding to a single type of complementary 

nucleotide incorporation (poly T42 and dATP) by Taq DNA polymerase.  The incorporation 

of other nucleotide bases to their complementary templates, or even the incorporation of 

multiple nucleotide bases on the same template, may exhibit correlation or clustering 

patterns that differ from those shown here for poly T42 and dATP.  When the analyses 

described in this chapter are applied to various combinations of nucleotides and DNA 

templates, the signal differences between the various combinations can be quantified using 

the event features. 
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Future work will include applying machine learning techniques to the state vectors 

corresponding to individual events, which can assist with several tasks.  The first task is 

identifying the significant features and characteristic values that correspond to specific 

nucleotide bases, DNA templates or mutants.  This can be done with self-supervised learning 

techniques such as autoencoders (223, 224).  The second task is identifying which features 

and values of those features contribute to accurate base calling during nucleotide 

incorporation.  Supervised learning techniques like support vector machines (SVMs) can 

determine the most significant collection of features by analyzing a pre-labeled training set 

of various nucleotide and template combinations (199, 214, 225).  SVMs can also find the 

hyperplane that best separates events by nucleotide identity.  This second task is essential 

for developing accurate base calling, which is a prerequisite for applying the SWCNT-FET 

biosensor to DNA sequencing. 
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APPENDIX A 

Lists of Features 

 

A.1 Full List of Features 

 

The full list of features, as used in the analyses in Sections 5.2.2 through 5.6, are given in 

Table A.1.  An explanation of the various categories of features is given in Table 5.1. 

 

 
# Feature Name # Feature Name 
Event Timing 

1 Event Duration   

Raw I(t) / Denoised I(t) within an event 

2 Raw I(t) Current Max (A) 17 Denoised I(t) Current Max (A) 
3 Raw I(t) Current Min (A) 18 Denoised I(t) Current Min (A) 
4 Raw I(t) Current Mean (A) 19 Denoised I(t) Current Mean (A) 
5 Raw I(t) Current Std. Dev. (A) 20 Denoised I(t) Current Std. Dev. (A) 
6 Raw I(t) Event Amplitude by Mean (A) 21 Denoised I(t) Event Amplitude by Mean (A) 
7 Raw I(t) Current Median (A) 22 Denoised I(t) Current Median (A) 
8 Raw I(t) Current Lower Quartile (A) 23 Denoised I(t) Current Lower Quartile (A) 
9 Raw I(t) Current Upper Quartile (A) 24 Denoised I(t) Current Upper Quartile (A) 

10 Raw I(t) Current Med. Abs. Dev. (A) 25 Denoised I(t) Current Med. Abs. Dev. (A) 
11 Raw I(t) Event Amplitude by Median (A) 26 Denoised I(t) Event Amplitude by Median (A) 
12 Raw I(t) Current Total Variation (A) 27 Denoised I(t) Current Total Variation (A) 
13 Raw I(t) Current Total Variation (A) Per 

Unit Time 
28 Denoised I(t) Current Total Variation (A) Per 

Unit Time 
14 Raw I(t) Current Skew 29 Denoised I(t) Current Skew 
15 Raw I(t) Current Kurtosis 30 Denoised I(t) Current Kurtosis 
16 Raw I(t) Current Square Root of Sum of 

FFT Power (A) 
31 Denoised I(t) Current Square Root of Sum of 

FFT Power (A) 

UWT Scale Mean + Standard Deviation 
32 UWT Scale 10 Mean 41 UWT Scale 6 Std. Dev. 
33 UWT Scale 10 Std. Dev. 42 UWT Scale 5 Mean 
34 UWT Scale 9 Mean 43 UWT Scale 5 Std. Dev. 
35 UWT Scale 9 Std. Dev. 44 UWT Scale 4 Mean 
36 UWT Scale 8 Mean 45 UWT Scale 4 Std. Dev. 
37 UWT Scale 8 Std. Dev. 46 UWT Scale 3 Mean 
38 UWT Scale 7 Mean 47 UWT Scale 3 Std. Dev. 
39 UWT Scale 7 Std. Dev. 48 UWT Scale 2 Mean 
40 UWT Scale 6 Mean 49 UWT Scale 2 Std. Dev. 
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UWT Scale Median + MAD 

50 UWT Scale 10 Median 59 UWT Scale 6 Med. Abs. Dev. 
51 UWT Scale 10 Med. Abs. Dev. 60 UWT Scale 5 Median 
52 UWT Scale 9 Median 61 UWT Scale 5 Med. Abs. Dev. 
53 UWT Scale 9 Med. Abs. Dev. 62 UWT Scale 4 Median 
54 UWT Scale 8 Median 63 UWT Scale 4 Med. Abs. Dev. 
55 UWT Scale 8 Med. Abs. Dev. 64 UWT Scale 3 Median 
56 UWT Scale 7 Median 65 UWT Scale 3 Med. Abs. Dev. 
57 UWT Scale 7 Med. Abs. Dev. 66 UWT Scale 2 Median 
58 UWT Scale 6 Median 67 UWT Scale 2 Med. Abs. Dev. 

UWT Scale Total Variation + Total Variation Per Unit Time 

68 UWT Scale 10 Total Variation 77 UWT Scale 6 Total Variation Per Unit Time 
69 UWT Scale 10 Total Variation Per Unit 

Time 
78 UWT Scale 5 Total Variation 

70 UWT Scale 9 Total Variation 79 UWT Scale 5 Total Variation Per Unit Time 
71 UWT Scale 9 Total Variation Per Unit Time 80 UWT Scale 4 Total Variation 
72 UWT Scale 8 Total Variation 81 UWT Scale 4 Total Variation Per Unit Time 
73 UWT Scale 8 Total Variation Per Unit Time 82 UWT Scale 3 Total Variation 
74 UWT Scale 7 Total Variation 83 UWT Scale 3 Total Variation Per Unit Time 
75 UWT Scale 7 Total Variation Per Unit Time 84 UWT Scale 2 Total Variation 
76 UWT Scale 6 Total Variation 85 UWT Scale 2 Total Variation Per Unit Time 

UWT Scale Skewness + Kurtosis 

86 UWT Scale 10 Skewness 95 UWT Scale 6 Kurtosis 
87 UWT Scale 10 Kurtosis 96 UWT Scale 5 Skewness 
88 UWT Scale 9 Skewness 97 UWT Scale 5 Kurtosis 
89 UWT Scale 9 Kurtosis 98 UWT Scale 4 Skewness 
90 UWT Scale 8 Skewness 99 UWT Scale 4 Kurtosis 
91 UWT Scale 8 Kurtosis 100 UWT Scale 3 Skewness 
92 UWT Scale 7 Skewness 101 UWT Scale 3 Kurtosis 
93 UWT Scale 7 Kurtosis 102 UWT Scale 2 Skewness 
94 UWT Scale 6 Skewness 103 UWT Scale 2 Kurtosis 

UWT Scale Number of Zeros + Number of Zeros Per Unit Time 

104 UWT Scale 10 # of Zeros 113 UWT Scale 6 # of Zeros Per Unit Time 
105 UWT Scale 10 # of Zeros Per Unit Time 114 UWT Scale 5 # of Zeros 
106 UWT Scale 9 # of Zeros 115 UWT Scale 5 # of Zeros Per Unit Time 
107 UWT Scale 9 # of Zeros Per Unit Time 116 UWT Scale 4 # of Zeros 
108 UWT Scale 8 # of Zeros 117 UWT Scale 4 # of Zeros Per Unit Time 
109 UWT Scale 8 # of Zeros Per Unit Time 118 UWT Scale 3 # of Zeros 
110 UWT Scale 7 # of Zeros 119 UWT Scale 3 # of Zeros Per Unit Time 
111 UWT Scale 7 # of Zeros Per Unit Time 120 UWT Scale 2 # of Zeros 
112 UWT Scale 6 # of Zeros 121 UWT Scale 2 # of Zeros Per Unit Time 

UWT Scale: Amplitude of Top 3 Peaks + Valleys 

122 UWT Scale 10 Peak 1 Amplitude 149 UWT Scale 6 Valley 1 Amplitude 
123 UWT Scale 10 Peak 2 Amplitude 150 UWT Scale 6 Valley 2 Amplitude 
124 UWT Scale 10 Peak 3 Amplitude 151 UWT Scale 6 Valley 3 Amplitude 
125 UWT Scale 10 Valley 1 Amplitude 152 UWT Scale 5 Peak 1 Amplitude 
126 UWT Scale 10 Valley 2 Amplitude 153 UWT Scale 5 Peak 2 Amplitude 
127 UWT Scale 10 Valley 3 Amplitude 154 UWT Scale 5 Peak 3 Amplitude 
128 UWT Scale 9 Peak 1 Amplitude 155 UWT Scale 5 Valley 1 Amplitude 
129 UWT Scale 9 Peak 2 Amplitude 156 UWT Scale 5 Valley 2 Amplitude 
130 UWT Scale 9 Peak 3 Amplitude 157 UWT Scale 5 Valley 3 Amplitude 
131 UWT Scale 9 Valley 1 Amplitude 158 UWT Scale 4 Peak 1 Amplitude 
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132 UWT Scale 9 Valley 2 Amplitude 159 UWT Scale 4 Peak 2 Amplitude 
133 UWT Scale 9 Valley 3 Amplitude 160 UWT Scale 4 Peak 3 Amplitude 
134 UWT Scale 8 Peak 1 Amplitude 161 UWT Scale 4 Valley 1 Amplitude 
135 UWT Scale 8 Peak 2 Amplitude 162 UWT Scale 4 Valley 2 Amplitude 
136 UWT Scale 8 Peak 3 Amplitude 163 UWT Scale 4 Valley 3 Amplitude 
137 UWT Scale 8 Valley 1 Amplitude 164 UWT Scale 3 Peak 1 Amplitude 
138 UWT Scale 8 Valley 2 Amplitude 165 UWT Scale 3 Peak 2 Amplitude 
139 UWT Scale 8 Valley 3 Amplitude 166 UWT Scale 3 Peak 3 Amplitude 
140 UWT Scale 7 Peak 1 Amplitude 167 UWT Scale 3 Valley 1 Amplitude 
141 UWT Scale 7 Peak 2 Amplitude 168 UWT Scale 3 Valley 2 Amplitude 
142 UWT Scale 7 Peak 3 Amplitude 169 UWT Scale 3 Valley 3 Amplitude 
143 UWT Scale 7 Valley 1 Amplitude 170 UWT Scale 2 Peak 1 Amplitude 
144 UWT Scale 7 Valley 2 Amplitude 171 UWT Scale 2 Peak 2 Amplitude 
145 UWT Scale 7 Valley 3 Amplitude 172 UWT Scale 2 Peak 3 Amplitude 
146 UWT Scale 6 Peak 1 Amplitude 173 UWT Scale 2 Valley 1 Amplitude 
147 UWT Scale 6 Peak 2 Amplitude 174 UWT Scale 2 Valley 2 Amplitude 
148 UWT Scale 6 Peak 3 Amplitude 175 UWT Scale 2 Valley 3 Amplitude 

UWT Product of Two Scales 

176 UWT Scale 5*6 Product - # of Significant 
Peaks 

182 UWT Scale 4*5 Product - Peak 2 Amplitude 

177 UWT Scale 5*6 Product - Peak 1 Amplitude 183 UWT Scale 4*5 Product - Peak 3 Amplitude 
178 UWT Scale 5*6 Product - Peak 2 Amplitude 184 UWT Scale 3*4 Product - # of Significant Peaks 
179 UWT Scale 5*6 Product - Peak 3 Amplitude 185 UWT Scale 3*4 Product - Peak 1 Amplitude 
180 UWT Scale 4*5 Product - # of Significant 

Peaks 
186 UWT Scale 3*4 Product - Peak 2 Amplitude 

181 UWT Scale 4*5 Product - Peak 1 Amplitude 187 UWT Scale 3*4 Product - Peak 3 Amplitude 

Features From Multiple Channels 
188 # of MidPass Events Per LowPass Event 189 # of HighPass Events Per LowPass Event 

 

A.2 Composition of Principal Components 

 

Principal components are eigenvectors which group correlated or similar features together 

and map the grouped features into the same dimension in a new, usually reduced-size, 

vector space.  By definition, if 𝑣𝑖,𝑛 are the individual coefficients of the nth principal 

component 𝐯𝑛 = 𝑣𝑖,𝑛𝐮̂𝑖, where the 𝐮̂𝑖  represent the individual features in the original 

feature space, the sum of the squares of 𝑣𝑖,𝑛 is 1: ∑ 𝑣𝑖,𝑛
2

𝑖 = 1.  The magnitudes of the 

individual coordinates indicate the relative contribution of the corresponding feature to 

Table A.1: Full list of the feature numbers and names included in the analysis discussed 
in Chapter 5.  A description of the feature categories is contained in Table 5.1. 
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the principal component.  The following five tables (Tables A.2 – A.6) display the names of 

the most significant features in the first 4 principal components, defined by having a 

coefficient magnitude |𝑣𝑖,𝑛| ≥ 0.1.  Within each table, the features are listed from largest to 

smallest magnitude. 

 

Principal Component Number Principal Component Description 
1 UWT Peak Heights 
Feature Name Coefficient 

Value 
Feature Name Coefficient 

Value 
UWT Scale 4*5 Product - Peak 2 
Amplitude 

0.131558 UWT Scale 7 Valley 1 Amplitude 0.120932 

UWT Scale 5 Peak 2 Amplitude 0.131308 Raw I(t) Current Square Root of Sum 
of FFT Power (A) 

0.11943 

UWT Scale 6 Peak 2 Amplitude 0.131175 UWT Scale 6 Valley 1 Amplitude 0.119154 
UWT Scale 4 Peak 2 Amplitude 0.130565 Denoised I(t) Current Total Variation 

(A) 
0.116577 

UWT Scale 3*4 Product - Peak 3 
Amplitude 

0.130549 UWT Scale 6 Valley 2 Amplitude 0.115969 

UWT Scale 3*4 Product - Peak 2 
Amplitude 

0.130155 UWT Scale 3 Peak 1 Amplitude 0.115873 

UWT Scale 4*5 Product - Peak 3 
Amplitude 

0.12921 UWT Scale 5 Valley 3 Amplitude 0.115079 

UWT Scale 6 Peak 1 Amplitude 0.128305 UWT Scale 7 Valley 3 Amplitude 0.114608 
UWT Scale 5 Peak 1 Amplitude 0.127478 UWT Scale 6 Valley 3 Amplitude 0.114448 
UWT Scale 4*5 Product - Peak 1 
Amplitude 

0.126883 UWT Scale 5 Valley 2 Amplitude 0.112739 

UWT Scale 3*4 Product - Peak 1 
Amplitude 

0.125048 UWT Scale 5 Valley 1 Amplitude 0.112402 

UWT Scale 3 Peak 2 Amplitude 0.124931 UWT Scale 2 Peak 2 Amplitude 0.108766 
UWT Scale 5*6 Product - Peak 2 
Amplitude 

0.123888 Raw I(t) Current Med. Abs. Dev. (A) 0.10713 

UWT Scale 7 Peak 2 Amplitude 0.122699 Denoised I(t) Current Std. Dev. (A) 0.103314 
UWT Scale 4 Peak 1 Amplitude 0.122141 UWT Scale 8 Peak 3 Amplitude 0.101813 
UWT Scale 5*6 Product - Peak 3 
Amplitude 

0.121968 Denoised I(t) Current Max (A) 0.101658 

UWT Scale 7 Peak 3 Amplitude 0.121495 UWT Scale 3 Valley 2 Amplitude 0.101008 
UWT Scale 5*6 Product - Peak 1 
Amplitude 

0.121462 UWT Scale 2 Peak 1 Amplitude 0.10055 

Raw I(t) Current Std. Dev. (A) 0.121297   

 

 

Table A.2: List of the most-significant features, and the coefficients corresponding to 
each, in principal component 1, ranked from largest to smallest. 
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Principal Component Number Principal Component Description 
2 Event Duration 
Feature Name Coefficient 

Value 
Feature Name Coefficient 

Value 
UWT Scale 8 # of Zeros 0.150758 UWT Scale 6 Total Variation 0.148025 
UWT Scale 6 # of Zeros 0.150335 UWT Scale 7 Total Variation 0.146974 
UWT Scale 7 # of Zeros 0.15028 UWT Scale 8 Total Variation 0.146218 
UWT Scale 9 # of Zeros 0.150156 UWT Scale 9 Total Variation 0.145192 
UWT Scale 4 # of Zeros 0.150146 UWT Scale 10 Total Variation 0.144721 
UWT Scale 5 # of Zeros 0.149917 # of MidPass Events Per LowPass 

Event 
0.139351 

UWT Scale 2 # of Zeros 0.149797 UWT Scale 6 Std. Dev. -0.118281 
UWT Scale 2 Total Variation 0.14976 UWT Scale 5 Std. Dev. -0.117548 
Raw I(t) Current Total Variation (A) 0.149535 Denoised I(t) Current Total Variation 

(A) 
0.112023 

Event Duration (s) 0.149487 Denoised I(t) Current Total Variation 
(A) Per Unit Time 

-0.111151 

UWT Scale 3 # of Zeros 0.149465 UWT Scale 7 Std. Dev. -0.110575 
UWT Scale 4 Total Variation 0.149273 UWT Scale 4 Std. Dev. -0.108667 
UWT Scale 3*4 Product - # of 
Significant Peaks 

0.149196 UWT Scale 7 Total Variation Per Unit 
Time 

-0.107013 

UWT Scale 10 # of Zeros 0.149081 UWT Scale 6 Total Variation Per Unit 
Time 

-0.103456 

UWT Scale 3 Total Variation 0.148837 Raw I(t) Current Square Root of Sum 
of FFT Power (A) 

-0.102966 

UWT Scale 4*5 Product - # of 
Significant Peaks 

0.14877 Raw I(t) Current Std. Dev. (A) -0.102918 

UWT Scale 5*6 Product - # of 
Significant Peaks 

0.148644 UWT Scale 5 Total Variation Per Unit 
Time 

-0.101072 

UWT Scale 5 Total Variation 0.148244   

 

Principal Component Number Principal Component Description 
3 Noise Strength 
Feature Name Coefficient 

Value 
Feature Name Coefficient 

Value 
UWT Scale 9 Total Variation Per Unit 
Time 

-0.18099 UWT Scale 5*6 Product - # of 
Significant Peaks 

-0.105263 

UWT Scale 10 Total Variation Per Unit 
Time 

-0.174129 UWT Scale 7 # of Zeros -0.104007 

UWT Scale 8 Std. Dev. -0.169478 UWT Scale 6 # of Zeros -0.103967 
UWT Scale 8 Total Variation Per Unit 
Time 

-0.166452 UWT Scale 9 # of Zeros -0.103932 

UWT Scale 8 Med. Abs. Dev. -0.148934 UWT Scale 5 # of Zeros -0.103919 
UWT Scale 9 Std. Dev. -0.148348 UWT Scale 4*5 Product - # of 

Significant Peaks 
-0.103819 

UWT Scale 7 Total Variation Per Unit 
Time 

-0.144079 UWT Scale 9 Peak 1 Amplitude -0.103624 

Table A.3: List of the most-significant features, and the coefficients corresponding to 
each, in principal component 2, ranked from largest to smallest. 
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UWT Scale 9 Med. Abs. Dev. -0.144074 UWT Scale 9 Total Variation -0.103527 
Raw I(t) Current Max (A) 0.142206 UWT Scale 4 # of Zeros -0.1034 
Raw I(t) Current Median (A) 0.142191 UWT Scale 3 Valley 2 Amplitude 0.103126 
UWT Scale 7 Std. Dev. -0.139867 UWT Scale 3 # of Zeros -0.102999 
UWT Scale 2 Valley 2 Amplitude 0.128023 UWT Scale 3*4 Product - # of 

Significant Peaks 
-0.102994 

UWT Scale 8 Peak 1 Amplitude -0.115879 UWT Scale 8 # of Zeros -0.102859 
# of MidPass Events Per LowPass 
Event 

-0.114553 UWT Scale 2 # of Zeros -0.102665 

Raw I(t) Event Amplitude by Median 
(A) 

0.113996 UWT Scale 10 Total Variation -0.102511 

UWT Scale 4 Valley 2 Amplitude 0.112193 Event Duration (s) -0.102477 
UWT Scale 2 # of Zeros Per Unit Time 0.111732 UWT Scale 8 Total Variation -0.102038 
Denoised I(t) Current Total Variation 
(A) Per Unit Time 

-0.110932 UWT Scale 2 Total Variation -0.1015 

Denoised I(t) Current Median (A) 0.110375 Raw I(t) Current Total Variation (A) -0.101367 
Raw I(t) Event Amplitude by Mean (A) 0.109269 UWT Scale 7 Total Variation -0.101149 
Denoised I(t) Current Mean (A) 0.107877 UWT Scale 3 Total Variation -0.101097 
UWT Scale 2 Valley 1 Amplitude 0.10687 UWT Scale 6 Total Variation -0.100648 
UWT Scale 10 # of Zeros -0.105489 UWT Scale 4 Total Variation -0.100633 
UWT Scale 7 Med. Abs. Dev. -0.105332 UWT Scale 5 Total Variation -0.100599 

 

Principal Component Number Principal Component Description 
4 UWT Mid-Frequency Mean Values 
Feature Name Coefficient 

Value 
Feature Name Coefficient 

Value 
UWT Scale 7 Mean -0.260789 UWT Scale 9 Median -0.215678 
UWT Scale 8 Mean -0.256609 UWT Scale 7 Median -0.210428 
UWT Scale 6 Mean -0.252414 UWT Scale 6 Median -0.192073 
UWT Scale 5 Mean -0.241611 UWT Scale 2 Mean -0.191332 
UWT Scale 4 Mean -0.230763 UWT Scale 5 Median -0.176705 
UWT Scale 8 Median -0.227134 UWT Scale 10 Median -0.174619 
UWT Scale 9 Mean -0.21918 UWT Scale 10 Mean -0.167218 
UWT Scale 3 Mean -0.218384 UWT Scale 4 Median -0.108644 

 

 

 

 

Table A.4: List of the most-significant features, and the coefficients corresponding to 
each, in principal component 3, ranked from largest to smallest. 

Table A.5: List of the most-significant features, and the coefficients corresponding to 
each, in principal component 4, ranked from largest to smallest. 
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Principal Component Number Principal Component Description 
5 Event Amplitudes + Noise Amplitudes 
Feature Name Coefficient 

Value 
Feature Name Coefficient 

Value 
Denoised I(t) Current Upper Quartile 
(A) 

-0.210303 UWT Scale 2 Med. Abs. Dev. -0.156829 

Denoised I(t) Event Amplitude by 
Mean (A) 

-0.210003 UWT Scale 6 Total Variation Per Unit 
Time 

-0.148447 

Denoised I(t) Current Mean (A) -0.206856 Denoised I(t) Current Max (A) -0.145286 
UWT Scale 10 Std. Dev. 0.202231 UWT Scale 3 Std. Dev. -0.139282 
Denoised I(t) Event Amplitude by 
Median (A) 

-0.197033 Denoised I(t) Current Total Variation 
(A) Per Unit Time 

-0.138127 

Denoised I(t) Current Median (A) -0.193568 UWT Scale 7 Total Variation Per Unit 
Time 

-0.127606 

UWT Scale 2 Std. Dev. -0.188033 Raw I(t) Current Median (A) -0.125243 
UWT Scale 10 Peak 1 Amplitude 0.187391 UWT Scale 3 Med. Abs. Dev. -0.121698 
Raw I(t) Event Amplitude by Mean (A) -0.185658 UWT Scale 5 Total Variation Per Unit 

Time 
-0.121517 

Raw I(t) Current Total Variation (A) 
Per Unit Time 

-0.178943 Raw I(t) Current Max (A) -0.118516 

Raw I(t) Event Amplitude by Median 
(A) 

-0.177828 UWT Scale 3 Total Variation Per Unit 
Time 

-0.109624 

Denoised I(t) Current Min (A) -0.174252 UWT Scale 8 Kurtosis 0.109256 
UWT Scale 2 Total Variation Per Unit 
Time 

-0.170244 UWT Scale 4 Std. Dev. -0.108062 

UWT Scale 4 Total Variation Per Unit 
Time 

-0.167002 UWT Scale 4 Med. Abs. Dev. -0.102996 

UWT Scale 10 Med. Abs. Dev. 0.164783   

 

  

Table A.6: List of the most-significant features, and the coefficients corresponding to 
each, in principal component 5, ranked from largest to smallest. 
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APPENDIX B 

LabVIEW Programs 

 

B.1 Introduction 

 

One minor objective of the analysis procedures described in Chapters 4 and 5 is to 

automate the denoising and event identification as much as possible to increase data 

processing throughput, both by reducing the need for time-consuming manual analysis and 

by efficiently utilizing multiple computers and cores.  The eventual goal is to automatically 

calculate estimates of biomolecule activity from measurements obtained on one day and 

have the results ready by the next day, so that new measurements can incorporate 

quantitative information gathered from the previous day’s measurements. 

 

The analysis of SWCNT-FET signals, as implemented in LabVIEW, is split into two parts: 

1) Denoising, event identification, and calculation of feature values 

2) Feature visualization, evaluation of correlations, and PCA 

The first part is contained in one LabVIEW virtual instrument (VI) with several subVIs, 

while the second part is contained in four separate VIs.  The next two sections briefly 

describe the functions of each VI. 
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B.2 Denoising, Event Identification, and Feature Selection 

 

The general framework for selecting measurements, choosing denoising and event 

identification parameters, loading the data from disk, and running the signal processing 

routines is contained in the AutoAnalysis2 VI, whose front panel is displayed in Figure B.1.  

The front panel is organized as follows, with each section highlighted by an enclosing box: 

• Left: source and save directory locations (light blue) 

• Center top: configuration settings for signal processing (dark blue) 

• Bottom right: analysis queue details and status of current analysis (red) 

 

 

 

Figure B.1: Front panel of the “AutoAnalysis2” VI, which provides a framework for 
loading and processing multiple datasets. 
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The source directory is the location of the unprocessed data, and the save directory is 

where the processed signals and event information are saved.  When an individual 

measurement from the source directory is selected, the measurement metadata is loaded 

and displayed in File Header (top right).  The denoising and event identification 

parameters can be adjusted by selecting “Configure Analysis Chain”, opening a window 

which allows for selection of various signal processing subVIs, as shown in Figure B.2.  As 

implemented here, each signal processing subVI instance runs in its own memory space, 

allowing multiple copies of the subVIs to each maintain its own state.  The wavelet 1/f 

denoising discussed in Chapter 4 is implemented as the “DenoiseUWT” subVI (Figure B.3), 

and event identification and feature value calculation is implemented as the 

“AutoMultiState_wStateVector” VI (Figure B.4), which also stores the event feature 

information in a spreadsheet.  Calculation of feature categories can be turned on or off in 

the “Configure Event Features” window, shown in Figure B.5. 

 

 

 

Figure B.2: Front panel of the “Configure Analysis Chains” subVI, which specifies the 
signal channels to process and the analysis subVIs to run. 
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Figure B.3: Front panel of the “DenoiseUWTMultiBandpass” subVI, which performs the 
wavelet 1/f denoising as described in Chapter 4. 

Figure B.4: Front panel of the “AutoMultiState_wStateVector” subVI, which performs 
automatic state identification and feature value calculation as described in Chapter 5. 
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Once the analysis chain has been configured, individual measurements can be added to the 

analysis queue, which stores a list of measurements and analysis information for sequential 

processing.  Selecting “Run Analysis” pushes the first measurement from the queue into the 

execution loop, which is illustrated in the program schematic in Figure B.6.  The data is first 

loaded from disk, then run through the signal processing pipeline in steps, and the results 

are written back to disk.  Since the signal processing is performed in batches, each iteration 

of the loop operates on one batch, and the loops are designed to run in parallel.  The 

pipelined execution gives the program flexibility to take advantage of multiple CPU threads 

and perform other signal processing steps without waiting for a previous step to complete. 

 

Figure B.5: Front panel of the “Configure Event Features” subVI, which specifies the 
feature categories that are calculated for each event. 
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As a summary of the current state of analysis automation, the denoising procedures are 

robust and do not require parameter adjustments for each measurement, but the event 

identification procedure struggles with measurements exhibiting signal-to-noise ratios of 

less than 2:1 (as defined by the ratio between the event amplitude and the noise center-to-

peak).  Specifically, event identification selects many false positives, as many as 10 false 

positives to one true positive on low SNR measurements.  This provides a sufficient starting 

point for manual selection of “clean” events through visual inspection, but more work is 

needed to optimize automatic event identification.  One significant weakness in the 

algorithm is the instability of the state-identification procedure discussed in Section 5.2.1, 

which may fit too many Gaussian functions to the I(t) histogram or place peak centers in 

incorrect locations. 

 

 

Figure B.6: Schematic of the “AutoAnalysis2” VI, showing the three different segments 
of the block diagram.  The analysis queue and its information flow are shown in orange, 
while the data flow in the execution loop is shown in blue. 
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B.3 Visualizing Individual Events and Feature Distributions 

 

Once the event information is saved in the feature spreadsheet, the details can be viewed in 

several ways.  Individual events (and the UWT coefficients corresponding to the event) can 

be viewed with the “DisplayIndividualEvents” VI (Figure B.7), which also provides a section 

for manually selecting events for later analysis.  The “Event Number” control at the top of 

the VI facilitates scrolling between events of the same state, while the “Event Index” control 

indicates the row (in the 2D spreadsheet of event information) corresponding to that 

specific event.  The event index values serve as the event identifiers when passing data 

between different VIs. 

 

 

 

Figure B.7: Front panel of the “DisplayIndividualEvents” VI. 
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The “State+Duration_Histogram” VI (Figure B.8) displays the distribution of event 

durations (top graph) and the event rate over time (bottom graph).   

 

 

 

Visual inspection of the feature distributions, correlations of distributions, and the 

principal components calculated from PCA are done in the “ComparisonXY” (Figure B.9) 

Figure B.8: Front panel of the “State+Duration_Histogram” VI. 
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and “ComparisonXYCleanEventsMultipleDatasets” (Figure B.10) VIs.  Both VIs use a similar 

interface: two operating modes (original features vs. PCA components, toggled using the 

“Plot PCA Vectors” button), and two display types: “Points” to display the distribution of 

values from individual points, and “Correlation Matrix” to show the full correlation matrix.  

A picture of the “ComparisonXY” VI showing the correlation matrix is given in Figure B.11.  

In the “Points” display, the features displayed on the X and Y axes are changed with the “X 

Event Feature” and “Y Event Feature” controls, and the histograms underneath display the 

distributions of the data on each axis.  In addition, the “Points” graph has a cursor (crossed 

yellow lines) which can identify the event index corresponding to a specific point, which 

can then be input into the “DisplayIndividualEvents” VI to view the I(t) and UWT of that 

event. 
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Figure B.9: Front panel of the “ComparisonXY” VI, set in the “PCA” mode and showing 
the “Points” display. 
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Figure B.10: Front panel of the “ComparisonXYCleanEventsMultipleDatasets” VI, set in 
the original data mode and showing the “Points” display.  The data being displayed is 
from the PCB48-KJ and PCB48-JK datasets as discussed in Chapter 5. 



215 
 

 

 

Both the “ComparisonXY” and “ComparisonXYCleanEventsMultipleDatasets” VIs provide 

the option to view only manually-selected events, which input as an array of event indices 

as obtained from the “DisplayIndividualEvents” VI. 

 

 

 

 

Figure B.11: Front panel of the “ComparisonXY” VI, set in the original data mode and 
showing the “Correlation Matrix” display. 




