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T0 ALL OF THOSE PEOPLE, PLACES, AND THINGS
THAT HAVE STIRRED IN ME A SENSE OF LOVE

"I have heard the summer dust crying to be born
As much as ever flesh cried to be quiet.

. . thence life was born,
Its nitrogen from ammonia, carbon from methane,
Water from the cloud and salts from the young seas .

. . the cells of life

Bound themselves into clans, a multitude of cells

To make one being--as the molecules before

Had made of many one cell. Meawwhile they had invented
Chlorophyll and ate sunlight, cradled in peace

On the warm waves;

. but certain assassins among them

Discovered that it was easier to eat flesh

Than feed on lean air and sunlight; thence the animals,

Greedy mouths and guts, life robbing life,

Grew from the plants; and as the oceans ebbed and
flowed many plants and animals

Were stranded in the great marshes along the shore,

Where many died and some lived. From these grew all
land-life,

Plants, beasts, and men; the mountain forest and the
mind of Aeschylus

And the mouse in the wall."

lines from Robinson Jeffers
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AUGER ELECTRON SPECTROSCOPY ANALYSIS OF VANADIUM
: AND VANADIUM COMPOUND SURFACES

Frederick John Szalkowski
. Inorganic MaterialS'Research Division, Lawrence Berkeley Laboratory and

.Department of Chemistry; University of Califormnia,
Berkeley, California

ABSTRACT

An ultra-high vacuum system containing a four grid Retarding
Field Energy Analyzer was constructed and its supporting electronics
developed to explore the feasibility of usefully measuring chemical

~ (

shifts in the energy of Auger electrons using this combination de
Energy Electron Diffraction-Auger Electron Spectroscopy (LEED-AES)
type of apparatué. ' The availability of such chemical shift information
is extremely important in determining the chemical compqsition of a
thin surface layer éince it would provide inférmation on the state of
chemical»bbnding of the atoms involved, this information supplementing
the qualitative and semiquantitative data presently gleaned from
AES and the surface structural infqrmation obtained from LEED.

Both LEED and AES studies were carried out on the (100) face of
. vanadium metal. It was found that the esséntially clean metal surface
displays a (1x1) diffractioﬁ pattern indicating a surface structure
identical with the corresponding plane in the bulk, but that sulfur
segrégatesvto the surfacevupon heating and transforms the surface into
a c(2X2) strﬁcture; Room temperature gas adsorption studies én_the

- V(100)-(1x1) surface indicates that oxygen diffuses into the lattice
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.énd produées a disordered structure while carbon monoxide adsorbs

upon the surface in a (1X1) érrayQ bxygen adsorption on the V(100)-
c(2%2) surface produced a complex structure in which no. oxygen was
observed within the probed surface layer. This structure has been
intérpreted in terms of additional sulfur segregating to the solid-gas
‘interface under the influence of the altered surface conditions

(i.e., oxygen adsorption) with the suBseéuent desorption of»thé oxygen
as this occurs. |

Characteristic Loss me;surements were performed on vanadium

metal and V203 for the primary beam energy range of 100 éV fo 700 eV.
Mechanisms which are conéistant with all of the observations feported

oﬁ vanadiﬁm to date have been proposed for the observed peaks. The
somewhat uneﬁpected and interesting phénomenum that a multiple

interband transition 1qss'may occur with a probability greater than

tha; of a single interBand transifion losé'is ppinted out and is instru-
mental in explaininé the observed data. |

294> V03s vo,-'

. The shifts of the totally inner shell

AES chemical shift studies were carried out on V.0

VN, VC, V,845 and VSiZ.

L3M2’3M2’3 transition and the s1ng1§ valence band L3M2,3V transition

were measured relative to their energies in metallic vanadium. The

L3M2"3M2'3 transition displayed a systematic shift which could be
b b et .

associated with the successive transfer of the 4s and 3d valence

band electrons to the anion and the observed shifts were correlated

with the Philips-Van Vechten ionicity scale. The LN, 4V transition
. : . ’ :



)

yields information which is.useful in determining the position of the
high energy edge of the valence band_relative to the Fermi level.

The effect of electrdnic relaxation on the Auger electron energy is
also pointed out and discussed. Estimates of the L3, M2’3, and
valence band widths for the compounds investigated have also been
obtained from the data. Correlation of the chemical shift data and
the 0/V peak intensity ratio for the known vanadium oxides enables
one to unambiguously determine the chemical composition of the compound
formed by éxidizing vanadium metal under different temperature and
pressure conditions. In addition to the "normal" vanadium oxides,

the production of the V3O Magneli phase was observed during this

5

set of experiments. The M2 3VV double valence band transition was
’

also observed and its behavior upon oxidation indicates that at least

one 4s electron is involved in this transition as opposed to the case

of the L3M2 3V transition which appears to overwhelmingly involve the
b .

3d valence band.
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I. INTRODUCTION

It is well-known that the presence of a solid surface may affect
the rate of a chemical reaction that takes place in the liquid or gas
ﬁhase by many orders of magnitude. As a consequence of this phenomenon,
a large research effort has historically been directed toward the
elupidation of the mechanisms of reactions as they occur at the solid
surface and of the influence of the properties of the surface upon these
mechaniéms, spurred by both the desire to underétand the nature of thé
basic iﬁtgractiohs invblved and to produce surfaces whicﬁ specifiéally
induce or inhibit the formation of a compound. The overWhelminé |
majority of these inﬁestigations, however, were performed on ill-defined

surfaces and/or using techniques which yielded information about the

* macroscopic parameters of the system involved (rate constants, reactant

and product concentration). It has only been within the past decade

_that the technical advances have been made which have enabled researchers

to prepare and observe surfaces which are well-defined on the atomic
scale,

In short, the majqr impetus fo the growth of surfaée science has
been the devélopﬁent-of ultra-high vacuum (UHV) techniques, which make
the attainment of pressures below i0_8 Torr a routine matter. It may
easily be calculated from the kinetic theory of gases that a surfaée
which is eﬁtirely free of adsorbed species will be covered by a single

layer of gas in a time1
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where t is given in seconds,.M is the molecular weight of the gas,
T is the temperature in degrees Kelvin, P is the gas pressure in Torr,
and the aSSumptibn has been made that every gas moleéule which impinges
upon the surface rémains there (i.e. a sticking coefficient of unity).
At a typicél high vacuum of”lo_6 Tdrr if therefore takes only §ne
secénd before'a‘élean surface can coﬁceivably be covered by a monolayer
of'gas, This is indeed not én extremely 1ongbtime in which to carry
out an experiment and»it drastically underscores the need for UHV
generation. It might élso be pointed out here that the rapid growth of
elecfronic noise-suppression and signal avefaging techniques over the
past twenty years has also contributed in ﬁo small waj to the-ability
to obtaiﬁ useful. data within a reasonable length of time. |

‘The two major experimental techniques that have been developed -for
the study of surfaces were both discerred back.- in the nineteeﬁ-twenties,
but lay eséeﬁtially‘dormant'until the'above-mentioned advances enabled
fhem to achieve fruitation. The first of fhese chrpnqlogically
exploited was Low Energy Electron Diffractioﬁ (LEED), the second being
Auger Electron Spectroscopy (AES). These aré complementary techniqués
andijointly possess the ultimaté capability of allowing definatiﬁe
interpretation of surface pheﬁomena.to be carried out on an atomic
scale. This.requirés that ;ogether they aré capable of providing

detailed information about the atomic surface structure and about the
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chemicel composition of the surface. Implicit in the latter requifement
is a knowledge of the elements present at the surface, the concentration
of each, and the chemical binding state(s) of each species.

LEED studies (i.e. the analysis of electrons which are elastically
back-scattered from a surface) using single crystal surfaces may be
performed in order to determine the atomic surface structure. The
analysis of 1) electrons which undergo discreet energy losses and are
inelastically back-scattered from the surface (characteristic loss
electrons) and 2) electrons which originate in the surface atoms
and are emitted as the result of an inelastic electron scattering
‘ event can provide us with information on the chemical composition.

Auger electrons are of.this latter type; Auger eleetron peaks.appear
in the electron emission‘spectrum at absolute energies which are the
property of the elements present on the surface; the intensity ef each
peak providing an indication of the:concentration of the element
associated with it. Since, as will be shown later, the Auger electron
energy in a function of the energy levels in the atnm from which it
originates, it seems likely that theAexidation states of tne atoms .
may be identified by the small shifts induced in these levels as the
result of placing the atom in different chemical environments. It is

the measurement of these so-called chemical shifts in the Auger

electrons which is the main objective of this research effort.



Instead of ﬁroceeding difectly into a detailed diécﬁssion of the
Auger effect, it would seem to be worthwhile to deterﬁiﬁg ﬁore fully
its relationship to the other surface measurement techniques touched
upon above and to the field of atomic spectroscopy in general.

A s01id which is subjected to bqﬁbérdmént by a beam of sufficiently
energetic (> 50 eV) electrons or'photons is knqwn to dissipate mﬁch

of the energy that is transferred to it by the incidént beam through
the émission of electrons with an energy distribution similar to that
shown in Fig. I-1. This particular curve was obtained2 by bombafding
a graphite target ﬁith an essentially monoenergetic primary electron
beam of energy Ep =.eVb = 425 eV. The electron enefgy distribution
in thiéICurvé may be broken up into four main régions, the assignments
hinging'onAthe nature-of the evént which'makes the main contribution
to the structure observed in each regioﬁ.

Region I is éomprised of those eléctronsvwhich have been elastically
scattered by the target. Those which have been coherently scattered
contain information about the atomic structure of the target and give
rise to the diffraction phenomena observed in LEED. If the incident
beam energy is sufficiently low (< 500 eV), the information obtained
is restricted to the contributions from the first few.atomic surface
layers because of the high scattering cross-sections for such low |
energy electrons. LEED canvtherefore easily perceive changes occurring
in the uppermost surface monolayer and its usefulness as a surface

probe is abundantly apparent,
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Fig. I-1. The energy distribution of. electrons from graphite
using an incident beam energy of 475 eV. (From Amelio
and Scheibner?)



Region If consists of electrons which have lost discreet amounts
of energy in thg process of being scattefed by the taréet. Thesevaré-
labelled Characteristic Léss electrons since the magnitude of each
energy loss is a function of the target material. The energies of the
loss peaks are measured relative to the energy of the elastically
scattered electrons since these peaks move concurrently with the elastic
peék as the incidenp beam energy is véfied. Thé mechanisms by which
a'Characteristiq Loss may occﬁr are 1) thé_excitation of a bound
_atémic electron to a state hear the crystal Fgrmi.level and this is
called an interband transition, and 2) the excitation of a collective
oscillation of the unbound electrons in tﬁe solid relaﬁive to the
lattice of the ionic nuclei: a plasmon excitation. |

In Region III} thevlarge broad peak which reaches a maximﬁm
at an energy of a few electron volts is due to.the emission of what
are.labelled.tfue secondary electrons. ‘The origin of this term lies
in the fact that these electrons originate in béund states 6f the
target matefial and are emitted from themlas the result of the-influence
of the primary electron beam. This peak is the resulffof a cascade |
ﬁrocess in which secohdary eleqtrons, having been produced by collisioné
between the incident beam electrons and the bound—staﬁe elgctrons in
the tafget, diffusé through the solid; multiplying and losing energy
through more collision processes, until they either fall back iﬁto
the sea_of conduction electrons or reach the surface with sufficient
energy to escape from the SOIidﬂ The process is not unlike a

successively branching chain reaction in which the momentum of the




original secondary elecéron is dilutedlover all of the aﬁpfoximately
2n electrons at the end df the chain (n being the number of inelastic
collisions that the original electron experiences).

Region IV consists mainly of a continuous distribution of primary
electrons which have uﬁdergone a large number of energy losses, and
these are commonly referred to as rediffused primaries. There being
no energy borderline distinction possible, this region also contains
some true secondary electronsi(as defined above) and blends nebulously
into Regibn III; Superimposed upon this background, and also on the
high-energy side of fhe cascade peak, are a number of small peaks
which appear at weli;defined absolute energies that are characteristic
of the target material and which exhibit no energy dependence on the
primary beam energy. These intensity maxima have been correlated
with the atomic binding energies of the térget atoms and.are ascribed
to an atomic reorganization process which has been described as the
vauto—ionization of ions, i.e. the Auger process.

Alt-hougﬁ this thesis is‘ not a proper forum for an in-depth
discussion of the théory and practice of electron scattering in
general, a briéf synopsis of the state-of-the-art associated with the
_aforementioned pﬁenomena_will be presented for the sake of completeness
and since some measurements of them have been'perfofmed and will be

discussed later.



- In 1927 Davissén and Germer found that electrons ekperience
diffraction by a solid in a manner similar to that demonstrated by
X-rays. However, it was noted that the angular distribution of the
diffracted beams could be explained by assuming that the electrons

possessed a wavelength X as given by the de Broglie relationship

3 = h _ h - ..h - 150.4 (I-Z)
P Y2mE V2m eV Vp
- where

h = Plank's constant
P = thé momentum of the.electrons
m = the elecﬁron mass |

' Ep = eVp = the energy of the incident electrons

‘e = the electronic‘charge

VP = the'accelerating voltage of the incident electrons

and that the scattering occurred off of the pefiodic lattice of the
surface atoms as if it were a two—dimensi;nal'(Z-D) diffraction
grating.3 The direction of the scattered beams can be determiﬁed from
the kinematical (i.e. 'single scattériﬁg) diffraction theory as shown
~in Fig. I-2 for a 1-D arfay of identical scattering centers. Here it
is seenvthat'constructive iﬁferference occurs at angles where the
electron path difference between scattering centers is an integral

number of waveléngths and follows the relationship
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Fig. I-2. TIllustration showing diffraction
occurring from a one-dimensional array
of scattering centers.
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~hA = d(sin 6-sin 6) | | (I-3)
= d sin © fof a nofmally incident
primary beam
where )
h = an integer which determines the order of diffraction
d = the distance between scattering centers
8 = the scattering angle with respect to the surface normal

0 = the incident beam angle with'respect to the surface

normal

The diffraction for the 2-D case can bé similarly treated, howevef
it is more‘coﬁvenient tovuse the Ewald sphere coné;ruétion in reciprocal
spaée. As an example, consider the (100) face of a simple cubié crystal
which has fhe lattice parameter d. Aésociated'with_the bulk cryétal
is a reciprbcal latticé which is also simple cubic but has a lattice
parameter 'd* = 2n/d. If it is imagined that the distance between (10)
planes is gradualiy increased (while the distaqces between the lattice
points within each.layer are kept constént), the cbrresponding reciprocal
space distances afe decreased. When the (10) planes are infini;ély
‘far apart, the reciprocal 1attiée points have coalesced into a set of
pafallelvrods (Fig. I-3). Tﬁe primary beam may be approkimated by a
plane Wav_é' exp (iE°-?) , the prop-agation vector X° having the |

magnitude K° = 27m/X and being sepérable into its components parallel
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and perpendicular to the surface: Eﬁ and E; respectively. The
Ewald sphere is constructed so that (1/2W)E° is a radius vector which
terminates ét the origin of the reciprocal net and the intersection
of the lattice rods with the surface.of the spheré détermines the
pbssible angles of diffraction. As an example, AB in Fig. I-3 is
equal to (l/ZW)E, where.ﬁ is the propagation vector of one of the
diffracted beams. One may perceivé that, in general, the relations

for the conservation of energy.
+ N 0 .
K = K° (1-4)

and conservation of'parallél moment um
-> - - . . ' _
§| = _K” + 2mu (I-5)

where

>
U = a reciprocal net vector

are satisfied.4 For the beams shown in Fig. I-3, Eq. II-5 can be
written as

1 1
= ai = = gi = I-
3 sin ) 5 sin GP + h 7 > (I-6)
which is identical to the plane gréting formula of Eq. I-3.
Low energy electrons are neither scattered entirely by'thé first
atomic layer nor do they penetrate deeply into the bulk of the crystal

as do X-rays of comparable wavelength. Rather they are scattered

almost completely by the first few atomic layers, as illustrated
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XBL 733- 5924

Fig. I-3. The Ewald construction illustrating
diffraction from two- and three~dimensional
arrays of scattering centers. '
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schematicélly in Fig. I-4 and demonstrated.by the mean free path
energy dependence discussed later (section B-2-c). As the result of
this intefmé&iate scattering cross-section, multiple scatteriﬁg events
can ocecur and the Rinematic theory usually fails to ekplain tﬁe
diffracted beam intensity variations observed in LEED. Several
dynamical (multiple scattering) approachés for the calculation of
these diffracted intensities have been.formulated, these éttempting
to»solve the SchrSdinger equation in either its differential or
integral form.5 So far these theories have proven to be inédequate,
and the sﬁrface structural problem (i.e. the ability to unambiguously
determinevthé location and nature of the{different.surface atoms)
remains to be sol&ed. |

This by no means implieé that LEED is useless since a great deal
of surface-relatea information can be extracted from changes appearing
in the diffraction pattérn andvfrom the temperatufé dependende of the
diffracted intensities (the Debye-Waller factor). For example, LEEﬁ
techniques'have been used to determine that solid surféces can undergo
structural rearrangements or changes in chemical‘composition'
independently of the crystal bulk, that particular 5toms and molecules
can chemisprb or physisorb on surfaces in ordered arrays, and that
the chemical activity of a surface can depend upon its crystallographic
orientatibn.4’5
The nomenclature which has developed in LEED to depict these

phenomena is as follows.  In Figs. I-5, I-6, and I-7 surfaces.are

shown which exhibit six-fold, four-fold, and two-fold rotational
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X-RAYS  ELECTRONS

XBL 7012-7436

Fig. I-4. Schematic illustration of'the'scattering of
X-rays and of low energy electrons by the atomic -
planes of a crystal.' The width of the arrows show

relative intensities.
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Fig. I-5. Schematic diagrams of the most common
surface structures appearing on substrates with
sixfold rotational symmetry.
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Fig., I-6.. Schematic diagrams of the most
common surface structures appearing
on substrates with fourfold rotational

symmetry.
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Fig., I-7. Schematic diagrams of the most common
surface structures appearing on substrates
with twofold rotational symmetry.
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symmetries. If the surface structure which forms in the presence of
an adsorbgd gas is characterized by a unit cell whiéh‘is identical

té the pfimitive unit cell of tﬁe suBstrate; the surface structure is
denoted (1X1)(Fig. I-5a). A (2X2) surface structure is formed if thé
unit cell dimensions of the st;ucfure are twice as large.as the sub- -
straté.unit cell'vectors. The appearance of a diffractioﬁ pattern
whicﬁ is characteristic of this structure often indicateé that the
adsorbed atomg occupy every second lattice site on the substraté
,(Figs; I-5b and I-6a). If every tﬁird lattice site on a hexagonal
face is distinguished from the other sites by selective adsorption,
then a (V3 X V/3) R-30° surface structure may arise (Figf I-5¢). The
‘angle after the (nXn) notation indicates the orientation of the new.
unit céll réiative to the substrate unit cell. If every other lattice
site on a square face.is.unique and occupied by a chemisorbed atom,
then a (/5 X /5) R-45° surface‘structure could be formed. To avoid
a‘non—integer notation for this frequently occurring surface structure
- it is usually 1abelléd a;'c(2x2), where the c indicates that it is a
centered (2%2) structure (Fig. I-6b). Often surface structures will
exist that have the dimensibns of the substrate unit cell along one
translation direction on the surfaée but a larger dimension along the . } 

other direction. These structures are frequently denoted as being
(1*n), where the 1 indicates the usual bulk unit cell dimensions or
substrate cell dimension along the x ‘direction while the n indicates

a dimension n times the substrate unit cell dimension along the y

direction (Fig. I-7c where n=3). then both unit cell vectors of the
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’substrate,ére of the samevmagnituae (as on the (100) face of the fcc
or bce crystals), then it is possible to have two types of-domains
coexisting on the surface: one set of tﬁe (1¥n) and one set of the
(nxljvtype. In most cases the diffraction pattern afising from a
surface whigh exhibits both (1xn) and (nx1l) domains is disfinguishable
from a diffraction pattern arising from a (nxn).surface structure. TFor
examﬁle, a (1%2) surface structure oﬁ a substrate with a sQuare‘unit
cell may contain two types of domains rotated relative to one another
by 90° and giving rise to (0,%) and (%,0) spots in fhe diffraction
(reciprocal lattice) pattern. A true (2%X2) structure, however, will
give rise to (%;%) spoté in addition to fhose whicﬁ appear for the
domaiﬁ structures. Surface structures of the type (nxm) where ﬁ#m
are‘frequently formed also, especially.on subst;atés which are char-~
acterized;by'unit cell véctors‘of ﬁnequal‘magnitude (e.g. fee (110)
or bce (211) surfaces). if the surface structure is known to be
.éssociated with an adsorbed gas or condensate, it is customary to
denote the adsorbate material in the description of fhe surface
structure as (nxm)—S, whére S is the chemical symbol or formula for
the adsorbate.4’5’6
The diffraction patterﬁ of a cléan»vanadiuﬁ (100) surface-which
‘displays a (1X1) surface structure ~1is ' shown in Fig. I-8a. Figure I-8b
‘shows a typical plot of the intensity of the specularly reflected (0,0)
beam vs eléctron energy. The energy locations of the peaks as

predicted by kinematical theory are indicated by the arrows in the

figure. As may be seen, the positions of the major intensity maxima
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I-8. a) Picture of the (1x1) LEED surface structure pattern
obtained from a clean vanadium (100) crystal face.

b) The intensity dependence upon incident beam energy of
the (0,0) beam backscattered from a V(100)-(1Xx1) surface. The
incident beam is impinging upon the crystal at an angle of 4°
from the surface normal. The arrows indicate the location of
the Bragg peaks following correction for the inner potential
of the crystal.
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are oftentimes fairly well predicted by this theory (with a correction
applied for the inner potentials of the solid:5 i.e. for the difference
in electron energy inside the crystal vs that of the electron in free
space), but the a priori prediction of all of the observed peaks and
their intensity ratios lie beyond the scope of this type of treatment
for the reasons touched upon above.

Finally, a word should be said about the technique of LEED. As
performed here, see Fig. I-9, a nearly monoenergetic electron beam of
approximately 1 mm diameter is created using an electron gun and strikes
the target at normal incidence to the surface. The hemispherical
grids A and C are grounded for shielding purposes and a voltage nearly
equal to the gun accelerating potential is placed on grid B (which is
in reality a double grid) so that only those electrons that have been
elastically diffracted will possess enough energy to pass through it.
These electrons are then post-accelerated by a positive 5 > 7 keV
potential onto a phosphor screen where the diffraction spots may be
easily observed or photographed. This display type of apparatus is
extremely useful in that it enables the experimenter to continuously
monitor the entire diffraction pattern as a function of electron
voltage or (sometimes rapidly) changing surface conditions. For the
precise measurement of intensities, an arrangement where the grid-
screen system is replaced by a Faraday cage is recommended.

Thorqugh discussions on LEED are available in several review

4,5,7

articles in the literature and the reader is referred to them for

more information on the subject.
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Fig. I-9. A Low Energy Electron Diffraction
apparatus of the post-acceleration type
such as used in this work.
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2. Characteristi¢ Loss ‘Spectra

Although the problem of'inelastic ecattering of electroos from
solid materiale has been the subject of consioerable theoretical and
experimental investigations, agreement between the calculated and
measured energy loss &alues is often not achie§ed. In many cases the
question of which type of interaction is producing the observed energy
losses has.Still not been resolved. |

The theory.that has yielded the most_consistent results in the
area is that dealing with the excitatioh of plasmons in the solid. This
is probably due to the fact that present day‘solidestate plasﬁa theofies
are capable of yielding quantitative results for those metals which can
be‘treated in the "free electfon" approximation. The identification
of.characteristic energy losses for metals such as occur in the transi-
tion series,'however, is'complicated by the cootribution of'interbaad
transitions to the properties of these metals.

A plasma oscillation is defined as a collective longitudinal ex-
citation of an electron gas.' A plasmon is a quantized plasma oscilla-
tion. This type of oscillation is perhaps moet simply described by
considering the uniform displacement of an electron gas in a thin
metallic slab, as depicted in Fig. I—lO;8 the gas being moved as a’
unit. relative to the lattice of the positioe ion -cores of the parent
atoms. A disolacement of amplitude u produces an electric field of
magnitude

E = 4Tneu (I-7)
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"Where

the free electron density

n

the electronic charge

e

which acts as a restoring'fofce. The resulting equation of motion of

a unit volume of the electron gas is

2
nm é-%— = « nekE = —4ﬂn2e2u
dt )
or
42
. d_121 + wlu=0 (1-8)
where 1/2

w = (4ﬂne2)
P m

the electron mass

=]
L]

This is exactly the equation of motion of a simple harmonic oscillator
of frequency wp, which is called the plasma frequency. The Characteris-

tic Loss energy is therefores’9

AE = ho ' (1-9)

This is, of course, a simplified approach to the problem. The
more rigorous treatment expresses the inelastic scattering in terms
of a complex frequency-dependent dielectric constant and using this

approach one can also predict the existence of a surface piasmon loss
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Fig. I-10. An illustration of the phenomena surrounding the production

of plasmons. In a) is shown a thin slab or film of a metal. A
cross section is shown in b), with the positive ion cores indicated
by + signs and the electron sea indicated by the gray background.
The slab is electrically neutral. In c¢) the negative charge has
been displaced upward uniformly by a small distance u, shown
exaggerated in the figure. As in d), this displacement establishes
a surface charge density -neu on the upper surface of the slab and
+neu on the lower surface, where n is the electron concentration.
An electric field E = 4mneu is produced inside the slab. This
‘field tends to restore the electron sea to its equilibrium position
b). X ' '
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of magnitude10

=hy =*h . -
AES W | wp/(1+€) (1-10)
where € is the dielectric constant of the medium boardering'upon the
target surface. TFor a cleanlmetal surface bounded by a vacuum e=1,

and Eq. I-10 reduces tol0’1!

hw
AR = R
V2
As electrons travel through the solid, the Coulomb field associated
with an electron can couple with the electrostatic field fluctuations
of the plasma oscillations. The reflected (or,. if a thin film is used,
transmitted) electron will.show an energy loss‘equal to'integral
multiples of the plasmon energy. Electrons which have experienced

combination surface—bulk.losses have also been observed.

The Characteristic Losses caused by interband transitions are due

to tﬁe excitatién of elecffons in banﬁs and levels below the Fermi
level to;the Fermi level and to higher energy non—éccﬁpied levels.:
The theory of inelastic scattering of electrons in metals has been
treated extensiveiy by'Viatskin.12 He assumes a two-body Coulomb
interaction between non-relativistic primary electrons and lattice
electrons, and therproblém waé solved in the first Born approximation
of perturbation theory using the one-electron weak-coupling approxima-

tion for the lattice .2lectrons. The results indicate that two types

. of transitions occur as the resuit of the electron-electron interactions.
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The first type of transition corresponds to the usual interaction laws
' for freé electrons., These transitions may be both intraband and
interband. The secondvtype depends on momentum cqnservation involving
the reciprocal lattice vector ana causes thé transfer of mean discreet
amopnts of energy (averaged over the initial states of the lattice
electrons):
z..h2<d*)2 o .
Zm*

(1-11)

where

[« N
It

a reciprocal lattice vector

the effective mass of the lattice electron

g
]

and, for a cubic lattice

E =20 a? (ev)
- n
d
where
2 2 2, 2 . : L
n" = n, + n, + n,” = an integer denoting the degree

of the transition

[a¥
]

the lattice constant in Angstroms

=]
I

the mass of the electron (assumed).

These transitions have been shown to always be interband in nature.
In many cases the observed energy loss can be identified with
either a plasmon or an interband transition by using the following

criteria:
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a. The magnitude of the energy loss.

b. The intensity‘dependeéce of the ﬁeak on the incident electron
energy and the angle of incidende{ For example, a surface

~plasmon peak will decrease in intensity'relatiﬁé to a bulk
plasmon pgak as tﬁe incident electron energy (and, therefore,
penetration depth) is increased and as the‘anglé of incidence
approaches the surface normal.

c. The intensity dependence of the péak with respectbto surface
coverage,by a foreign gas. A bulk plasmon or interband transi-
tion peak should be unaffected by adsorbed molecples relative
to a surface plasmoﬁ peak.

d. The energy loss dependence upon a change in phase of the
system. For example, a nofmal interband transition’shaﬁld be

: relative}y unaffected By melting.
e. The angular dependence of the loss peaks.
f. The determination if photon rgdiationvof the correct wavelength
- can be observed froﬁ the decay of plasmons,
From the preceeding discussion, it is obvious that the Chéracteriétic
Loss speétrum contéins some quélitative and quantitative information
about the constituents of a surface la&er in its interband transition
peaks; vIn additioﬁ, inforﬁatidn concerning the chemical binding state
of these elements might be obtained.by'observing the position of the
high-energy edge of the interband transition peaks and/or the peak

ehergy of the plasmon losses. In addition to determinations of which

#
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type of process gives rise to par;icular peaks, most of the work done
in this area has been of the latter type in which,-dué to the exactness
of the plasma theory, the "freeness" of the conduction electrons is
deduced by comparing the ekperimental resulis with those predicted by
theory. However, since most of these Characteristic Loss peaks occur
within an energy band of approximately fifty electron volts and often
overlap to a considerable extent, the field has been largely péssed
by‘for surface séience work in favor of techniques which yield more
readily useful data.

As one might surmise, one of the techfiiques of measuring
€haracteristic Loss spectra is very similar to that described previously
for tEED. The only changes that need be done to the fetarding field
system shown in Fig. I-9 in order to measure the loss peaks in
reflected electrons would be to substitute a current measPring device
for the high voltage placed on the fluorescent screen and to modify
-the voltage source servicing the retarding grids so that their voltage
may be varied independently of the electron beam accelerating voltage.
As thé retarding grid voltage is thus varied, the screen current at
‘ éach voltage may then be measured and the resulting spectrum will show
a "titration curve'" type response each time a peak is encountered.
Differenéiatioh of this spectrum will yield the energy distribution .
peaks that are desired. This général technique is discussed in detail
in the experimentai seétion below since it.is, in essence, that used
to obtéin Auger electron spectra. An alternative methoa would be to

obtain the electron energy distribution directly by using a velocity
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analyzer (such as a 127° sector, hemispherical, or cylindrical mirror
device) for a detector, this being the technique used most often when

“high energy transmission-type experiments are performed on thin films.

3. The Secondéry Electron Cascade Effect

As mentioned previously, the true secdndary elecﬁfon energy
distribution is dominated by a large, broad peak occurring at a low
abéolute energy, &arious subsidiary makima being superimposed on the
high energy side of‘it.. Thié low energy peak was attributed to the
multiple.scattering of excited crystal electrons to sﬁccessively
lower energies resulting in a piling-up of electrons at low energies.

_To date most of the Wofk done in this area of seéondary électron
emission has concentrated on the problem of the production of the
internal secondary électrons by the intefaction of the primary beam
with the bound~sfate_electrons. Since the energy distribution of the
low energy peak is observed to be indépendent.of the primary beam
energy, it appears that the cascade process almost completely deterﬁines
the peak shape and that the method of produétion of the internal
secondaries is rglatively uniﬁportant. In order to solve the internal
caécade problem, it is necesséry to consider the elementary interactions
by which electrons can lose energy within the solid. The ﬂ;jor
proceéses are electron-electron collisions and plasmon creation; _In
order to carry out a more rigorous treatment, fhe effect of the Auger
electron distribution and amplitude, the crystal field, and electron-

phonon interactions should be included. Of course the work function

&
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and the existence of surface states will also affect the observed
~distribution.

As the reader has no doubt perceived, the problem faced here is
one of considergble magnitude and no furthér attempt will be made fo
discuss it here. Rather suffice it to say that attempts of varying
aegrées of sophisticétion have been employed to deal with the question
14,15,16,17

and the interested reader is referred to the literature

for more information on the subject.

4., The Auger Effect

As mentioned above, one class of true secondary electrons is
produced by the interaction of a primary electron with a bound electron
within the crystal. This process obviously creates an excited-state
atom which is ionized in one of its innér levels. The electron
vacancy thus formed is filled by a de-excitation process_in which an
electron from a higher energy state falls into the vacancy, the process
continuing until an électron ffom the conduction band is the one
involvedAin the de—excitatioﬁ. The energy released in each of these
electronic transitions can be dissipated in one of two ways, depending
on the magnitude of the de-excitation energy. One way is through the
creatioﬁ_of a photon of the appropriate wavelength, the process then
being known as X-ray fluorescence. Thé alternative method‘is for the
de-excitation electron to transfer the energy to another electron
through Coulombic interaction. - If this second eledtrop possessés a

binding energy that is less than the de-excitation energy transferred
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to it, it wili be ejected from the atom, léaving behind a néw doubly;
- ionized species. The electron emitted as the result of this process
is called an Auger electron in honor of Pierre Auger who first séw |
their tracks in a Wilson Cloud Chamber in 1925 and‘correctly explained
their origin.18

It is obvious from the-p?eceeding discussion that fhe energy of
aﬁ,Augér electron is primarily a function of the bound—étate energy
levels existing:in'the atom, and tﬁerefore contéihs quélitative analysis
information.about the atom from which it o?iginated.

When atoms are brought together to form a solid, the atomic
énergy levels broaden into effectively continuous bands. In Fig. I;li,
the Auger mechanism of de-excitation is illusprafed upon a schematic -
diagram of the electronic band structure of a typical metallic solid
of ‘atomic number Z. The shaded areas represent the filled portions
.of fhe bands, three of which have been.designated by the generalized
nofation Wo, XP, and_Yq'with the respective mean'energies _EW (Z),.

o}

-EX (Z), and —EY (z) relative to the chosen zero of energy: the

P - q - .
Fermi level. @c is the work function of the crystal. . In drawing the

schematic diagfam it is assumed that a single electron vacancy has
already been produced in the Wo band. If an electron from the Xb band-

fills that vacancy, energy of the magnitude AEX - (z) =

. _ . _ _ ' p’ o
{[—EXP(Z)]—[-EWO(Z)]} = [Ewo(Z)—EXp(Z)] is released. If this energy
is transferred to an electron in the Yq band, this electron must lose

= " o _I_F 2% = I ' L
the energy AEOC’Yq(Z ) = {Oc [ EYq(Z )1} [EYq(Z )y + Oc] in order
to escape from the crystal; i.e. the Yq band electron will be ejected



frbm'the atom provided that [Ew (Z)—-E-lX 1 > [EY z" + Oc]; Thus,
the binding energy (relétive to Zhe vaczum level) gf the electron in
the Yq energy band muét be smaller than the energy transferred to it
during the de-excitation process if Auger electron emission is to
-occur. The emitted electron appears outside the crystal Withvthe
-energy |

(z) = E, () - E @ - E @2 -0, (1-12)
. 0 p. . : :

EW_X Y
o q

P q

relative to the crystal Fermi energy. The term EY (Z') has been

- q .
substituted for Ey (Z) because the latter refers to the energy level

of the singly ioniZed étom and as the Auger electron is ejected we
are simultaneously creating a doubly ionized atom. It.is therefore
obvious that as the Adger process occurs the diagram of Fig. I-11
becomes,vstrictly speaking, invalid since the energy band levels will
.rearrange to their most stable state under the new electrostatic
conditions., It has beén postulated that EY (2') should be the

q +
ionizZation energy of an electron from the Yq band of the Z ion and

S0 EY Z') = EY (z+1). 1If we rewrite Eq. I-12 as
q q

By x y @ = @-F @-F @66, (1-12a)
o P q o p q

where § is some incremental charge, in most cases the observed Auger
energies have been intermediate between those calculated using

9

Eq. (I-12a) with 8=0.50 and G=O.75.1 It perhaps seems more reasonable

to use Slater's rules to determine the effective screening constant
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Fig. I-11. A schematic representation of the Auger electron.
emission process from a metallic solid containing an
initial electron vacancy in the W_ energy band, an X
band electron undergoing de-excit3tion to fill the
vacancy, and a Yq band electron being ejected from the
sample.
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on the Yq electron by the Xp electron and, in this case, Eq. (I-12)

becomes20
Ew x v @ = F:w (Z)-EX (Z)'-{EY (@) + s[E (z+1)-§Y (z)’]}-ec
op q o P q q q

(I-12b)
where
S = Slater's formulae constant for the energy levels

involved.

At any rate, the emitted Auger electron has the kinetic energy

Ew X ¥ (Z) and is associated with what is commonly labelled as a

Wo X.p Yq-Auger process. Because they are energetlcally fea51ble only
in parts of the periodic table, Auger transitions which result in a
final vacancy in the same major shell as the initial vacancy (e.g. a
'LleMz tranéition) are feferred'to as Coster-Kronig transitions.

It is of interest to note here, aﬁd it will become quite important
later on, that the.Auger energy given by Eq. (I-12) is not the electron -
energy measured by the analyzer. As an electron traverses the region
between the crystal and the analyzer it experiences a slight acceleration
or decelerétion, as shown in Fig. I—12,21 due to the difference in
work functions of the analyzer and crystal. Thié différence is known

A C

as the contact potential, GCP’ and its magnitude is OC =0 -0

where OA is the analyzer work function. Equation (I-12) becomes,
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Fig. I-12. Schematic diagram illustrating the modification
of the kinetic energy of an emitted Auger electron by
the sample crystal-analyzer contact potential, ¢CP'
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therefore,

By xy @ = E @B @)-E @")-0,-0,
opq o P q

Ewo (Z)-EXP (Z)--Eyq z"-8, (Ifl3)
In the retarding field device employéd in LEED, OA is the work function
of the grid material. |

The onqu nomenclature that has develoﬁed ié, of course, that
which is commonly associated with the X-ray spectroscopic notation
which is reviewed in Appendix I. As pointed out there, this notation
is based on the j-9§ coupling scheme and is therefore valid only for
atoms of high atomic number. For low atomic number elements it is
the Russell-Saunders coupling scheme which is Valid (Appeqdix ),
and in the atomic number range of approximately 25 to 75 neither
scheme adequately describes the atom and it is necessary to combine
them into an intermediate coupling description.22 .Due to the availa-
bility of fhe atomic energy levels from atomic spectroscopy studies,
the observed Auger transitions are usually associated with a WoXqu
transition regardless of the atomic number of the element involved.
Although this notation is beneficial in that the Auger ejection proéess
can be visualized in terms of the atomic X-ray levels, viewed in the
light Qf the preceeding discussion it is misleading for the intermediate
and low atomic number elements. Moréover, a desqription in the onqu

nomenclatﬁre_does not predict the correct number of transitions.
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B.  Auger Electron Spectroscopy

1. 'Peak Energy Analysis22

If thé simplest‘case is considered, i.e. the KLL transition series,

the onqu nomenclature suggests that there should be six transitions:

KL,L,, KL;L,, KL L,, KL,L,, KLL,, and KL,L,

involving the same two L subshells in a different order, e.g. KL1L2

(since transitions

and KLle,‘must be considered identical as required by energyvconserva—
tion). In reality, the actual number of radiationless transitions
observed from an initial K state to a final two wvacancy L staFe is not
six.but ning. Thevfact that we assign définite values of o,p, énd q
means that‘a good quantum number is ascribed to the total angulér
momentum of.the individual electrons in the various subshells, which

is éppropriate 6n1y in the j=3j coupling scheme. A complete description
of the Apger process can only be given in the total numbef ofbfinal
states which result from having two electron‘vacancies. For the KLL
case, an atom‘in this final state.may have one of the folloWing eleétron

configurations in the L shell:  2s22p”, 2s12p°, or 2s°2p°. The

qualitative spiitting effécts leading to the evolution of the final
Auger states are scheﬁaticaily drawn in Fig, I-133*d as the following
(prégressively restrictive) assumptions éré made:
“a; If the electrons move in a 1/r potential, the sc;eening and
exchange inferactions are negligible, and there is no spin-

orbit interaction, the three electron configurations are com-

pletely degenerate in energy.
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Fig. I-13. TFinal state of Auger transitions in the KLL group under
various assumptions for the electron interaction and the type of
coupling. (Level positions not to scale)

a) No election interaction, central potential of 1/r shape,

b)
)
d)

e)

£)

g)

completely degenerated energiles.

Screening and Coulomb interaction between electrons generates
levels of different orbital angular momentum.

Exchange interaction causes a splitting in singlet and triplet
terms. Those excluded by the Pauli princ1p1e are 1ndicate by
broken lines.

Spin-orbit interaction decomposes terms into 1ndividua1s levels

. of definite angular momentum.

Allowed final states (conservation of angular momentum and
parity), pure LS-coupling. '

Allowed final states, intermediate coupling, no configuration
interaction. Quotation marks indicate that the states are mixed.
Allowed final states, pure jj-coupling. '
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b. If screening-and Coulombic interaction among the electrons
iS»allowed, the degeneracy is annihilated and the resulting
levels possess different éngulaf momenta. |

c. Exchange'interaction causes a splitting into triplet and.
singlet states, with some of them being‘forbidaen by the
Papli Principle (indicated by_broken.lines in the figure).

d. The introduction éf spin-orbit coupling causes éplitting of
the triplet terms as states of definite total angular momenta
afe produced. o ‘

In order to determine which energy levels are allowed as final stafes
-forvan Auger t:ansition, it is necessary to include consideration of
the laws of conservation of angular momentum and parity. For example,

a transition from the initial 2S state of the system (i.e. from the

1/2
1sl,conf1guration) to any of the 3P states 6f the 2322p4 configuration
violates the law éf conservation of parity and is therefore disallowed.

Assuming pure L-S coupling, this reduces thé number of final states
to seven (Fig. I-13e). For Very low atomic number elements the spin-
orbit interdction is negligiblé and tﬁe number of allowed states is
five.' If, howevér,van intermediate coupling situation is assumed, this
allows.tﬁe‘final state eigénfﬁnction ¢_of the syétem to be ﬁritten
down as 1inear combinations of the Russell-Saunders eigenfunctions wo
which possess the same total angular momentum. The 3PO and 3P2 states
of t:he‘2322p4 configuration will then be allowéd since their eigen-
functions will have contributions from the allowed 180 and 1D2 statés

respectively and parity can therefore be conserved in transitions to




these mixed states. (If configuration interaction is allowed, the 3P1

term of the 2s22p4 configuration will recéive contributions from the

3Pi and 1Pl eigenfunctions of the 2312p5 cénfiguration and a fen line
KLL spectrﬁm shouid be obéer@ed. Since onlyhhiﬁé;iines'hévé been thus
’far experimentaliy measured, this éffect is ignored here.j The spin-
orbit interaction dominates for the Heévy elements, these.two electronic
motions coupling together to form a tofal angular momentﬁﬁ ? for each
electron which now will exist in a definite I,; state as outlined in
Appendix I. A'twoéelectrdﬁvstate ié'déséfibed by the E,? values of

both electrons, the j-j coupling schemé therefore predicting six final
states for the KLL Auger';ranSitioq series: LlLl; LiL,, LiLg, L,L,s

_ L2L3, and L3L3. These S£a§es are shown in Fig. I—iBg along with the
manner in Which tﬁéy'apprd;ch the L-S8 coupling states. |

A more graphic.presentation of . this relationsﬁip‘is shown in
_Fig; i—l4 where the.reiaﬁive’enéfgies of the experimentally observed
KLL transitions (nprmalizeq fo thé KI.lLl—KLlL3 energy interval) are.
plotted.as a function of‘apomic number.21 It_is qbyious that thé j-j
coupling nofatioﬁ is becomiﬁgiinadequate around an atomic number of
‘eighty, although its‘use.inzthe intermediate coupling region may be
justified in the cases where the finer dgtails of the Auger spectrum
can not be observed due to insufficient resolution of the analyzer or
low intensity of some of the transitions. In the final analysis,
however, the transitions can only be uniquely specified by using a

notation in which the j-j and L-S coupling limits to which each

transition tends are specified. The KLL transitions would then be
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Fig I-14.- RElative line positions in the KLL Auger
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labelled .as follows: KLlLl( SO), KLle( Pl), KLle( Po), KL1L3( Pl),

3 1., 3 3
KLjL, CP,), KL,L,(S0), RLL,('D,), KL L Py)» and KL L ().

It must be emphasized, however, that at the present state of

.developmeht of Auger spectroscopy the assignment of a WbXqu process

to an observed transition is tentative since it:iskprimarily based
on the agreement obtained when compared with calcﬁlated Auger transition
energies. The preferred a;d unambiguoﬁs treatment (as aliﬁded.to
above) of calculating the energy differences between the péssible
doubly—ionizéd and singly—ionized states by quantuﬁ meghanical means
and éomparing these values with the experimentally observed energy
is difficult, if not generally impossible, at this time. As the result,
researchérs in the field have relied on the approximations presented
above (Eqs. I-12,a,b). The assignment.of an expérimentally obtained
peak to a paftiéular Auger transitidn'can nevertheless be oftentimes
subStantiated by applying addifional experimental tests. These are:
| a. Varying the ingident electron energy, E#, across the threshbld
forvionization of the Wo subsheil, Ew (Z). The appearance of
Auger transitions that appear at Ep >?Ew (z) strongly suggests
thaf the Wo subshell participates in theOAuger transition.
The measured Auger electron energy also assists inbidentifying

W since it is. necessary thaF EwOXqu(Z) < EWO(Z).
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b. The Augér peak shape and intensity for a giﬁen transition may
_Se expected to remain fairly constant for neighboring elements
in a given row of the'periodic table. Theréfore, transitions.
should be assigned to_reflect the smooth variation of energy
in the atomiq energy levels.

c. The peak shape aﬁd intensity couid be expected to significantly
change with changes in the_chémical statevif one or ﬁore
valence band electrons are involved in the transition. ‘Thereforev
marked changes invan Auger peak upon, for example, chemisorption
of a.gaé suggests valgnce electron participation in the
transition giving rise to that ﬁéak.

2, Intensity Analysis

The accurate»cglculation of thebpeak intensity to be expected
from an Auger tranéitiqn’turns out tq'be at least as difficult as
-detefmiﬂing ﬁhat its enefgy should be. . Concisely stated, the probigm
reduces to the duestioﬁ Qf detérmining.the probabilitybof producing al
pagticulaf suBshell vacaﬁcy through the influence of the incident
beam, what the probébility of filling that vécancy by the Auger process
éf interest is, and what is'the probability of that Auger electron
escapingvfrom'the soiid and being detected. These préblems ﬁill be -
discuséed separatelyvin the following sections ?nd then mefged to

provide an estimate of the ﬁagnitude of the Auger yield to be expected.

a. Ionization probability

As one may easily imagine, the distribution of primary vacancies

is a function of the nature of the atomic excitation procéss, the
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ideal method being one which produces vacancies in a single atomic
subshell.l The techniques that have been‘employed to produce inner
shell vacancies include orbital eleétron capture by the nucleus and the
internal conversion of electrons in radioactive atoms, photoionization
by an X-ray or low energy gamma-ray beam, and excitation by charged
particle (electron or proton) impact;

Since eiectroﬁ impact excitation was used in this investigation,
this discussion will be limited to that method of ionization. In the
‘range of intermediate beam energies (1-10 keV) such as used here,
little work has been done on the determination of the energy dependénce
of the ionization cross-section for a given atomic energy level. Most
of the_theoretical work has used variations of the Bethe expression2

4

_ 27e ‘
QW =5 Ew b Zn(4Ep/B)
o P :
o
where
Qw = the cross-section for ionization of the WO subshell
o
e = the electronic charge
E = the primary electron beam energy

p
Ew = the binding energy of the Wo subshell
o .
b,B

= empirical constants

which is valid for higher energy collisions. However, the most

accurate values for these cross-sections seem to be based on the
. . . 1225 .

classical calculations done by Gryzinski™~ for inelastic atomic

collisions, These computations were based on the relations for binary



-48~

collisions (i.e. the independént pair interactions of the individual
elements of the ﬁblliding systems) aé well as for the Coulomﬁ collisions
derived in the laboratory system of coordinatés; For the pfocess of
single ionization by electron impact, Gryéinski's equation for the

ionization cross-section assumes the simple form

o] o
Q, = 0 & <U). . (1-14)

o (EW )2 - o
o .

- 3/2 .
_1{u-1 2 1/2
gwo(U) = <U+l> 1+35 Q- ) zn[z 7+ (U-1)° ]}
where

o, = me*z % = 6.5x107 2.2 (evZend)
Y P , P ' |

Zp = the'charge of the bombarding particle in units of

the elementary charge
U =

EP/Ewo

A graph of the ionization function gw (U) plotted agalﬁst U is shown
in Fig. I-15. From this graph it is obv1ou$ that the energy of the
primary.beam should be adjusted to a value between three and five times
thap-of the Bindihg energy of the Wo'subshell if oﬁe wishes to maximize
the ionization rate of that subshell. Using this theoretical approach,
if it is desired to calculate the total ionization cross-section Q for
an atom it is merely necessary to sum o&er the contributions from each

of'the»subshells:

Q= F oy % @)
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Fig. I-15. The variation with U of the ionization function By (U) for the Wo
subshell when ionization is caused by electron impact. o
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where n. is the number of electrons in the Wb subshgll.

SinZe there exist scattered electrons with energies between
Ewo.and Ep travelling.fhrough the cryétal, an additiopal contribution
to thé total W0 subshell ipnizatiqn will ensue from this source., Of
course it will be desirable to estimate the number of Wo vacanéies
préduced.by this électrdn distribution and include it in our intensity
calculations. To this end, the average value of the Grfzinski
ionization function for theée‘electrons was calculated‘using-thé formula

) fwy @ w

; (U) =
gwo o U-1

and'gw (U) is plotted vs U in Fig. I-16.
(o}

b. Transition probability26

 The rate of a particular Auger proceQS»is determined by the enefgy
transfer probability Between electrons in the various energy levels.
As mentioﬁed previously, the interaction between the electrons that
participate in thé Auger procésg is;essentially electrostatic in nature
and theoretical Auger transition probability calculations therefore

. ' ' ' o ‘ 4 2
require the evaluation of transition matrix elements of the form 7

D = J]bf*(rl) Ve (ry) T;§:;;T wi(rl) by (r,) érl dr, - (I-16)

where wi(rl) and wf(rl) are the initial and final state wave functions

respectively of one electron, wi(rz) and wf(rz) are the equivalent

S
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Fig. I-16. The variation with U of the averaged ionization
subshell when ionization is caused by electron impact.
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1 2

v *
spacial co-ordinates of the two electrons. wf (rz) is, of course, a

wave functions of the second electron, and r, and r, are the respective

continuum wave function whereas the others are bound-state wave

functions. The exchange matrix élements are therefore

. v | 9 | ) | ,
E= ffd’f*‘(rz) I.Uf(rl) v"—@———— wi(rl) lbi(rz) drl -dr2 (I-17)

—

’

and the transition probability per unit time may be shown to be

we, = ) ~2 |D—E|2 . | , - (I-18)

The total transition rate is the properly weighted sum of the probabilities

for the individual transitions.

. It might be pointed out here that the angular momenta couéling
" schemes previdusly in&okea effectively déscribe the‘Auger transition
'prdéessA(even though‘magnetic interactioﬁs do not constitute the
driving'force) becauée the relative electronic positions of Eqs. I—16
and I-17 which determine the interacfion are Quaﬁtized according to
the magnétic-fields produced by the electronic épin and orbital aﬁgular
momenta. | -

The varioﬁs‘models thaf have been used to carfy out the gfore—

‘mentioned calculations have run the gémut from non-relativistic
unscreened hydrogenic boﬁnd—state/unscfeehed Coulomb continuum wave
functions fb relativistic Hartree-Fock-Slater numerical methods

inéorporating intermediate coupling and configuration interaction.
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A discuésibh of thé work carried out:in'this-field is beyond the .-scope of
this thesis,.andﬂthe iﬁtefested readefiis.iﬁvitéd’to peruse the excél1ent
review by Bambynek et al. for information concerning the existing state—
of the art in theoretical techniques.

The development of a.precise theory has been hampered in no small
way by the complexity of the problem and the consequent paucity of
reliabie experimental information. The experimental problem essentially
reduces to a defermination of the atomic vacancy distributions produced

by a given inner shell ionization. The radiative emission (X-ray

fluorescence) process merely moves the existing vacancy to a different

energy 1e§e1; however non—radiafive processes compliéate the situatién
by cauéiﬁg‘a multipiication’of.vacancieé: the Auger pfocess leé&es
the atom in a doubiy—ioniZed state.

The prbbability that a vacancy-in an atomic subshell is filled
through a radiative transifion is Aefined as the fluorescence yield
of that subshell. An atom possessing an electron vacancy is in an
excited.state and that state has a definité lifetime T(Wé)‘ By means
of the Heisenberg Uncertainty Prinéiple; a total energy width P(Wo)

may be associated with that state where

@) @) =h g

The decay probability per unit time of the state is therefore

. o Tw)
1 ‘ o)
= . (1I-20)
T’(wo) h
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If'the radiative decay probability is'dépoted ﬁy TR(WO)/h’ the radiation-
less (Aﬁger) decay probability by FA(WO)/h, and the Coster-Kronig

decay probability by.PCK(Wo)/h’ it follows that the total width of

the statevis v

Tw) =T (W) + T, (W) + TCK(WO) (I-21)

Directly from the preceeding definition, the fluorescence yield of -

the state is

o T (W) gy
W, = R 0o” _ TR(Wb)

o P(Wo) TR Y+ rA(wo) ¥T (1-22)

CK(wo)
and, for a sample containing a large number of atoms, is equal‘to the

number of photons emitted when vacancies in the subshell are filled

divided by the total number of primary. vacancies in the.éubshell. That

is
w, =T, e 3
o o o o :
where
IW. = the tétal nqmber of characteristic Wé X~-ray photons
° ,-emitted’ffom.thé éample
vw = the number of primary W subshell vacancies

For shells above the K level the definition becomes. increasingly
more complicated due to the existence of more than one subshell and
due to the possibility of Coster—Kronig transitions, which enable a

primary.vacancy created in one subshell to shift to a higher subshell
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before the vacancy is filled by another transition. The mean yield
for the W shell can be defined as

Wy = % Voo Wy (1-24)
: o o o o :

W
o

where V.. is the relative number of primary vacancies in the subshell
o of shell W:

v, =1 | (1-25)

and the summations in Eqs. (I-24 and I-25) extend over all the subshells
of W. 1In order to determine W for each of the kw subshells of W,
it is necessary to éerform kw eiperiments; each giving rise to a
different known ratio of primary vacaﬁcies among the subshells, and
solve the résﬁlting set qf simulganeous equations.

. For the definition 6f aw givenvin Eq. (I-24) to be applicable,
it is necessary that the primary vacancy distribution remain unaltered
until the vécancies are filled by transitions involving higher shells;
i.e. Coster-Kronig transitions must be absent. In order to compensate
for the occurrance of these fransitions,_Eq.‘(If24) may be rewritten °

as

, ﬁw =3 Cy Wy | (I-26)

where the coefficients CW denote.the relative number of vacancies in
' o

the Wo subshells including vacancies shifted to each subshell by Coster-

Kronig transitions. In this case, the relation
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is obeyed because some of the vacancies created in subshells below
Wo must be counted more than once as Coster-Kronig transitions shift
them into WO. The Coster-Kronig probability for shifting a vacancy -

. from a subshéll Wo to a higher subshell Wp is denoted by fw , and

. , op
the coefficients CW may be written in terms of the relative numbers
(o]
of primary vacancies, VW ,» as follows:
) . (o]
C. =1V
W Wy
C, =V, +¢£ v,
Yy Wy 12 M
C, =V, +f. V. + (f + £ £ )V
Wy Wy Wog Wy o Wiy Wpp Wagt W
C. =V. +f. ¥ + (f £ . )V + .
e M Weet ke Mer Yke2,k-1 Yie1,k0 V2
+ (f +f_ £ +f  f_ f + .. 0V
e i Mo Mip Va3 Wy W

) Froﬁ the preceeding equétions, it is quite evident that.tﬁe deduction
offthe individuél subshell fluorescence yields from experimental
measuréments can be quite complicated, requiring a knowledge of the
appropriate Coster-Kronig transition probabilities in addition to
performing a sufficient number of measurements of , Wifh different

W

vacancy distributions.




In a manner similar to that above, the Auger yield ay is defined
. : o
as the probability that a vacancy in the Wo subshell is filled through

a non-radiative transition by an electron from a higher shell. This

definition specificaliy ekcludes Coster-Kronig transitions since the
de-excitation electron originates in the subshell Wﬁ which is in the
samevmajor shell as Wo. From these definitions, it is obvious that
the following relationships must hold between tﬁe fluorescence yield,
the Augervyield,.and thevCoster—Kronig yield of a given subshell:

W
o 0 P

W, + ay +'2 £ o0=1. (I-27)
W Sw Wo : _ :
p o

By analogy with Eq. I-26, the mean Auger yield Ew'is defined as

EW = % Cw aw' . (1-28)
o o o

the CW' being the same altered vacancy numbers discussed previously.
o .

‘It follows, therefore, that the sum of the mean fluorescence yield
and the mean Auger yield of a shell for the same initial vacancy distri-

bution is equal to unity:

W +'Ew.= 1. (I~29)

The‘variatioﬁ with atoﬁic number of the K shell fluorescence
byield.is shown in Fig. I-17. Several attempts have been made to fit‘
this curve to semiempirical formulae, the basis for the early attempts
being the theoretically.deduced result of Wentzel28 which showed that

the radiative transition probébility (being o6f the electric dipole
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type) is proportional to the fourth power of the atomic number and the

radiationless transition probability is constant:

T_(K) I (K)
R = aZ4 and A = b .
h o h '
Therefore
az® -1
We = 7 = (1+0zZ2 ) : (I-30)
aZ +b :
where
= 0¢10%

o = b/a

This relationship is only a first approximation since Wentzel used
unscreening hydrogenic wave functions in deriving his result. Of the
modifications made to this formula, that proposed by Bishop29 to

allow for screening and relativistic effects
[/ -0 )1 = & + Bz + 2 (1-31)

where

A, B, C = constants

is.better than most and many authors have fitted their data to this
equation. For example, Hégedoorm and Waéstra30 have determined that
the coﬁstants A= 6.4X10_2, B =‘3.40X10_2, and C = 1.03><10"6 predict
We with an accuracy of.0.00S, independent of Z. Recently it haé become
possiBle to éalculate K shell fluorescence yields from first principles

with an accuracy consistantly better than 0.01, except for high Z

elements since relativistic effects have not been generally included
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in the calculations. This has been madg possible by
| a. Adfandes in developing more realistic wave functions, both
by improved screening of hydrogenic functions énd.the develop- .u
ment of.better SCF numerical functipns. \
. b. The availdbility of more acCﬁrate binding energies, radiation-
leSS'transifion probabilities beiné quite sensitive to the
continuum electron energy.
c. The ability‘to include ‘all of the transitions-contributing'
to the Auger width through the use of high speed cbmputers,.

d. The comprehensive and more accurate calculation of fédiative

transition probabilities.

In order to illustrate the relative lack of work which has been
performed on the higher energy 1eve1$; presented in Fig. I-18 are the
presently available exﬁerimental data for the average L- and M-shell
’fluorescence yiélds'resbectiveiy. Data is even more lacking for the
individual éubshéll yields. |

In conclusion, it may éasily be seen that for the cases coﬁsideréd

here (i.e. vaX - < 1000 eV) the pfbbability of fluorescence is
. o%pY . )

P.4q ' ;
- negligible and it may be assumed that a vacancy is filled by a radiation- :
 less transition with unit probability. Unfortunately, however, it is
not yet possible to predict the probability distribution among the

|

2

possible transitions and the question of peak intensities is still an o
' {

|

open question.
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¢. The deteéted volume

It is necessgry to have an understénding of the concept of the
detected volume in order to correctly interpret AES data. The detected
volume is simply defined.as tﬁe total crystallvélume that is analyzed
under the particular experimental conditions used. Although thisl
definition appears straightforward enough, it is difficult to apply
in pracfice since two of.the major factors which contribute to the
signal strength are mot well known.

The pfobabilit& of éscape of avparticular'electron from a solid
is primarily deterﬁined by the distance of the eiectron below the‘
surface of the solid and by the mean free path of the electron in the
material. The mean free path, or escape depth, is in turn dependent
upon the energy of the electron. Until recently, few studieslof the
energy dependence of the escape depth have been carried out. Indeed,
most of the work that has been done in this area has used Auger
eiectrons, an overlayer of some material being epitéﬁity deposited ﬁpon
a substrate ana the rate 6f increase and decrease respectively of the
signal from each speciés is monitored as the o&erlayer thickness is
increased.

If the deposited ﬁaterial condenses upon the surface in a monolayer
by moﬁolayer fashion, then(an estimate of the escape depth may be
secured. Assuming that the rate of peak intensity growth 6£ decreasé
varies in an exponential manner, the overlayer and substrate intensities

may be respectively written as:31



F e
e
oo
-
e
.{i‘r i
.
Lh
.
e
\“

—~
]

1° [l-exp(-2/A)1 @)

and

o}
i

10 ew(2A)  (@33)

where
‘ I = the intensity.of the overlayey peak for an
infinitely large film thickness
IS = the intensity of the pufé‘substrate peak
X', A = the mean free path of the overlayer and substrate
peak electrons respectively.

z = the depth of the overlayer

In order to measure the mean free path for the energy of the substrate
Auger electrons, it is necessary to note the overlayer thickness when

I

,=1°e-= I_°/2.718 since A = z at this point. Similarly for

the overiayer, A =zwhenI =1 o(l-e_l) =0.6321°
o o ) = o

. If the-oveflayer
material'congfegates into "islands" upoﬁ the surface instead of being
evenly deposited (i.e. when the surface free energy of the substrate

is lower than that of the deposited material), it ‘is obvious that this
simple model will breakdmhn Indeed, this island formation may be
identified using the experimental data since the sum of the normalized
substrate and overlayer intensities should remain essentially constant.

This situation exists for gold‘depositéd upon silver, the results of

Palmberg and Rhodin32 being shown in Fig. I-19. It should be possible
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to determine the mean free paths from such data if the amount of surface
coverage by the islands is independently measured.
The energy dependence of the mean free paths of electrons through

~ a variety of materials is shown in Fig. I—20.31745

The increase at
higher énergieé.isvdue to the reduced scattering cross-section for
electrons under these conditions. The increase for 1ow\energy‘e1ectrons,
howéver, is éttributable to the reduced number of bound-state crgstal
electrons which.are availabie for interaction with free electrons in
this energy range.

Since we are working with overlayers of a féw monolayers and'iess
in thickness, the main uncertainty in the measurements lies in the
determination of the depth of the deposited material. Perhaps fhe
best technique developed for this purpose is the simultaneous deposition
of the overlayer upon a quartz crystal oscillator,Bl‘the frequency of
‘the oscillétor being a function.of the mass of the deposited material.
The main other méthods that have been employed in determining the

34 ellipsometry,.46 radioactive

48

" amount of deposited material are LEED,
tracer techniques,47 and work function measurements.

It might be noted here that the detected volume is essentially
independent of tﬁe iﬁcident.beam energy (Eq. 1—12), depending>only .

upon the attenuation suffered as it penetrates into the crystal. For

~

the general optimal situation suggested by Fig. I-15, i.e, Ep ~ 4Ew s
: 0

the primary beam intensity may be seen to be reduced by a factor

~ e-l/2 ~ 0.6-by‘the time that it reaches the maximum escape depth

A



MEAN FREE PATH (A)

- l_l

I N B O O T T T TTT] T T T T |
]OOE- —
50
10— —
n .
|- ]
51— -
AR N N U U N O I AN NN S NN S SN0 H

2 5 10 : ‘ 50 100 500 1000 2000
- ELECTRON ENERGY (eV)

XBL 733-5917

Fig. I-20. The variation of the electron mean free path as a function of the electron
" energy in various solid materials.

_99_



e

" of the Auger electron. If désired, the Auger peak intensity can be

increased by directing the ionizing beam upon the target at a grazing
angle of incidence with respect to the surface plane. This increase

varies approximately as'cos-1 Op (where @P is the angle of the incident

- beam with respect to the 'surface normal) and results from the fact that

a glancing incidence angle éives a laréer effective number of bombarded
atoms per unit area. Although the problem of maximizing the intensity
through the choice of an optimum angle of incidence is somewhat involved,
this angle generally lies between 10° and 30°.from'the surface tangent
and dgpends mainly upon the degree of surface roughness.

‘ The other factor contributing to the Auger intensity is the
distribution of all fhe'atomic species brgSent within the detected
volume. It is obvious that those atoms laying closer to the surface
will ‘contribute more electrons to their respective Augér peaks than
tﬁose further intq the bulk. Harrisso has demonStrated that surface
atoms may sometimes be distiﬁguished frém bulk atomé by the angular.dis—
tribution of the eleétrons emitted from each. An indication of this
distribution with depth may aiso be obtained by spﬁttering away the
surface in monolayer by monolayer fashion using the technique of
nbble gas ion bombardment and monitoring the chaﬁges in Aﬁger peak
intensity as the process progfesSes into thevbulk.'

In order to carry out a quantitative analysis on a material |
both the mean freé path and initial depth.distribution of the Auger

electrons must be precisely known. Since both quantities are inexactly
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knowﬁ, one solution to the problem is to specify surface concentrations
using a two-dimensional nomenciature, i.é. n atoms pervcm2 with n
proportional to the peak intenéity, énd then to evaluate the significance
of n in terms of what is indiéated_to be the approximate detected

volume and depth distribution. vano'sputter profiling is performed,
then the analysis mus£ be carried out in terms of what might reasonably
expected to be the depth distribution. This entire technique has the
advéntage that n can always be obtained from the data and has direct
significance for up.to a monolayer of adsorbate. The disadvantage is
that n can be dangerously misleading if the details éf the detected

volume are ignored.51

d. Calculation of the total Auger yield

The factors diécussed.in the precéeding three sections will be
combined here to produce an order of magnitude estimate of the Auger
electron yield to be expected in the course of a typical experiment.
As alluded to earlier, the initial inner shéll ionization proceés
realizes two contributions: ohe from the primary elecfron beam and the
other from the‘electrén current which resulfs from back-scattering
and secondary electron emission from the target atoms. Thé éalculation
will also require factors which reflect 1) the probability of an
Auger process resulting from an‘inﬁer shell ionizatioﬁ event, and
2) the probability of detection of these‘electrons.

The Auger electron current from a Wo subshell vacancy is then

given by’6>54555
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where
m = the number of atomic monolayers.laying within the
Auger electron escape depth.

N0 = the number of atoms per cm2 in a monolayer

vQW‘(U) = the cross-section for ionization of the Wo subshell
o

by primary electrons of energy Ep = UEw (U being a

: : o .

real number greater than unity).

.Op = the anglg of incidence of the primary electron beam
with respect to the surface normal
r = the inelastic béck-scattering coefficient
Qw (U) = the average cross-section for WO su?shell ioniéapion
° by electrons in the energy raﬁge EW to UEW .
Ip.= the primary beam current °
w, = the total.fludrescénce yield fof the W_ subshell
To = the transﬁiséion factor for the analyzer used

The simple model which gives rise to fhe preceeding équation makes

the following assumptions: 1) the primary beam suffers no attenuation
as it traverses the escape depth of the Auger electrons, 2) all of

the Auger electrons generated within the escépe erth which are
travelling in the direction of the analyéer escape from the target,

3) the distribution of the secondary electrons within the target is



isotropic, 4) the éecondary electron current is constaﬁt over the'energy
range 0 to Ep_(and therefore only that.fraction between Ewo and Ep
are available to iqnize the Wo subshell), 5) the inglastic back-
scattering coefficient is independent of the incident beam angle, and
6) there is no cdntriBution to the detected current from secondary
émissionvwithin the analyzer.

We will consider the simple case of monolayer adsorption, i.e.
m=1, of oxygen gas upon a surféce. It will be assumed that the primary
beam is normally incident upon.the surface (cos 90° = 1) and its energy
has been optimized to obtain‘the greatest amount of primary beam
ionization of the Wo subéhell by setting EP x4 Ewé. Since the
probability (l—ww ) that an Auger process occurs After an energy level
up to 600 ev belog the Fermi level is ionized_is 99-100%, this
probability has been taken as unity in the calculation. The inelastic
back-scattering coefficient is typically.about 0.3 and the tranémisSion
of the four grid RFEA is 0.2.53 Introducing these quantities into the
preceeding equation, we obtaiﬁ IK =:(2.1X10-5) IP. That ié,’the'
-probability of observing an Auger transition in this case ié'about
2X10—5; alternatively stated, for an initial current of 10 microamperes,

the Auger electron current will be about 2X10—10 amps.

3. Chemical Effects

Auger Electron Spectroscopy has the capability of providing two
kinds Qf information concerning the chemical bonding state of atoms,

the type obtained from a particular peak depending on whether the

B



"transition that produced it involves the valence band or not. The

first type of information is contained in the "chemical shift" in the
energy of- the peak, and this reflecfs the changes occurriﬁg-in the |
binding energy of the inmer shell electrons induced by the charge
ﬁransfer occurring in the valence shell. The second typé of information
is contained in the '"wvalence spectré" peaks which directiy reflect
the charge transfer taking place aé the atom changes its chemical -
state. The distinction between chemical shifts and valence spectra
is made because the valence spectra changes are not shifts in energy

of the Auger peak with little change in peak shape, but rather are

drastic changes in the electron energy distribution within the peak

incurred upon the formation of a new chemical bond.

a. ChemiCal‘éhifts

Al

A simple model, attributable to Siegbahh et al.,21 may be invoked
to demonétrate that the change in valence shell charge distribution
which occurs when an atom changeé-its valence state is relayed to all

of thé inner shell electrons and modifies the binding energy of each.

" First of all, it may be argued that the atomic valence electron

orbitals essentially define a spherical "valence shell"” of electric

charge and the inner shell electrons reéide within this charged shell.

If electrons are added to or removed from this valence shell, using

purely classical considerations the electric potential inside the
shell is changed. Adopting the convention of defining zero potential

energy of a system when the particles that comprise the system are

.separated by an infinite distance, the Coulombic potential energy
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existing in a system of two chargeé of magnitude 44 and 4y which are

separated by a distance T is given By _ ' p
: 4,49
1 172
E = (I-35)
4ﬂ€o Tyo
9.9 :
.12 atomic units (a.u.)
12

where €o is the permittivity constant. For the case where one of the
pafticles is an electron, Eq. (I-35) becomes

- =q
E = ——Jé a.u.
12

Consider now an atom which is isolated in space. The potential

energy of an electron in this atom will Be denoted by E If the

B
atomic potential acting upon the outermost electron of the atom is

considered to be that corresponding to an effective nuclear charge

of one (i.e. Z = 7 protons - (Z-1) electrons), if a charge of

eff
magnitude q, is removed from the valence shell of radius r to infinity
the potential energy of the .inner shell electron will become

[Cap@ ()]
Fpr T Byt [ - r jl

“
3
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The change in binding energy o6f this inner electron is theréfore

ABpy = Epp - By

(I-36)

= qe/r

Since r is typically on the order of 1 Xngstrom (2 a.u.), it follows
that for the "free ion" ﬁodel described above AEFI ~ 14 eV 1if omne
electron is completely removed from the atom.

. If it is now taken into accouﬁt that an electron is not removed
to infinity when an ionic bond is formed but rather transferred from
the valence shell of atom A to the valence shell of gtom B, the inner.

shell electron energy becomes

(-qe)(l) (—qe)(l)
AB B | . - T

r

I

k=
oS

+

Nal

] .
 —
M

1
o=
=

where R is the intérnuclear distance of the AB molecule. The energy
shift is therefore

AE,p = Eup ~ By

= 1i_1
qe r R

+ -
and has the opposite sign for the A © and B ¢ atoms. When these

(I-37)

ions are arranged in a lattice to form a crystal, one must consider
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the Coulombic interaction of a core electron in one ion with all of the
ions in the lattice. This is essentially the same problem that one
faces in calculating the lattice energy of ionic crystals and Ed. (I-37)

is modified by the Madelung constant O to become

= 4 |L.9f. I
AE = q, [r R] . , | (1 38)
Since & has been calculated to be approximgtely 1,7 for diatomic

crystals when based on unit charges and referred to the nearest-

neighbor distance (R ¥ 5 a.u.), it follows that

: - 1 1.7
AE 1 [2 —3—] a.u.
® 4 eV

It should be'noted that electronic relaxation has been neglected
in Eq; (1-38). Thié,term should be independent of q,- Also, itrhas
been assumed that there ié no valehce electron penetratioh into the‘
atomic core region. ‘For this situaﬁion a éonstant éhemical shift should
be experienced by all of the inner shell electrons. If signifiqant
Peﬁetration occurs then differeht chemical shifts will be experienced
by the electrons in different energy levels, |

'Theoretically,-chemical shifts in Auger spectra are rot trivial

to analyze since they.will be determined by the following équations

i
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where Aw (z), AX (2), and AY (Z') are the chemical shifts in the
finding egergies of the Wo’ X:, and Yq energy lévels respectively.
Since all three A's must be known while AEW %Y (Z) is the only
expérimentally determined'quantity, the analgsisqmight eertainly.prove
to be difficult. However, daﬁa obtained from X-ray Photoelectron
Spectroscopy21 indicates that the A's are essentially equal in
magnitude for all of the inner shells. Theréfore, the chemical shifts
of inner shell Auger transition electréns would be expected to be of
the same magnitﬁde as the shifts in binding energy of the individual

inner shells for the same chemical system.

b. Valenceispectra

Due to the large width ofrthe valence shell relative to the innmer
shélls, it is.obvioué that the peaks resulting frovauger transitions
of the types WoXpV and WOVV (where V denotes-the yalence band) will
depend heavily upon the characteristics of the valence band. In fact,
for the former case the observed spectrum should mimic the variations
iﬂ structure of the valence Band. For the second case the situation

is more complicated;' Referring to Fig. I-21,2 it is obvious that the
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Fig. I-21. The energy level diagram for a double valence
band Auger transition.




band variable b is related to the Auger energy Ew v by the conservation
. oV

relation

Ewovv = Ewo - 2b ~ Oc | (I—QO)
Here it is necessary to note that:

a) Since EW and OC are assumed to be constant there is a unique
correspozdence existing between Ew and b. It follows that a
representation of the transitioﬁ iz either one of thesekterms
is equivalent.

b) Equation (I-40) is independent of §, which is defined as one-
half of the initial state separation. Therefore, in‘order to
determine the total contribution from the valence band to the

Auger spectrum it is necessary to integrate over O,

In terms of b, the Auger distribution is
£() = [feb+d) gb-6) do (1-41)

where the intégration is over all 8 such that the initial and final
states are within the allowed band and g(b) is the transition density,
" which is essentially a product of the transition matrix elements and
the density of occupied states; It might be noted that the internal
Auger distribution f(b) is related to the experimentally observed
distribution by an escape probability function whitch can be assumed

constant for energies above 50 eV.
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The transition density g(b) can be obtained by inverting Eq..(I-41).
Because of the dependence of the integration limits on b, the resulting

problem is most easily handled by dividing f(b) into two parts:

| b | = : .
'gFl(b) = f g(b+8) g(b-8) d8 for 0 <b < (EV/Z) _ v
o . ) ;
£(b) | C . (1-42)
) e _
Fz(b)’ = '[ g (b+8) g(b-8) §16 for (EV/Z) <b < Ev

Either of the above eqﬁations may be inverted to find the transition den-
sity. If Fl(b) is considered, a change of variables may be made toy= b+6
and another may be made to x = b-§. If.the two results are added together,
" the reéulting equation may be developed into a form cpmpatible with the
Convolution Theorem of Lapiace Transfé?ms. Applying this theorem, one ob-

tains the expression

g(y)

Lt NL[ZFI(y/z)]s | | ]

2 L_lngFZ;;§ (I-43) |

where F(s) is the Laplace tfansform of the Auger distribution Fl(y). .

An alternative appfoéch is outlined in Ref.:57. |
Another type.of chemical information obtainable from valenqe

spectra is due to "molecular orBital energy spectra." This name

derives itself from the fact that the energy levels in valence spectra

can beAcompared with the corresponding levels in compoﬁnds where the

molecular orbitals are known. Although there is no way at present of

~



associating an energy level with a.particular molecular orbital, it
may be possible to guess at the‘molecular orbitalbinvolved in a given
chemical reaction by observing the changes in the valence spectra or
by comparison with épectra from known compounds. Once the molecular
orbital is'identified, the symmetry of its component wave functions
is known and this information may be used to infer the point group
symmetry of an atom in aAcrystal thereby.ﬁniquely 1o§ating the atom

within the.unit,cell.51
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IT. EXPERIMENTAL

A. Apparatus

Figure II-1 is a photograph of the vacuum apparatus and its
supporting electrbhic equipment whiéh were‘used.in these experiments,
A schemapic diagram of the wvacuum aﬁparatus is shown in Fig. TII-2.
Alfhough composed mainly of commercially available compoﬁents, this
apparétus was designed and built at the Lawrence Berkeley Labpratory
especially for'the_experiments described‘in this thesis. Exﬁept for
fhe viewing pérts, the system 1s completely construdféd‘of stainless
steel with cofper éealiﬁg gaskets. used at the mating flanges. Tﬁis
providesione with a system which is bakeable to 475°K and capable of
achieving“ah uitra—high vacuum (UHV) of better than 10—9 Torr.

The vacuum chamber is a standard cylindrical type manufactured by
Vafian Assoclates, and it is‘pumped by a SO liter/sec ién pump and
a titanium sublimation pump (TSP) which ére attached to the chamber
' af fighﬁ angles by means of a "Tee" afrangement.' The TSP was included’
in the system specificaliy to assist 'in pumping carbon monoxide;.which
is one of the principal residual gaseé present ih ion pumped systems.
In addition to,its'geometrical arrangement with respect to the
experimentai chamber, a metal shieldbwas in corporated into the TSP
in order'fo prevent any sublimed titaﬁium from reaching the chamBer;
‘Also, the pump walls were cboiéd with water to prevent outgassiﬁg_due
to heating by the deposited titanium. The‘TSP has a calculated
puﬁping speed for CO of approximatély 400 iiters/sec in its cénductance

limited mode, and Fig. II-3 shows its effect on the ambient CO
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Fig. II-1. Photograph of the vacuum apparatus and its
gupporting electronics used in this investigation.

I



THERMOCOUPLE

-82-

ION BOMBARDMENT GUN

WINDOW FLANGE

LEAK VALVE

GAS MANIFOLD

CHAMBER

b 1on Guace

GUAGE n=[[F

MANIPULATOR

LEED-AUGER OPTICS

MOLECULAR
SIEVE TRAP

Ol

PP P

60 L/s

ION
PUMP

ROTARY PUMP

Fig. II-2.

R X
f——— GATE VALVE
TITANIUM
SUBLIMATION :I SORPTION
PUMP PUMPS
XBL 738-1707

Schematic diagram of the wvacuum apparatus used
in this investigation.

LN



m/e =28 SIGNAL (ARBITRARY UNITS)

0.1

0.0l

Illll]

Pamgient = 2 *10°° TORR

Illlll

0 2 4 6 8 o 12 14 16
TIME (MINUTES)

XBL 73559355

Fig. I1-3. Effect of sublimed titanium from the TSP on the

ambient CO concentration.
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concentration.58 Here the TSP was fired for 1 minute starting at t=0,
and the 28 a.m.u. peak was monitored using a quadrupole mass spectro-
meter. The initial pressure burst is attributable to outgassing of
the titanium filament as it is being heated. However, within 15
minutes after firing the CO pressure has improved by a factor of
two over the prefiring reading and is still falling. Under normal
UHV conditions, it was found quite adequate to fire the TSP once a
day in order to assist the ion pump in maintaining a low ambient
pressure. This approach also conserves titanium since it allows the
newly evaporated film to reach some degree of saturation before a
new layer is evaporated. Since the TSP also removes other chemically
active gases (such as H2’ NZ’ 02, C02, and H20) from the ambient, it
was normally used after adsorption studies during which such gases
were controllably leaked into the vacuum chamber. It also served well
during the initial pumpdown following the exposure of the chamber
to atmospheric pressure and during the subsequent 24 hour bakeout
period (a 1 minute firing being automatically actuated every 30 minutes).
The two pumps are able to be isolated from the vacuum chamber by
a gate valve which is capable of assuring the integrity of the UHV
within the pumps when the chamber has been brought to atmospheric
pressure. Whenever any part of the system was brought up to atmospheric
pressure, it was protected against contamination by backfilling it
with a positive pressure of dry nitrogen.
Since ion pumps are inoperable above a pressure of approximately

10 microns, two sorption pumps (containing liquid nitrogen cooled

t®
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molecular sieve) were sequentially employed to evacuate the chamber
to a pressure below 1 micron. The use of this type of roughing pump
eliminates any fear of contamination of the apparatus such as would
occur with a mechanical pump due to backstreaming of the pump oil.

At this point, the sorption pumps are valved off from the system, the
TSP is switched on, and the gate valve is opened. This type of
chamber pumpdown, with the ion pump and TSP operating in an UHV
environment behind the gate valve, is referred to as a "hot start"

in contrast to the situation where the entire system has been up to
atomospheric pressure and, consequently, the pumps have been completely
shut down. The advantages of the hot start vs the cold start are:

1) the ion pump is already at operating temperature and one
does not therefore outgas the pump elements and walls at a
time when one is striving to achieve a low enough system
pressure for the pump to operate efficiently. The same
arguement holds for the TSP also.

2) the pressure achieved by the sorption pumps within the chamber
area is lowered by a factor of two as the gate valve is flung
open. This usually assures, assuming reasonable sorption
pump performance, that the system pressure will be low enough
for the ion pump-TSP combination to pump efficiently.

3) if the roughing system is unable to evacuate the chamber to
a pressure which is low enough to permit the normal pumpdown
procedure to be effective, one may still achieve a high

vacuum condition by using the ion pump-TSP combination to
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complete the rough pumping. This may be done by only slightly
opening the gate valve so that a significant pressure difference
may be maintained across the valve by the pumping system, which
will still be operating at 'a low enough internal pressure to pump
efficiently. Slowly the pressure in the chamber area will be
reduced, and eventually the point will be reached where the

gate valve may be completely opened and the normal pumpdown
procedure initiated.

Provision for introducing pure gases into the chamber for the
purpose of carrying out adsorption studies and/or cleaning of the sample
by chemical means was made by incorporating a gas manifold and a
Varian leak valve in the system. A molecular sieve trapping arrangement
was included in order to protect the manifold from the possibility of
0il contamination from the mechanical rotary pump which services it.
This configuration was chosen because of the potentially large gas
loads that a manifold pump must endure, especially since the manif&ld
was routinely flushed twice with the gas that it was to contain before
it was isolated from its pump and filled for the experiment.

Because of its physical proximetry to the chamber, the gas
manifold fits within the bakeout oven and is routinely baked to 400°K
along with the UHV system proper. For this reason and because the
manifold is capable of UHV operation, it was decided to treat the
chamber and the manifold as a single entity during pumpdown and
bakeout. This mode of operation has the advantage that the Hasting's

DV-3M thermocouple (TC) gauge which normally serves as the pressure
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indicator for the manifold may also be used to monitor the chamber
pressure during the rough pumping cycle. Therefore the necessity of
placing a TC gauge (which is capable of, but not specifically designed
for, holding an UHV) on the chamber is eliminated. Also, since the
bellows valve between the chamber and the manifold is open during
bakeout, a viton O-ring seal is quite adequate and the expense of a
metal seal valve is eliminated.

When operating under UHV, the chamber pressure is measured by
means of a nude ion gauge which is capable of accurately reading
pressures down in the low 10—10 Torr range.

The sample was attacked to a manipulator which enabled one to
modify the sample position and orientation after it had been sealed
inside the chamber. This manipulator had the following capabilities:

1) a linear displacement of 4.7 cm along the centerline of the

device.

2) a lateral displacement of 0.5 cm in any direction perpendicular

to the centerline.

3) continuous rotation through 360 degrees of arc.

4) a tilt of 5 degrees in any direction from the axis centerline.
In addition, the manipulator contained six electrical feedthroughs
rated at 1000 volts and 100 amperes each. The degrees of freedom
described above virtually assure that the sample can be positioned for
the experiment at the center of curvature of the electron optics as
well as moved so that any preparative procedure deemed necessary may

_be carried out on it.
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Provision was made for heating the sample by electron bombardment

and/or resistance heating, depending upon the type of sample holder

ot

being employed for the particular experiment. The electron bombardment
device was a 20 mil tungsten wire mounted between tantalum rods which
were attached to a pair of the manipulator feedthroughs. When ohmatic
heating was used, copped braid heating leads were attached to another
pair of the manipulator feedthroughs.

The sample was able to be purged of impurities which preferentially
segregated to the surface or were deposited there by the ambient through
the use of an ion bombardment gun. This device works by sputtering the
surface atoms off of the sample as the consequence of bombardment
with gaseous ions, usually those from the noble gas atoms. The
geometry was such that the ion beam impinged on the surface at an
angle of 45 degreés from normal incidence, since this configuration
has been shown to result in more efficient sputtering than a normally
incident beam. An ion current of 1 microampere at energies ranging up
to 300 eV was able to be delivered to a 0.40 cm2 sample when the chamber
was backfilled to a pressure of 5><10—5 Torr of argon. Under these
circumstances and assuming that each argon ion dislodges a single
surface atom, it may be calculated that a monolayer of the surface
material is sputtered away every 64 seconds.

The last major componenf of the vacuum system is the standard
Varian spherical-grid display type Low Energy Electron Diffraction
electron optics assembly. This assembly consists of an electron gun,

a four grid energy selection system, and a collector plate coated
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with fluorescent material. The electron gun contains a bariated

nickel cathode which is indirectly heated by an alumina-coated tungsten

filament. It is capable of producing a 10 microampere beam of electrons

with an upper energy limit of at least 1500 electron volts. Beam

focusing is achieved electrostatically, and the beam diameter at the

target is less than 1 mm. The fluorescent screen has a radius of

70 mm and an acceptance angle of 97 degrees. The four energy selection

grids are isocentric with the fluorescent screen, and the electron

gun protudes down the centerline of the grid-screen system. The grids

are constructed of 100-mesh, nickel-plated tungsten, and each grid

has a transparency factor of 0.80. The operating characteristics of

the grid system will be discussed in detail in the following sections.
The vacuum chamber also contains two viewing ports. A 16.5 cm

diameter window allows one to view the fluorescent screen for LEED

work. Together with a 3.7 cm window which is at right angles to the

large window, one is able to accurately monitor the positioning of

the target at the center of curvature of the electron optics assembly.

B. Technique

1. General Considerations

A schematic diagram of the Auger Electron Spectroscopy apparatﬁs
used in this investigation is shown in Fig. II-4., Figure II-5a is a
photograph of the supporting electronics. The right-hand rack contains:
1) the Princeton Applied Research HR-8 lock-in amplifier, 2) an

extensively modified Varian Model 981-0538 Auger Analyzer which contained
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Fig. IT-4. Schematic diagram of the Retarding Field Energy
Analyzer and its supporting electronicés when used for

Auger Electron Spectroscopy.
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Fig. II-5. a) Photograph of the AES electronics (right and
the Vidar DAS (left) used in this investigation. b) Close-
up photograph of the vacuum chamber showing the attachment
of the remote preamplifier to the collector feedthrough on
the RFEA flange. Also visible are the crystal manipulator,
the ion bombardment gun, the leak valve, and the ion guage.
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the dc ramp voltage generator and a propartional output for driving
the X-axis of the recorder, a Burr-Brown 4023/25 precision oscillator,
and a three-winding transformer for coupling the ac modulation voltage
to the ramp and which provided the input to the variable amplitude-
variable phase mnetwork used in neutralizing the ac capacitive pick-up
between the collector and the modulated grids, 3) a monitoring
oscilloscope, and 4) well-regulated dc power supplies to heat the
electron gun filament and to provide high voltage to the gun components.
The small box hanging on the right-hand side of this rack is a frequency
doubler of the same design as PAR has incorporated into their later-
model amplifiers. The left-hand rack contains the data recording
devices. These include: 1) an X-Y recorder, and a Vidar Data
Acquisition System which converted the analog output from the PAR
into a digital record which could be 2) punched out on a Tally paper
tape unit for processing by a computer, or 3) printed out on a Hewlett-
Packard digital recorder. The photograph in Fig. II-5b shows the
connection between the collector feedthrough and the remote amplifier
box which contained the 300 volt battery, three sensing resistors,
and the Type C pre-—amplifier for the HR-8. Operation in this
configuration, rather than transmitting the signal to the electronics
rack before amplification, resulted in an increase in the signal-to-
noise ratio by at least a factor of two.

The inner shell vacancies necessary to initiate the Auger
reorganization in the target atoms, as implied by the schematic

diagram, are produced by electron beam excitation. It should be noted



that although an electron gun was used for this purpose, the incident

_ beam does not have to be monoenergetic since its energy does not

enter into either calculations of the Auger electron energy or of the

Auger peak widths.

The electrons emanatiﬁg from the grounded target traverse an
essentially field-free region to the grounded first grid of the energy
analyzer, undergoing a small (but, as.we have seen, important)
aéceleration or deceleration due to the contact potential existing
between them. Any magnetic fields in this region of space are
effectively nulled out thrbugh the use of a small trimming magnet.
This is accomplished by observing the normally diffracted LEED beam
énd adjusting the ttimming magnet so that the pattern does not drift
as the beam energy is varied below 20 eV. This assures that the
ﬁagnetic field iéAreduced below 0.1 Gauss and, consequently, that the
maximum uncertainty in energy is below.0.0S éV.

The second and third grids are strapped together and are usedi
for energy selection by imposing.a negative dc'voltage upon them,

We therefore have a Retarding Field Energy Analyzer (RFEA), since

only those electfonsvwith an energy greater than that corresponding to
the grid potential will pass througﬁ these grids. Thesé electrons
will be collected at the fluqfescent screen by virtue of the positive
potential placed upon it. The fourth grid is grounded and serves

as a'shield for thé energy selection grids from the screen pétential,
thereby improving the system resolution by eiiminating field penetration

effects from this source.



If the analyzer of Fig. II-4 is considered to be a dc device
(i.e. w is zero), as the retarding voltage is swept using the ramp
generator the plot of the analyzer current vs electron enefgy obtained
is an integral curve of the energy distribution of the electrons
entering the apparatus. That is, the response function of a dc RFEA

] . 59
of spherical geometry is?
oo . ’
I(V,) = ef, N(E)dE (II-1)

'eV.0

where
I(VO) = the current reaching the collector when the
_energy selection grids are at a potential V

0

the energy distribution of the current entering

N(E)

the analyzer

where any effect due to space charging or due to interception and
- secondary emission of électrons at the énalyzer componeﬁts has been
ignored.

In our application, hoﬁever, it is the electron energy distribution,
N(E), which is'the desired quantity. This distribution may‘be extracted
‘from the dc data by differentiating it either graphically or through
digitgl fechniques. Avsuperior alternagive to this course of action
is available,.though, and it is centered on an analog method of
performing the required differentiéfion duriﬁg the course of the
experiment. . This method ié based on the fact that if a small ac
nodulation is superimposed on the retarding potential then the signal |

current contains an ac component of the same frequency and its amplitude

Y
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is proportional to N(E). The procéss is graphically illustrated in
Fig. II—660 where:

VO = the instantaneous value of the de¢ retarding voltage

AV = k sin wt = the ac modulating voltage
k = the modulation amplitude

w = the angular frequeﬁcy of modulation
t =

time
I(VO) = the dc current obtained at the retafding voltage VO
AI(VO) = the ac current (of frequency w) obtained at the

retarding voltage VO due to the ac modulation AV

As Vo is changed with AV being kept constant, the magnitude of AI(VO)
will produce a differencé curve corresponding to the integral curve

such as is shown in Fig. II-7a and b. Obviously as the magnitude of

AV is decreased, this difference curve will approach a true differential

. curve.,

- The great advantage thaé ensues from using this method éf
differentiation rests in thé fact that the system has been modified
to enable the use of ac éignal recovery techniques (i.e. lock-in
amplifier detection)'thereby greatly mitigating the voltage level
and stability'problems'that are inherent in a dc detection scheme.

The.current that is coiiected at thevfiuorescent screen is
converted into a voltage across the sensing reéistor, amplified, and
trénsmitted to the lock-in amplifier. The lock-in amplifier is a

éynchronOus phase—sensitive detector, which means that it ‘can be
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II-6. The integral curve of current vs. the retarding
voltage showing the ac output current, AI(V ), which
results from the ac modulating voltage AV superimposed
on the retarding potential Vo'
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" Fig. II-7.  Graphs of the collected, T, and its
derivatives dI/dV and DZI/dVZ, as a function of the
RFEA retarding voltage. These plots were obtained
for the 100 eV elastically diffracted peak from a
V(100) surface using a 0.1 volt p-t-p modulation
magnitude.
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‘tuned to discriminate against all signals except those which occur
_at the frequency of; and with the prbper'phase relafion to, the“
réference‘signal'éupﬁlied to it. THe detector respohse is,.of course,
proportional to the intensity of the desired input signal. This |
response‘is correlated with the instantaneous value of the retarding
sweep voltage_aﬁd is stored in a perﬁanent manner. The metﬁoas used
' for data storage in these experimehfs'wergz |
1 4'héfd copy analog readout on an X-Y recorder
2 —.conveision to a digital format by the Vidar DAS with the
data béing punched out on a paper tape. This method was used
exclusively for the measurement of chemieal shift effects
since it lénds itself to a higher resolution experiment
(i.e. enables the usevof a‘smaller1quu1atiﬁg voltage) by
allowing the use of run-averaging techniques to enhance. the
signal to noise ratio. After scanning across a peak.several
=~ 20) times, the tape was read into a CDC 6600 computér for
data reduction. The functioning of the Vidar DAS and thé com~
puter program used for the data analysis'are discussed in
detail in Appendix II.
Since Auger'peakskindﬁced By eleétﬁon.bombardmenf are oftentimes
superiﬁpésedvon a steeply sloping background (due to rediffused
primary and/or secondary electromns), it may be advantagedus to null
out this background.contributioh to the signal, particularly Qhen-

61

attempting to detect small peaks. If the slope of the background

is linear in the vicinity of a given peak (usually an excellent first

va




approximation), it is clear that the backgroﬁnd will'assume é constant
value if the derivative of the energy distribution curvé is taken.
Although it is not ébﬁndantly.obvious intuitively, this differentiétion
may aiso be easily per formed electronigallyvmerely by detecting the
signal occurring at the second harmonic of the frequency at which the
retarding grid is Being modulated, i.e. by tuning the lock-in amplifier
to 2w. The only modification necessary fo the existing circuitry
is to install a frequency doubler between the oscillator and the
reference channel input to the lock-in amplifier.

As will be shown below, the peak intensity in this derivative
of the energy distribution mode of operation is typically an order of
magnitude less than the intensity of an energy distribution peak using
the same- modulating volﬁage. Due fo the reduction in the signal-to-
background ratio; howéyer, thisAintensity difference can usuaily be |
more than offset by the ability to increase the amplifier gain far
beyond that conveniently poséible in the.latter case. Also, the répid
variations of ﬁhe energy distfibution derivative mode-an inflection
point becoming a peak-make its use desirable from the standpoint of
sensitivity. The drawbacks to its use are that: 1) it is more intracfable
conceptually than is an enérgy distribution curve,‘and 2) its signal-
to-noise ratio is ah order of magnitude less than that of the energy
distribution mode for eéuivalent resolution parameters. In short, the
derivative of the energy distribution mode of operation merely offers
_thevability t§ écan over large energy fanges;withott re-adju;ting the

detector response variables. If the experimental system is able to
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be chosen or the parameters varied>so‘that the background slope does
not overwhelm the peaks being measured, it is advantageous to operate in
the energy distribution mode for the two reaSons cited above,
Refurning to Fig. iI-7, the results of each of the above-mentioned
techniques is illustrated by plotting in:
a - the current, I(V) =1
b - the first derivative of the current with respect to voltage

(i.e. the energy distribution of the electrons),

Ii

= N(E)

¢ - the second derivative of the current with respect to voltage

(i.e. the derivative of the energy distribution),

2 2 . o
d7I(V) dT _ fﬁ_= Nl(E)
v’  av?

1

_ vs.the_retarding grid voltage. The results shown are for an elastically
diffraétedbpeak at an energy of 100 eV from a vanadium.(lOO) surfaée,
and the modulation amplitudé for' the fifst_and.second derivative

curves was 0.1 Qolts peak-to-peak. The amplitudes are arbitréry, but
the signal-to-noise fatio may be seen to decrease upon successive

differentiation.

2. Intensity Relationships

The relationship between the fundamental and second harmonic
signals to the energy distribution and its derivative may be quantified

by performing a Taylor series expansion of the current vs. voltage.
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The mathematics is presented in Appendix ITII, and it is clearly seen
there that the signal current has components at the frequency of
modulation and at its harmonics in addition to a dc contribution.

Since the amplitudes of the fundamental and second harmonic frequencies

are:
A -t e v ] (11-2)
1 b 8 192 . * . ]
and
2 L. b 6 .
T I S T S | .
Ay =[5 To4gg T +mge I 400 ] (11-3)

respectively, it is obvious that the proportionality between Al and

Ii and between A2 and Iii is dependent upon the modulation amplitude,
k, being sufficiently small so that the error terms in Eqs. (II-2) and
(II—3)(i:e. thqsevterms after the first on the right-hand side of

the equationé) are negligible. In order to evaluate the contribution
of these error terms to the aﬁplitude, some form of the energy
distribution function must be assumed. Results are presented here

for both the Gaussian and Lorentzian distributions, whose respective

definitions are:

| 2
1 1 -V
IV =2 < ) exp (———) (II-4)
G W 252 |
and
1 1 (T/2) 1 (5/e)
rim = id («———) =i (—————) (11-5)
L ™ \v34+(r/2)2 ™ \v24(0/c)2 |
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where
1 = the total current in the peak
0 = the point of maximum slope (PMS) of each distribution
.. . . . .

the deviation from the mean voltage of each peak -
(T/2) = the half-width at half height (HWHH) of the
Lorentzian peak

c = 0.5775

The Sucéessive five derivatives of these diétributions are ‘listed in
Appendix IV, |

It should'perhaps be noted here that in the "true" definition of
the Gaussian distribution 0 is the standard deviation of the peak.
However, in this case 0 coincides with the PMS (as may be proven by
iii

setting I = 0 and solving for V) and this is precisely the point

G
at- which it was found convenient to measdre\thé peak energy on the
dZI/dV2 curves! Also; the Lorentzian distribution is acfually defined
in terms of the HWHH, (I'/2). Since the PMS is the quantity of interest
here, though, 0 has been calculated and is seen to occur at 0.5775
(T'/2) -~ see Appendix 1IV. v

The deviations of the dI/dV and dzI/dV2 peak amplitﬁdes from
proportionality to the fundamental and second harmonic frequencies
respectively are’défined as: |

| A -kTt |

AA. = ——— : (I1-6)

1 kIl . B

and
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A, - (k214 - |
AA, = — : ' (I1-7)
2 (—k2111/4) _ .

" These quantities have been calculated at the peak maximum (V=0) and

at the point of maximum slope (V=0) for the assumed Gaussian and
Lorentzian distributions‘énd, expressed as percentages, are plotted
as a function of k/0 in Fig. II-8a and b respectively. The algebraic
calculations are outlinéd in Appéndix Iv..

"It is apparent from the graphs in Fig. II-8 that the signal .

amplitudes, for both the Gaussian and Lorentzian cases, are given by

Al(V) = in(V) ' ' (II-8)
and .
Ay = X iy (11-9)
2 4 :

~with errors at the peaks of the amplitudes of less than 5% when

k < 0/2. Assuming these conditions of proportionality, an estimate
may be made of the peak amplitudes relative to the total current in
the Auger peak. For the Gaussian distribution, the maximum current

in the peak is

A, (0) = kIé(O) - (

exp (0)
1,6 /2Tro)

0.3992 (%0 i | (T1-82)

"0.1996 7 at k=0/2
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Fig. II-8. Peak amplitude errors as a function of modulation

‘ magnitude for Gaussian- and Lorentzian~type peaks. AAj(0)
and AAj (0) show the percentage deviation below proportionality
for the fundamental signal as a function of the modulation
amplitude at the peak maximum and at the point of maximum
slope respectively. AA9(0) and AA9(0) provide the equivalent
information for the second harmonic signal.
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and the maximum current in the peak derivative is

. 2\ 2
k ii k A 1
A (o) = (————) I7(o) = <————> (———) 7 < ) exp(-1/2)
2,G A4 G 4 ‘ 2 ' T o

o

- 0.06053 (9% 4 © (1I-8b)

~ 0.01513 © at k=0/2

[}

Similarly, for the Lorentzian distribution, we have:

_ ky _ga"
Ay (@ = 0.1838 () © | : (11-9a)
| = 0.09190 7 at k=0/2
_k )
A2,L(O) = -0.01723 (6) 1 (II-9b)

~0.004308 at k=0/2

Thé preceeding equations may, of course, be reversed and the
curreﬁt in a peak determined. TFrom this the relative or absolute -
transition probability, depending on the amoﬁnt of addition information
available, of a pfocess may be calculated. On the other hand, since
the mere ability to detect a peak'(or establish an upper limit as to
its presence) may be of importance, the limitations of the method are
of interest. As k/0 becomes large, the small perturbation conditions
which led to the validity of the Taylor expansion approximation no
longer hold. The only available calculation52 shows that, at least

for a Gaussian-type peak, AZ(O) approaches 0.32 ¢ when k/o > 1.
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3. Resolution Considerations

Since this inﬁestigation is not mérely concerned with the
detection of peaks but also with the ability to perceivé shifts.in
the peak energy, it is of interest to investigate the resolution
attainable in the RFEA instrumént. o o

If a monoenefgetic beam of electrons of energy E=eV is injected
into the analyzer, a peak of full width at half-height (FWHH), AE,
is recorded due to various instrumeﬁtal limitations. The guantity
AE is referred to as the half-width of the line. The ratio E/AE
defineé the resolution of the instrument while its reciprocal expressedr
as a percentage,_lOOXAE/E, is labelled the instrumental linewidth .

(ILW). The factors which limit the instrumental resolution may be
generally érouped into thbse which are independent of the-eleétroh
energy (i.e. AE = constantﬁ and those which are préportiona1~to the  ;
electron energy (AE/E = constant).

1. Independent of electron eénergy

a. The ac modulation on tﬁevretarding grid. It is obvious
that the base width energyﬁspread of é monoenergétic‘beam
. entering the analyzer will contain a component which ié ;
equal to the peak-to-peak modulation amplitude impresséd . -
upon the retarding potential. That.is,AAE = 2k.
b. The variation of the work function over the surface of the _‘,‘ o ‘
retarding grid. The energy base widfh will reflect the
total energy spread of the grid work function. The shape of

the intensity distribution of the monoenergetic beam
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thfoughout this spread will reflect the fraction of the

grid surface at each value of the work function. Measurements

indicate that the contribution to AE from this source is

less than 0.2 ev.>>

c. Magnétic field effects. Calculations of the maximum base
width due to angﬁlar deviations caused by a transverse dc
magnetic field predict a AE = 0.15 eV for a field strength
of 0.6 Gauss (i.e. the magnitude of the earth's field).
Field cancellation by means of a small trimming magnet can
reduce these values to 0.1 Gauss and AE < 0.05 eV. Ac
fields will prdduce similar results énd should be guarded
against. Elimination of the problem by spacial isolation
of the current source and/or mu-metal shielding is trivially

accomplished.

2., Proportional to electron energy

a. The effect of potential.variatioﬁs‘in the vicinity of the
retarding grid.  The spherical surface defined by the grid
is not an equipotential surface since a potentiai variation
exists across the space between the grid wires. Calculations
based on the work of Liebmann62 and of Huchital and Rigden63
indicate that for a siﬁgle 100 mesh 0.025 mm wire grid at
potential V placed betweén and sgparated by 3.18 mm
(0.125 inch) -from each of two similar grounded grids a
potential difference AV exists between the center of the

L AE AV

grid aperture and the grid wires such that TV 2%.

8
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Improvements in this TLW can be achieved by increasing the

grid spacing, (thereby reducing field penetration effects),

using finer mesh grids, and increééing the depth of the

retarding grid’mesh. An effective way of ‘accomplishing the

lattef is to add another'grid to the analyzer and forming

a double retérding grid system by coupling thé'middie‘twg
together.49 This approach results in an basic ILW <-0.46-eV
as‘measuréd on the analyzer used in this invesfigation.

(See the next section)

, Abberations caused by the potential distribution about the

retarding grid. If, in the approximation of a plane
retarder, electronsvof energy E =.eV are.considered to
impinge upon a pair of grids which have retérding electric
field df magnitude E_ = Vr/d (where d is the intergrid
spacing) between them, it may be seen that the cells of the
ﬁésh of‘grid 1 act as divergent 1easeé where-focal lenéth
is dete:mined by64

,!;_ Vr/d

fl 4v

Similarly, grid 2 is seen to consist of an array of con-

vergent lenses with a focal length given by

T e
f2 4d<V—Vr)

e .



It is obvious that the lens effects of grid 2 are much
stronger than those of grid 1, especially in the near-
cutoff condition when Vr = V. If‘O i8 the angle of
divergence from the grid normal of an electron travelling
through the.retérding field region, simple energy con-
siderations require that the potential needed to stop this
electron be AV less than that needed for a normally

incident electron where

v - sin2 © (II1-10)

In the cutoff condition; the focal length of grid 1 is seen

to be 4d, and therefore electrons will traverse the inter-

grid field at an angle

-1 ,r . '
© = tan (ZE _ (I11-11)

where r is the radius of the grid aperture. Substituting

- the geometrical values previously presented, it is found

that

As alluded to ébove, the‘effect of the convergent lens
of grid 2 at cutoff is not so easil& perceived. However,
Huchital énd Rigden have performed computer predictions
of electron.trajectories at the 2nd grid in order tb detefmine

the magnitude of this effect, and from their results one
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may calculate that

for our geometrical situation.
The effects of beam size and improper sample positioning.
Any electron originating at a point other than the center of

curvature of the analyzer will enter the retarding field

'.region in an off-normal fashion and the instrumental resolu-—

:tiOn is, once again, degraded as predicted by Eq. (II-10).

Sihce the electron beam diameter is less than 1 mm and
since thé sample may be easily placed to within * 1 mm of
the cenfer of curvature, geometrical considerations
(aéguming a mean radius of 60 mm for the double retarding

grid) show a

%g- < 0.063%

contribution to the ILW from this source.
Deviations of grids from ideal spherical symmetry. Such

deviations (ragged edges, wrinkles, etc.) result in local

.non-radial fields between grids and, thereforé, non-radial

electron trajectories. Cutoff of these electrons occurs

at a reduced retarding grid voltage as predicted by'Eq. (II-10).

bt
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" 4, Experimental Determination of Resolution

An experimental investigation of the resolution of our four grid
RFEA was carried out using elastically diffracted electrons from a

vanadium (100) surface as a source of a "monoenergetic" beam. The

‘results which are presented in Fig. II-9a and b show the variation

with incident beam energy of the full width. at half height (FWHH) and

of the half width at half height (HWHH) of thé electron energy distri-

bution peak. The HWHH is measured between the peak maximum and the half-

maximum point on the high energy side of the peak. A least squares fit
waé done to each of these curves, and the resulting equations were
FWHH = 0.72 + 0.00461 V and HWHH = 0.32 + 0.00124 V.

Since the elastic peak was used in this aﬁalysis, a correction
for the energy spread inherent in the source mﬁst be catried out. The

smallest energy width possible in the incident beam is that given by

- a Maxwellian distribution at a temperature corresponding to that of the

electron gun cathode. Ih actuality,.the magnitude of the energy spread
has been found to dépend on‘the current flux, énd the Maxwellian vaiue
must be considered‘é minimum.65 At tht filgment currents used here,
the predicted Maxweliian FWHH is 0.24 eV and the high enérgy HWHH is

66 Correction of the curve fit for this effect and that of the

0.16.
modulating voltage used in the ‘analysis (0.02 v p-t-p) results in the
equations

FWHE = 0.46 eV + 0.00461 Ep (11-12)

HWHH (x2) = 0.30 eV + 0.00248 E, (I1-13)
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Fig. IT-9 a. The FWHH variation of the elastically diffracted electron
peak with incident beam energy; the modulation magnitude is
0.02 v p-t-p. ' ' ' ‘ ; ' '
b. The variation in the HWHH, measured from the peak maximum to
the high energy edge of the peak, of the elastically diffracted
electron peak as a function of incident beam energy; the modulation

magnitude is 0.02 v p-t-p.

o
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The latter equatibn agrees well with the predicted‘magnitude of the
AE = constant term. The additional magnitude'evidenf‘in the FWHH
equation is most likely due‘to the inelastic»scattéring of electrons
out of the peak.

.‘ Thé value obtained above for the AE/E = éonstant factor suggests
that the contributioné to this term have been overestimated. .To
resolve this minor dilemma, refer again to Fig. II-7b and note the
structure Which appears on the low energy side of the peak. The
position.of this shoulder’relative to the peak maximum is observed .to
vary monotonically with the inéident beam energy, the peak separation
being 0.7 to 0.8 eV for the 100 eV elastic peak shown in_the figuré.
These facts strongly.suggest fhat this subsidiary peak is the consé-
quence:of the convergent focusing of the electrons at the retarding
grid. The magnitude of thié effect relative to the broadening of the
main peak occasioned by the otheé facths discussed abové rapidly moves !

this subsidiary peak beyond. the half.height point of the main peak and there-

fore its effect does.not demonétrate itself in Eqs. (II1-12 and.II—l3).
The FWHH equation also undoubtedly contains a AE/E = constant

term due to the intreased inelastic scattering of electrons. out of. the

elastic peak as its energy (and,'therefore, penetration depth) is

increased. The magnitude df'this effect being unknown, it can oniy be

" TLW lies somewhere .2

said that the "proportional to electron energy
between the limits set in Eqs. (II-12) and (II-13).
It is also of interest to note that the FWHH and the HWHH were

observed to remain constant until the modulating voltage was increased
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past the point k/0 = 0.7,

5. Signal—to—No’is‘e'Ratio53

In the final analysis of any detectibn éystem, it is the ability
to obtain a useful signal at a reasonable time rate that is of importance.
This ability, of‘cpurse, depends on the amount of noise present in
the system relative to the desired signal. Since noise is present
throughout the entire frequency spectrum, usiﬁg the phase-sensitive
synchronous~detection principle raises the question of how narrow a

detection bandwidth, B, can be tolerated to reduce noise. By reducing

B, the amplitude of the noise is reduced but the rate at which data

can be taken is élso,reduced. In order to determine the resolution-
sensitivity-time tradeoff capabilities of the RFEA system, the effect

of the main noise sources present in the system shall be probed. These

are:
1. Thé noise associated with the fluctuatidns of the current
. leaving the sémple and reaching the detector, i.e. shot néise.
The mean square of the fluctuation current (in'amperes) is
1* = 2e 13 (II-14)
where
I = the flﬁctpation current
e = the electronic éharge :
Io = the sample current reaching the deﬁector

B = the bandwidth (in Hertz)
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The rms voltage developed across a resistance R is then

S 1/2 172 o -10 1/2 )
e o = IR = (20) ,, (1B /"R = (5.6§x1o )(I,B) 'R . (1I-15)

ForIIO = 10"5 amperes, B = 0.125 Hz (i.e. a time constant of
1 second at a 12 db/octave rolloff) and R = 1 megohm,
e = 6.35%10"7 volts.
rms A
2. The thermal (Johnson) noise in the seﬁsing resistor. At room

temperaturé, the rms noise associated with'a bandwidth B and

developed across. a resistor of R ohms is

N ~10 1/2
Cme = (1.26X1077) (RE)
’ N

This corresponds to a rms voltage of 4.5><10_8 volts for a
1 megohm resis£or and a bandwidth of 0.125 Hz;

3. The gain modulation (flicker effect) noise associated with
the.trahsistor amplifying circuitry. This noise spectrum
varies inversely with the detéction ffequency and can be made
negligible by operating at frequehcies.above l.kHz.

Since, under the typical’experimental conditions ;pecifie&.above,
the shot noiéé is the noise limiting faétor, its felatioﬁship fo the
‘signal contained in an'Auger béak will be explored. The subsequent
vcaicuiétions will consider peaks which are assuﬁed to‘be Gaussian and
Lorentzian in nature, ghé k/q = (0.5, and the‘detected peak current is
related to fhe primary beam current by .

i = yTIé : | ' (II-16)
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where

i = the detected current in the Auger peak.

'y = the Auger yield, i.e. the ratio between thé total current
in the Auger peak‘under consideration and the primary beam
current. | |

T = the analyzer trénSmission-factor, i.e. the fracfion-of the
total Auger current whiéh is entering the analyzer. This
factdr also takes into account interception at the érids.

Ip = the p%imary beam current.

For a Gaussian distribution peak, the rms signal voltage'induced

across the sensing resistor at the maxima of the dI/dV and dZI/dV2
peaks are
v, .= — AR =0.2823 (iR = 0 2823 £ y. TIR (11-172)
1,6~ 51 ) g/th = 0. g 71,6 p
and _
Vo = o AR = 0.04280 (97 4R = 0.04280 (D%, TR (II-17b)
4G Jo 2 o] - o 2,G°p

respectively. The equivalent voltages for a Lorentzian distribution

are

v

] E, . | | -
1L 0.1300-(0) yl,LTIpR (IT-18a)

and

i} K2 oo - _
vy = 0.01219 (DT y, TIR . (I1-18b)
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Referring back to Fig.'I—l, it will be further assumed that the

peak of interest is of energy E and lies in region III of that

WOXqu
curve. Since the elastic backscattering.coéfficient is typically - : - i

around 1% for primary beam ehergies abo§e 100 eV and since the cascade
effect does not start asserting itself until an energy on the order of
50 eV,.for oﬁr purpoées én adequate apbroximation to tHe electron
distriﬁution wiil be obtained by considering region III to extend
from E=0 to E=Eé and that it contains a uniform distribution of current. -
whose integrated magnitude-is frIp, r being the inelastic backscattering
coefficient.

Using the rétarding field method to measure the peak occurring
at Ew X Y s fhatifraction of electrons with energies‘greater than this
energ; Siil pass through the retarding field and reach the cqllegtor.
If the gffect from secondary emission at the grids is ignored, then

it is these electrons which are responsible for the shot noise in the

analyzer. The d¢ current reaching the collector is therefore-

Ep'EwOX Y ‘ v :
' rI = qI TI-19
p =, ( } )

I. =T
: P - ' ;

where q is defined in the equation.

Since the rms shot noise voltage is

v_ = (5.66x107°) (g L 5/2 g, o



the signal-to-noise ratios (S/N) for the dI/dV and dzI/dV2 peaks of

a Gaussian distribution are

Vic_ 0.2823 KO YTL R 8. /x\ { )2
v 210 15 = (5:00410(5) \ o5 91,6 -
n 5.66%10 (q I B)'“R ’
‘ P (I1-20a)
and
2 . ' .
Va,c . 0.04280 ~ /Oy TI R o7y (€Y ()2
v 10 - 172 = 7.56410) (5) \8) Ta,e
n 5.66X%10 (q Ip B) R ’
(II-20b)
For a Lorentzian disﬁribution, these.quantities are:
1/2
V1,L SN
ot Souni Y —_ -
. ‘(2.30X10 )’<0> 1B Tyl,L (II-21a)
and ‘ 1/2
VoL 7 (k 2 (1
& = i —
v (2.15x10") G) E—% TV, 1 - {1I-21b)

Equations (II-20) and (II—Zi) may be inverted to determine the minimum
detectable Auger yield for each case under the conditions of the
experiment. These quantities are plotted in Fig. II-10a and b as a
functioniof the deféétionvbandwidth B, of the ratio q/Ip, and for the
vléues k/o = 0.5 and vl,Z/Vn = i (this signal to noise ratio being
arbitrarily seleéted'as the limit of detectability of a peak). The
inelastic backscattering coefficient is a function of the incident
beam energy, the angle of-incidence, and the composition of the target.

A typical value for r is 0.3 and the transmission factor for the
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Fig. II-lO a. The dependence of the minimum detectable Auger yields
for the dI/dV and d 21/av? peaks of a Gaussian distribution, yj ,G
and yj ¢ respectively, on the detection bandwidth B for various
values of q/Ip. :
b. y11 and ¥o1, provide similar information as that outllned ) e
above but for a Lorentzian distribution. ' '
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LEED-Auger device is about 0.2, these values.therefore resulting in

aq=0.06 [(E )/Ep]. As an example o%uthe use of these graphs,

-E
WXY
_ P % P g o
assume that the incident beam energy has been adjusted so that it is four

times as large as the energy of the Auger peak of interest, i.e.

. The quantity q is then equal to 0.03, and the q/Ip = 103

Ep=4EWXY
_ opgq : : X :
line will predict the variation with bandwidth of the minimum detectable
Auger yield for an incident beam currént of Ip =,(0.O3/103) amperes =
30 pamperes.
From Eqs. (II-20) and (II-21), it is oﬁvious that the detection
capability of the RFEA system may be enhanced for a given Auger peak
in the foilowing ways: |
a. Decréasing the defection bandwidth B.

b. Increasing k/O. It.must be remembered, however; that the

resolution suffers when large modulation amplitudes are employed

"and, when signal strengths allow, there are definite a&vantages :

in operating at k/0 < 0.5 since the resultant peak amplitﬁdes
may then be used in a more‘quantitativé manner.
c. Increasing the incidént beam current Ip. At high curfeﬁts

(= 500 pamps), however, space charging éffects at the
fetarding grid begin to dégrade the detection capability
~of the low energy (< 100 eV) peaké; ,Localized sample hééting
may also become a problem at these currents. Therefore; these'
factors must be considered and an I# chosen which is consistant

with the information desired from a particular experiment.
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d. Optimizing the incident beam energy Ep so that it does not
result in an unnecessarily increased value of g while the
ionization'cross;séction of Ew x i (as sugggsted by Fig. I-15)
is maxiﬁized. Since increasinZ gbqusually results in a larger

beam current, the effects discussed immediately above in c.

also factor into this problem.

. C. Crystal Preparation

The vaﬁadium metal single crystals used in this investigation were
obtained from a 0.25 inch diameter ‘rod purchased from the Materialé
Research.Corporation. This single crystal rod was grown by electron
beam zone refining techniques and had a specified purity of 99.94%,
the impurity analysis of the bulk material being shown in Table II-1.
The_rod was oriented to i’i° of the desired grysﬁal plane through the
use of back-reflection Laue X-ray techniques, and 1 mm thick saﬁpleg
were removed by means of a spark cutter. Using standard metallographic
procedureé, a sample was polished on 1) successively finer grades of
emery papef, 2) one'micron‘diamond paste, and 3) 0.05 micron alumina
paste. The cryétal was then etched in a 1:1 solution of HF and HNO3

for 3-5 minutes at room temperature in order to remove the mechanical

" damage and surface cdontamination introduced during the final polishing,

washed with distilled water, and finally rinsed in reagent grade

methanol.-
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Table IT-1. Mass spectrometric analysis of 99.947 purity vanadium-single

crystal.

Impurity Content (ppm) Impurity ' Content (ppm)
H (a) _ é ' Mn . <0.3
B 6 ~ Fe 50
C (a) 150 Co 1
N (a) 2 Ni - 20
0 (aj 40 o Cu _ S |
F 10 o <1
Na ) | Ga < 0.2
Mg 1 ’ As 1
A 30 | Zr 4
si 200 o Nb 30
P. , 10 | Mo 20
s | 10 " Ru . <0.5
cl (b) < 100 Pd <0.2
K 0.3 Sn’ <0.3
Ca 0.4 sb <0.2
Sc < 0.3 . Ta 20

T 10 | W 3

A

Cr 10 Ag < 0.5

(a) Contamination due to vacuum fusion methods
(b) Probable etch contamination
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Single crystals of non-stoichiometric VO and of V203 were obtained
from and characterized by the Lincoln Laboratory and Semi~Elements
Corp. respectively. These were polished with 0.05 micron alumina

paste, etched with a dilute HNO sdlution, and sequentially rinsed

3
with water and methanol.

Powders of V02, V203, V2S3’ VN, VC, and VSi2 were obtained from
the Research Organic/Research Inorganic Corp. and were hydrostatically
pressed (at 50,000-60,000 p.s.i.) into 1 mm thick wafers in a stainless
steel jig. The jig was thoroughly scrubbed with water and rinsed with
methanol before the sample pressing of each compound took place, and, |
in addition, the firstvtwo samples made from eacﬁlcompound were discardéd.
This procedure was apéarently sufficient to produpe clean surfaces

2 2°3 T

AES difference between pressed powder samples which underwent no

since the initial experiments with VO, and V,0, revealed no discerible

further treatment (except for a methanol rinse) and samples which were

mildly etched with a HNo3

treatments), Thereafter, all samples were merely rinsed in methanol,

solution (followed by water and methanol

An experiment was also carried out on sintefed plates of VN and
VC which were burghased from the Materials Research Corp. These
sintered samples were:subjected_only to a methanpi rinse.

Tﬁree types of ho1&eré were employed at variéus times in this
investigation to;suppdrt the samples upon the manipulator within the
vacuum chamber. The one used for the chemical shift work entailed
the fabrication of a polycrystalline vanadium slaB of the dimensions

Lyl '

4 8

4" x . Two hbles were tapped at one end and the slab was
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bolted to the alumina insulator on the ﬁanipulator coupling, a lead

wire being provided to an electrical feedthrough for groundiﬁg'purposes._
The back of the vanadium metal reference crystal was directly spot-
welded to this support rod. The compounds were wrapped in 16 mil 4 s
thick vanadium foil, leaving exposed a ﬁuch larger area than that
prpbed By thé electron beém, énd thié fdil was épotvwelded to the
.holder. 1In this configuration,Isample'heating was accomplished either:
by direct electron bomBardment of the éample face or indirectly by
bombardiﬁg the oppésite side of the holdeé. This method of sample
heating is clearly undesirable when an activé gas is simultaneously
present in the chamber. Therefore the vanadium single grystal oxidation
experiments.were carried out with the sample spot welded between two
electrically isolated vanadium support rods. Provision was made so

that a current could be passed through this systemland thereby
fesistively'heat the sample.” A number of individﬁally heatable metal

samples were able to be serially studied without breéking the vacuum

by ﬁsing_a thirdbtype of holder. An alumina slab (6" x 1" x %”) was
made with two sets of through hoies drilled ﬁear eacﬁ edge along its

entife length. A few hUndred‘Rngstroms thiék layer of Vanadium metal
was evaporated onto the slab to prevent surface charging; Vanadium
foil tabs were bolted down on one side of the holdef and bent around
the edge to the opposite side, each sample being spot welded across

" two of these tabs. Iﬁdividual Heating leads were provided to each
tab on one Side of the holder, and a common lead was connected to the

tabs on the opposite side.
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When a multiple crystal holder is employed, it is'only necessary

to use the linear translation function of the crystal manipulator to

bring each sample into the measurement position, {Thergfore the
manipulator (with thevsupport slab attached) could bg pre-aligned in a
jig sb that the slab was parallel to the direction éf translation and
that each sample-except for minor variations in thickness-would be at
the focél point of the hemispherical grid‘system when under analysis.
This alignment procedure was deemed adequate when an experiment

3 M2,3 M2,3 Auger peak of a vangdium singlé crystal
revealed that the peak position did not vary by more than 0.03 eV
when the saﬁple was moved 1-2 mm nearer the anélyzer. ‘This vaiue is
within the uncertaint& of the experiment itself.‘

After placement within the vacuum chamber and bakeout at 150°C,
thé samp1es were typically cleaned in situ by bombardment with 300 eV
Argon ions at a current density of 5;10 microampereé/cm2 for periods
of 30-60 minutes. This treatment was followed by‘heating to tempera-
tures ranging from 300-1200°C for O.i to 15 minutes depending on the
crystal and the purpose of the heat treatment (i,e._to remove adsorbgd
or occluded gases or, in the case of single crystéls, to anneal out

the surface damage caused by the ion bombardmént). The sample tempera-

tures were measured with the aid of optical and infrared pyrometers.
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III.‘_RESULTS AND DISCUSSION

A. Low Energy Electron Diffraction

1. Vanadium Metal Structures

As a prelude to its use as reference cfystal in the.studies of
the AES chemical shifts which occur in the wvanadium compdueds, an
investigation was launched to detefmine the surface characteristics
and behavior of metallic vanadium. To'this end both LEED and AES
techniques were employed. The (100) crystal face was eventually‘
chosen for use as the reference since it was the most homogeneous
and easily understood surface of those which were obeerved. The elean
(100) surface displays the (1X1) diffraction pattern that wouid_be
predicted from the projection of the bulk unit cell onto this‘plane.
The LEED patterns from the vanadium (llO) and (111) surfaces were
aleo observed, both being discarded for use as a reference because
the former surface fearranged into a one-dimensional superlattice
structure and the latter prdauced an unrecognizable LEED pattern due
Vtobthe feceting which occurred most likely as tﬁe resﬁlt_of the open
atomic structure of that face. No vanadium surface was ever obtained
completely ffee from selfur, which preferentially Segregated to the
surface (as demonstrated by AES), but the (100) surface was the only
one oﬁ which a (1X1) surface uﬁit mesh was obtained.

Since vanadium is a body-centered cubic material, the atomic
arrangement of its (100) surface is characterized by a square unit

“mesh with,'ideally,‘the bulk lattice parameter of 3.03 Angstroms.8




The LEED pattern characteristic of this atomic arrangement’ could be
obtained by cleaning the surface using‘the technique of noble gas
ion bombardment followed by a gentle hegting in stder to anneal out
the resultant surface damage and tb femoVe adsoxﬁe@ and/or occluded
-gases. Varioﬁs other cleaning procedures had been unsuccessfully
tried in the attempt to deplete the émgunt of suifﬁf present at the
surface. These'inpludéd: 1) heating in oxygen, 2) heating in hydrogen,
and 3) annealing near the melting point.67 None of:these treatments
appeared to reduce the amount of sulfur éegregafing to the surface;
only when-giﬁernéte ion bombardment-annealing cycles were employed
was any progress made,. The point ofiéiminishing';gturns was reached
after aBout‘ZS of theég cycles and. further imprerﬁént was evident
only aftér months of experimentation. |

If enough sulfur was present in the surface iayer, a c(2x2)
diffractién pattern wasvfofmed. Annealing the érystal for 5-10 minutes
at 1000°C was hﬁii&ﬂy-sufficient to eﬁabie the_sﬁlfur to migrate to
the surfaée in quanﬁities large eﬁough‘;b form phﬁ? pattern. Since
this surfaée structuré implies that a0.5 ﬁbpolé&esacoverage by the
_impurity exists55 oné might make an estimate éf’ﬁhe;émount of sulfur
present oﬂ the "clean" (lxlj vanadium:éﬁfféce éy ﬁsing the amount
observed concurrant with the c(2%X2) struecture as a calibration. This
procedure is quite péssibly unsatisfactory, howévér;‘since it is based
on the assumption that.all of the detected sulfur‘éxiéts as an
overlayer. The exiétence of a céncentration graaiéht'normal to the

surface may be deduced using some of the data which was obtained for
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the compound V The observed sulfur 150 eV peak to vanadium 474

253" |
eV peak intensity ratio, S/V, for this compound was 27.3/1. The
average value of this ratio observed simultaneously with a well-

S. value is

developed c(2%X2) pattern was about 3.7/1. If the v,

corrected for the atom ratio (X 2/3), the effect of different escape
depths (X 10.5/6.5), and thé.number 6f atoms within each éscape
depth assuming that 0.5 monolayer of sulfur.resides at the surface
to produce the c(2x25 étructure'(x 0.5/6.5), the predicted S/V ratio
for the c(2X2)'strﬁcture is 2.3/1. Since this value is only gbout
60% of that actually observed, it is evident that all of the sulfur
atoms are not present in the ovérlayer. It is of interest to noté,
however, that the first traces of the c(2%x2) structure begin to appear
at a S/V ratio of 2.3 > 2.5/1. The typical amount of sulfur found °
in the-detected volume of the cleaned crystal was 0.3 of a monolayer.
Also, it should probably be re-emphasized at this point that these
ihfenéity ratios are misleading in terms of absolute ‘numbers since the
effective ioﬁizing current, the probability of'ionization, the transi-
tion rate, and the detectedlvoiume ali vary for the sulfur and vanadium
transitioné involved.

Pictures of the (1%1) and <(2%2) LEED patterns are shown in
Fig. ITI-1. The (0,0) diffraction beam is being back-reflected down
tﬁe electron gun and is therefore not visible, The (0,1) beam spots "
are located_approximately'horizontaliy and vertically relative fo the .
electron gun. These particular (1x1) pictures show streaks appearing

"along the (0,1) directions and may assist the réader in orienting
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(a) (b) (c)

XBB 739-5589
(d) (e) (£)

Fig. III-1. The (1x1) LEED pattern fo the V(100) surface at incident
beam energies of (a) 64 eV, (b) 96 eV, and (c) 148 eV.
The c(2%x2) LEED pat&ern of the V(100) sufface at incident
beam energies of (d) 45 eV, (e) 79 eV, and (f) 147 eV.
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himself; this streaking phenomena is indicative of one-dimensional
disorder5 and appeared only on crystals that had been subjected to
long periods of heating in the presence of oxygen. In the case of

the ¢(2X2) structure, the extra (1/2, 1/2) spots are readily perceived.
The observed variations of diffraction beam intensity with incident
beam energy are shown in Fig. III-2a, b, ¢, d, e for a variety of
diffraction beams from these two surface structures. All of these
graphs have been normalized to the most intense peak occurring within
each scan and the factor by which each graph must be multiplied in
order to relate it to the (0,0) beam intensity of the (1X1) structure
is shown to the right of each curve. All of the intensities were
measured with a Gamma Scientific Co. spot photometer using an
acceptance angle of 6 minutes. All of the intensities were recorded
with the incident beam impinging normally on the crystal face except
those for the (0,0) beam where an angle of incidence 4° from the normal
was used.

Using the technique developed by Kaplan,68 values for both the
lattice parameter at the surface and for the inner potential experienced
by an electron when it is inside the crystal may be extracted from
this data. Kaplan has shown that, in the limit of kinematical scat-

tering, the observed intensity maxima should occur at the voltages

vVioo= v+ (———) F (ITI-1)
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where
V0 = the inner potential
d = the lattice parameter associated with the X-ray unit
cell
>
9 lGlZ 2
F o= d
g |2
il
> >
G, GL = the total reciprocal lattice vector and its component

perpendicular to the surface normal respectively.

As it is formulated above, the function F is independent of d since
the quantity in the brackets contains the factor 1/d2. In this form
F is the same for all crystals having a given structure and surface.
For the (100) surface plane of a b.c.c. crystal,

2

2 2 2
i 1 {(n1+n2) + 2(n1—n2) + (nl—n2 - 2n3) }
4

(nl—n2 + 2n3)

where the n's are running indices indicating the diffraction beam

(n1 and n2) and the order of diffraction (n3). If the indexing of

the intensity maxima is correct and if the kinematical model is

appropriate, all of the data points will lie on a single straight s
line. From the form of Eq. (III-1) it is evident that the intercept

of this line at F=0 and its slope determine V0 and d respectively.

Such an analysis was performed for the vanadium (1X1) surface structure

and the graph of the results is shown in Fig. III-3. The inner

potential is -9.9 eV (the negative sign indicates that the potential
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+Fig. TIII-3. Values of the accelerating potential at which
intensity maxima were observed for the indicated diffraction
beams of the V(100)-(1x1) structure plotted vs the
corresponding F values.
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is attractive) and the surface parameter is 3.02 A (i.e. equal to the
bulk value within the experimental error). Such an analysis proved
to be unsuitable for the c(2X2) structure-the reason for this
presumably lies in the predominence of multiple scattering events.
Because, as noted previously, a structural analysis is not
currently able to be performed using LEED data, the exact position of
the sulfur atoms in the c(2X2) structure is not able to be uniquely
determined. The most probable sites for these atoms are: 1) directly
above the appropriate vanadium atoms in what would be a singly co-
ordinated position, 2) astride two neighboring vanadium atoms (a
doubly co-ordinated position), and 3) within the "well" in the square
formed by four vanadium atoms (a quadruply co-ordinated position).
Since vanadium monosulfide crystallizes in the NiAs structure,69 1t
is most probable that the latter of the three possibilities is the
appropriate one. The spacial directionality of the wvanadium 3d

orbitals also argues in favor of this co-ordination position.

2. Adsorption Structures

The exposure of the (1X1) surface structure to oxygen and to
carbon monoxide did not result in the formation of an ordered super-
lattice structure in either instance but the AES results indicated that
adsorption did indeed occur. In the oxygen case a general increase
in the background intensity was exhibited and the (1X1) pattern
eventually disappeared, indicating that a totally disordered surface

resulted. The CO adsorption, on the other hand, did not appear to



.
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alter the pattern (except for a slight increase in the background
intensity) and this suggeéts that it is adsorbed in the (1X1)
configuration.

The exposure of the c(2X2) surface structure to oxygen produced
the structure shown in Fig. III-4. This unusual structure can not
be readily indexed using the simple LEED notation that has been
previously outlined; instead recourse must be made to the more elegant
matrix notation developed by Park and Madden70 to describe complex
structures. This structure is interpreted as being composed of two
domains perpendicular to each other and the matrix for this structure
is <l 1) . It might be noted here that the matrices which describe

2 -1
the c¢(2X2) and (1X1) structures are (i _l) and <$ g) respectively.
This complex structure is extremely interesting in that the AES results
indicate that the amount of sulfur present appears to be about 40%
greater than that which occurs in the c(2X2) structure and that no
oxygen is present. The only explanations that can be offered to
rationalize this phenomena is that either 1) the adsorption of oxygen
induces the sulfur atoms laying below the surface to migrate to the
surface and thereby forcing the oxygen to desorb, or 2) the oxygen
diffuses into the bulk and drives more sulfur to the surface in the
process. Since this same structure was also observed after a long
term exposure to the ambient gases of the vacuum system, CO and 002
being the major gases present which are likely to adsorb upon the

surface, the former explanation must be considered the most likely

one. The surface structure proposed to explain these results is shown
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(a) (b)

XBB 739-5588

(c) (d)

Fig. III-4. The V(100)-(1X1) LEED pattern at incident beam energies of
(a) 100 eV and (b) 150 eV. The oxygen-modified c(2%2) structure
of the V(100) surface at incident beam energies of (c) 100 eV
and (d) 150 eV.
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in Fig. ITI-5. In the figure the points of intefSection of the square
array represent the positions of the vénadium atoms in thé (100) surface
énd the circles represent the sulfur atoms in thg overlayer, It.has
been éssumed'thét théée sulfur atoms are situated in the four-fold
co~-ordinated sites of'ﬁhe (100) latticé. The unit cell vectors for

the overlayer are shown in the upper left hand corner of the figure.
This structure contéins 0.67 of a monolayer of sulfur and additional

credence is lent to its acceptance over any other structure by the

observation that hexagonal S6 rings (see the outline in the lower

left hand corner of the figure) are known to exist in the free state.71

3. Comparison with Other LEED EXperiments

The results presented here are in accordance with those of
72 who have also noted the existence of a (1X1)
structure on the vanadium (100) face and its transformation into a
c(éXZ) structure simultaneously with the segregation of sulfur to the

surface. Although they also investigated the same crystal face,

Vijai and Paékman73 have not reported the formation of the c(2X2)

' structure upon heating but rather only noted an increase in the back-

ground intensity of their LEED pattern. Since these investigators
did not supplement their data with AES information, one can only
surmise that tﬁey'had initially obtained a sufficiently sulfur-free
crystal or had initiéily cleaned it so well thaé the amount of.sulfur
which was able to surface segregate duriﬁg heating was inadequate to

form the ¢(2X2) structure. Our own experience showed that the amount
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III-5. The proposed surface structure for the sulfur
atoms on the oxygen-modified V(100)-c(2x2) structure.
The ‘surface unit cell is shown in the upper left-hand
corner and the pseudo-hexagonal S, ring structure is

- shown in the lower left~hand corner.




of annealing necessary to produce this structure gradually increased
with the number of cleanings to whfth the crystal was subjected.
Eventﬁally'an 66 minute anneal at 1200°C proved insufficient tovproduce
the c(2X2) structure.

The data of these same authors on the energies of the maxima
occurring in the (6,0) beam intensity curve for the clean (iOO) surface
agree wellvwith that Shownlabove except for the conspicuous and
unexplained'absence of the seventh order (= 190 eV) diffraction maxima
from their data. The relative intensities of their diffraction maxima

are quite different from ours but this discrepancy 1s partially due

to the fact that they made no attempt to normalize their curves to a

constant emission‘current from the LEED gun (the current realized from.
the electron gun increases monotonically with the accelerating
voltage). The factvtﬁat they used a different angle of incidence

from ours (the intensities of the (0,0) beam'maxima have been shown

to exhibit a strong dependence on this parameter) and integrated over

‘the entire LEED spot also assist in making the results difficult to

compare.

These authors aleo.repOrted the formation of a (2X2) structure

-as the results of annealing their oxygen-exposed surfaces, which had

retained the (1x1) structure. The heating of our totally disordered
oxygen-exposed sutfaees-to temperatures comparable with theirs
(1100—1200°C) tesulted in the return of the (1X1l) structure and the
absence of oxygen was demonstrated using AES. fhe (2x2) structure
that they observed traﬁsfotmed back to-a (ixl) structure upon heating

to 1400°C. These results are not inconsistant with each other since,
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under the temperature and pressure conditiens of their experiments,

they obviously adsorbed avsmaller amount of okygen upon the surface

than we did; this is evidenced by the fact that they never observed the
total extinction of the LEEb pattern. One»could not expect tﬁe ordered
‘and disofdered'surfaces to behave similarl& as a function‘of temperature.
Their obse?vation of a iower coverage structure upon heating, the (1X1)
_stfucture corresponds to a full monelayer coverage while the (2x2)
indicates a 0.25 monolayer coverage, is a well documented ﬁhenomena;

the total expuision:of oxygen that we‘obServed upon heating might well
be expected from a structural viewpoint as the oxide compound which

we formed reeerte from its lattice.gtructure back to the b.c.c. lattice’

of vanadium,

B. Characteristic Loss Spectra

1. Results'and‘Generai'Rema}ks
In an addifional attempteto‘beeter'understand.the vanadium eyetem,

CharacteriStic Loss spectra:of metallic vanadium and of_V203 (in the
form of a pressed powder) were also measured. The 1esées up to 70 eV
below the incident beam energy have been measured and the variation
of the less intensities as a function of the beam energy are shown in
Fig. IIi—Ga & b. - The spectra appearing here were taken using a

1.0 volt p-t-p modulafionevoltage, a 0.4 volt/second sweep rate, and
.a system time constant of 1 second. More accurate data was obtained
for these samples'at incident beam energies of 300 andv400 eV for

'V and V Ov respectively (wheee it was concluded froﬁ the above data

2”3

that intensity and resolution considerations would make the determination
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Fig. ITI-6. The a) vanadium metal and b) V903
characteristic loss spectra for incident beam
energies in the 100 eV to 700 eV range.
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“of the losé energies most convenient) by using a 0.4 volt modulation

voltage and averaging over four scans with the assistance of the

Vidar DAS method outlined earlier. These results are presented in

Table III-1 where they are compared with the results obtained by other

74-78 Our results have been corrected for a factor which

investigétors.
appea%s to be related to the resolution of the analyzer. If the spectra
éppearing in Fig. III-6a & b are carefully scfufinized, it will be
obvious that the Characteristic Loss energies appear to increase as
the incident beam energy is increased; this increase in the loss
energy has been measured fo be-0.00467 eV per unit incident beam
energy. This number is in excelient agreement with that presented in
Eq.‘(II-12) which was determined using the incfease in linewidth of

the elastically diffracted peak. If the published energy dépendence

curves of Simmons and Scheibner are inspected, a AE/E ~ 0.006 may

“also be observed for their 3 grid R;F.E.A, system. Although this
effect is not entirely understood, our results have been corrected’

.. to those which would be theoretically observed at an incident beam

energy of_O gV.

| From the resulﬁé listed in the table, it is seen thaf a general
cohcensus seems to bé developing that there exist at least seven loss
peaks in the 0-70 eV range in metallic wvanadium. Tt should be pointed

out that Simmons and Scheibner did not concern themselves with any

~ other peaks than the foﬁr which they reported; they investigatéd a

30 eV.energy range and a deconvolution of the speétra yielded the -

results shown. Although we did notvperforﬁ such an elegant processing

of our data, it is quite evident that the peak which they report at



Table ITI-1

- Characteriétic Losses of Vanadium

Characteristic Losses in the V-0 System

£M4’5i§11 2(M;,si§ll .sp .vp_

Szalkowski ~5.1#0.5  10.3t0.5 14.3t0.5 20.0:0.1
Simmons and ; » ‘
Scheibner/ 5.1 . 10.5 - 16.5 24,0
Fiermans and 3.5 : . . 20'
Vennik/5 A 22.5
Robiné and - .
Swan’6 5.4 O/NR 0/NR 21.6
Robins?’7 7.1 11.3 18.1 25.5

' _32’3_ SP = VP & L.
Szalkowski (V,0,)  5.5¢1.0  10.4%0.1 NO 22.1+0.1
Simmons ' ‘ : :
Scheibner (VO) - ,NO 10°5, N NO 24.0
Fiermans and N ' 8 - 13 21
Vennik (V,0..) A 6 o 9. 15 23
, V6 137 11.5 18 26
Best /8 (V,0,) M 10.2 18.7 24 .4

VP+2 (M4 , Sﬂ 12

My 3

*Elll—

130.0t0.5  37.8%0.5 47.6%0.2

RNT
27
34
NO

NO

VP + SP
32.3¢0.2"
RNI
31
34

0/NR

41.9

41.2

BORS
40.2%0.5

~RNI

42

51.6

52.4

11—
49.8:0.1

RNT

53°

47.2

oMy

66.6t0.2

RN

62
67.5

67.4

69.5

I N

-

68.5¥0.5

RNI

72

NO

RNI = region not included in observations -
O/NR = peak observeable but no value reported
'NO = peak not observed

-0S1-



“*, 't,é

L s & b ] P . 4 .
ooy I T T R i "*'é

.16.5 eV also exists in our data. Our 100 eV incident beam energy

data may also be seen to exhibit a low energy peak corresponding to
the one that théy report at 5.1 eV. These two peaks are also observable
in the published data of Swan but are not reported.' Some degree of

diberty has been assumed in listing the observations of Fiermans and

_Venhik due to the fact that their work, except for one reported

spectrum, was carried out in the dZI/dV2 mode and shows a great deal'
more structure than that observed in thé energy distribution spectra;
they have since stated that their. recent dI/dV low energy loss sbectra -
agree well with thaf of Simmons and Scheilgner.79

A few other remarks concerning Table III—i should also be made. -
The wvanadium spectrﬁm attribufed to Robins was ﬁeasured on what was
described as "altered" vanadium. It appears that this sample:contains

both oxidized and elemental vanadium within the detected volume of

the experiment (see Ref. 80 and Section III.B.2.c.). Although it has

"been grouped with the'other vanadium metal results because it appears

to agree with them most closely, it should be kept in mind that it
actually'falls in a category between the two genéral types of results
reported. Also becéﬁse of the differént oxide compouﬁds on whiéh

they were measured, it is not clear to what extent the non-ionization
losses in these sampieé.can be compared; the‘results indicate, however,
that theACharacteristic‘Loss spéctra are remarkably similar to each
other and to metallié'vanadium, Finally a word 6n the various
éxperimental techniqﬁés used: we used a 4 grid R.F.E.A. and a normal
incidence beam between the energies of 100 and 700 eV, Simmons and

Scheibner used a 3 grid R.F.E.A. and a normal incidence 100 eV beanm,
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Fiermans_and‘Vennik used a 3 grid R;F.E.A. and a 100-700 eV normal

incidence beam, Robins and Swan and Robins alone used a 127° sector
analyzer with a 1200 eV beam at a 45° incident angle aﬁd a.take—off
angle perpendicular to the incident beam, Best used thévsame system
described directly abovevbut with an incident beam energy of 800 eV.

2. Characteristic Loss Peak Assignments for Vanadium Metal

In keeping with the spirit of Characteristic Loss spectra, there
has been little agreement among the authbrs_listed in Tablé III-1 as
to the origin of the observed peaks.v We believe that»this'was~
basically due to 1) the lask of intensity vs. beam energy data such
as the typé presented }n Fig. III-6, and 2) the non-realization of
the large double to single intsrband transition probability'ratio
for loosely bound energy levels. In fact this latter effect provides
the key to ths interpretation.of the vsnadium spectfum (snd, it appears,
other trsnsitisn metal spectra) and we believe.that this is the first
time that such an effect has been promulgated to explain any '
Characteristic Loss spectra. We might add that the peak assignments
listed below are the only‘ones which‘ekplain all of the observations
on metallic vanadium. |

The major»peak in the spectra of Fig. III-62 is due te a volume
plasmon excitation. Although this peak is reported to be at 20.0 eV,
this energy loss wvalue is probably too low since it wasvmerely measured
at the intensity maximum and no attempt was made to compensate for the
effect of the background which was due to the overlap of the lower

energy loss peaks. The energy of this same'peak is probably



overestimated By Simmons and Scheibner since, when they carried out
their deconvﬁlution of the spectrum, they assumed that it was fixed

at the same energy that it appeared at in their oxidized sample. A
more reasonable value of the peak energy is that of Robins and Swan
(21.6 eV) which is close to the average vélue of all fhe feportedv

data; the 21.8 eV measu;ement of this 1qss performed by Soviet WOrkersso
also suppofts this viewpoint. The aséignmént.of this peak to a volume
plasmon loss process is based on the observations that.i) it is in good

agreement with the energy loss predicted by theory (22.15 eV according

. . /
to Bakulin et.al., .21.0 eV when polarizability effects are accounted

for, and compensation for dispersion effects will increase these
values),80 2) volume plasmons have typically beén observed to be the

most prominent loss processes in the incident electron energy range

- of concern here,81 and 3) this loss is observed to increase in intensity

 at the greatest rate when ‘the incident beam energy is increased. The

fact that 4) it is fhé peak which we have labelled as due to the cfeation
of a surface plasmon that is most enhanced in intensity when the

incident beam angle is movedvfpom normal incidence to a 45° incident
ahgie7515 also'strong evidénée-for this.méjor‘peak being correlated
with fhe volume plasﬁon excitatioﬁ; | |

The assignment of a surface plasmon excitation loss to the peak

‘which lies between 14 and 16 eV stems from 1) its energy relationship

to the volume plasmon loss peak (i.e., it appeafs at a'factor of V2

lower energy as theory predicts), 2) the fact that its intensity

increases at a slower rate than the. volume plasmon peak as the incident
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beam energy is raised (the fact thaf it does increaée somewhat in
absolﬁte intensity hinges on the fact that the incident beam current
was increasing as a function of its énergy), and 3) the angular
dependence of its intensity as noted ébove.

The.loss peaks occurring near the energies ofl5, 38, and 67 eV
can be ascribed fo the excitation of interbandvtransitioné from the -
vanadium M4’5, M2,3’ andle'subshells respectively.  The energies of

these peaks correlate well with the subshell binding energies of 2,

38, and 66 eV determined by XPS and related techniques. 'In actuality

~the 5 eV loss peak is about 3 eV too large to be associated with the

M4,5 tfansition.‘_However'since it is of the proper amplitude when
compared to the other interband transitions and since no other low
energy peak has been observea,vthe assignment is a logical one. _Also
a high densityvof states appears to exist about 3 eV above the Férmi

level,82 at the point where the bottom of the 4p band joins the top

- of the 4s band, and it is possible that these low energy transitions

are preferentialiy coupling to this final state whereas the higher
energy transitions are éxciting elecfrons only to the Fermi level.

As far as is able to be aeterminéd, all of these interband transition
peaks appear to remain essentially constant iﬁ amplitude in the
incident beam energy region investigated-a relationship to be expected
given the oppdsite variatiéns iﬁ ionization cross-section and beam

current with the incident beam energy.



The 10 eV,peak'is ascribed to the excitation of a double interband
transition of the valence band levels occurring in the vicinity of a

single atom. It wouldvprove to be difficult to rationalize this peak

‘as being due to two successive interactions occurring in different

atoms since the 10 eV.peak is of greater inténsity than the 5 eV and

no other large multiple energy IOSS'events were obseryed throughout

the incident enérgy range studied. Instead the authors are proposing
that this peak is due to a double "ionization" event caused by a single
electron and with the two interactions occurring within an atomic
radius of each other. Gryziﬁski25 has developed an expression for the
crosé—seétion of sucy an event and ‘the ratio éf this cross-éection to

that of a single ionization event may be written as

U - By (0 |
T = 0| = gy ©)
(n_l)(}o gwo( gzwp 2
where
n = the humber of eiectrons in the subshell(s).being
ionized.
f =  the mean distance between electrons in the atom
Y3 |
R = the‘mEan radius of the doubly iénized atom
8oy (Uz) =;thé ionizatibn function for double ionization by
o ° -

a single electron

U2 = EP/ZEWo
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and.the other terms have been defined earlier (see Section I.2.a).
This ratio was calculated for the case of a 100 eV beam of elecﬁrons
incident upon a vanadium metal target aﬁd using the values R = 1.34 A
and B =5 eV. For n equal to 5 énd 3, the ratio is 120/1 and 0.55/1
respeczively.> Since the areas under the appropriate peaks in the
deconvoluted spectrum of Simmons and Scheibner is 4.8/1, it appears
that both the M4,5 and N1 spbshells of Vanadium participate to some
extent in thése transitions. The cross-section ratio of Eq. (III-2)
is about a factor of 100 lower for the M2,3 vanadium subshéll, the
l/Ew 2 term obviously making the intensity ratio quite sensitive tovthe
energy of the transition, and this explains why multiple loss peaké
are not observed for the M2’3 and M1 interband transitions. By comparing
Gryzifnski's curves for Bow (U2) and 8y (U) it is evident that the maximum
ratio of double to single zonization egents will occur around U2 = 3.
For the case where Ew =5 eV ana n = 5, this maximum ratio will occur
_around an incident be:m'energy 6f 30 eV and its value at this point
should be about 82/1; At incident beam energies which are 1arge compared
to this 30 eV numbef_the cross—sectionvratio becbmes essentially
constant and the variation in intensity with incident beam energy of
this double ionization loss peak will be identical to that exhibited
by the single ionizétion loss éeaks.

The existence of the peak that we have reported at 30 eV is open
to question. Its existence was postulated after observing that the

high energy loss side of the volume plasmon loss peak deviated from

the Gaussian-type symmetry that would be expected. Some additional



_type of event would occur at n, =n, =

support is lent to the possiﬁility of its existence by noting that

1) the two loss mechanisms which would give rise'to it yield the two
most intense peaks in the low energy loss region of the spectrum, and

that 2) a similar multiple event loss peak is present in the V

23
spectrum where it is clearly due to the most intense low energy peaks
occurring thérein.
The remaining peak in the spectrum occurs at an energy of 47-48 eV.

No previous authof has forwarded an explanation as to the type of
process giving'rise to it. The presence of this peak is particularly
disturbing because‘it is a quite prominent feature of the loss
spectrﬁm, especiallyvat the higher ihcident.beaﬁ énergies since the
rate of increase in its intensity rivals that of the volume plasmon
loss peak. It would appear that there is the poséibility that this
peak is due to a momentum conservation interband transition loss of
the type described b& Viatskin.lz' The first loss predicted for,this

1 5 = T3 ='1 and this results-in a
predicted loss of 49.0 eV for the case of free eleCfrons in vanadium.
This value is remarkably close to the observed energy loss and such an
assignﬁent seems qui#e conviﬁcing on the basis of its energy value
alonelsince there is no other known'type of transitioﬁ which predicts
a loss energy near tﬁe observed value. Also one would e#péct the
intensity of such an interband transition to be foughly proportional
to the penetration depth of the incident electron beam (as is the
volumé plasmon loss intensity) because more lattiée unit cells are

traversed, thereby accounting for the observed energy dependence of

this peak's intensity.
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3. Characteristic Loss Peak Assignments for V293

- Similar arguments to those propoundéd for Lhe vanadium metal
sample can be made regérding fhe origin of the 22 eV volume plasmon
loss peak, the 40 eVle,,3 apd 68.5 eV M1 interband transition peaks,
and the 50 eV momentum conservation interband transition peak. In
addition a low energy (5—6 eV) peak is seen to be observed at low '
incident beam energies and is attribuﬁed to an interband transition
from the oxygen L2,3 1evels.83’84 |

The 10-11 eV loss appears to be predominently of a different
origin.in the case éf the oxide than it is in tﬁe metal. Although
there must undoubtedly be an intensity confribution from the type of
"double ionization event previously.discussed,vit is observed that this
peak increases.iﬁ amplitude as the iﬁcident beam energy is raised but
that thié increase is not as rapid as that of the 22 eV volume plasmon
peak. This suggests that a surface plasmon loss is also contributing
to the intensity of this peak. This.assignment is made more piausible
by ﬁoting that the 1/v2 eﬁergy relationship of the surface plasmon
-to the volumé plasmon peak dpeé not hold for non-metallic surfaces.

The 32 eV peak also appears to increase in amplitude as a function
of the incident beam energy and it may be ascribed to the combination
of a volume plasmon and a surface plasmon loss. Besides having an

" appropriate absolute intensity énd the correct intensity variation

with_beam energy, the exactness of the loss energy as the sum of these

two events argues strongly for this multiple loss interpretation.



‘of the discrepancy. Assuming that the E

The EllI peék is assigned almost exclusively on the basis of its
similarity to the corresponding peak in the metal., It might be noted
that the unit cells of the vanadium oxides are not very different in

size from that of vanadium metal. In concluding, it might be pointed

out that aithough this peak appears to be increasing at a significantly
greatef rate than the Corresponding one in the metal (see Fig. III-6a &

'b), this is not true on an absolute scale since the ordinate in the

vanadium metal graphs is a factor of 2.5 larger than that in the VZO3

graphs. Part of this all-around lower intensity in V20 is undoubtedly

3
due to scattering from the roughness of the pressed powder surface
but it is probably safe to say that this does not account for all
111 1ntepsities are equal to

those in the metal and that the vanadium interband transitions are

| 40% as large as those in the metal. (the higher resolution data shows

that these two conditions are simultaneously satisfied after the
background is subtracted out), it appears that the probability of
volume plasmon excitation is a factor of three lower in V203 than it

is in metallic wvanadium.

C. Auger Electron Spectroscopy

1. Vanadiuh Metal -

As mentioned previously, the standard to which the shifts in
energy of the Auger‘fransitions in the.vanadium‘éompounds were measured
is, quite naturally, the energy of these transition in metallic

vanadium. - The electrbn configuration of the neutral vanadium atom
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is [Ar] 492 3d3, and tﬁe energy level scheme for the metal is shown
in Fig, TII-7. The energies of the inmner shell levels has been deter-

21,72

mined using X-ray Photoelectron Spectroscopy (XPS) and they are

on the order of 0.5 &V in width.ss- The valence band consists of a
mixture of the 4s and 3d states, it has been calculated to be 6.8 ev

in Width,82 and it contains high optical densities of states of
apprqximately equalimagnitude at 0.6 and 1.6 eV below the Fermi 1ev¢1;86
-thevcomBined FWHH of these two ODS is about 2.9 eV.

2 AES spectra obtained for vanadium metal

Typical dI/dV and d?I/dv
are shown in Fig. III-8, the excitation'of only those transitions.
below 1000 eV being attainable in these expériments. Our results are
in agreement with the previously.published épectra of vanadium72’87’88’89

and the trénsitions to which the peaks have been assigned are shown +in
thé figure. The splitting of the peaks labelled L3M1M2,3, L3M2’3M2,3,
‘and L3M2’3V has been ascribed to the spin-exchange splittipg caused
by the‘interaction of the two electron vacancies in the final state;
such'é splitting iﬁ the LjMiMi transition is not possible because the
M1 shell is empty in the final state and therefore the obserQed
doublet must be due to another process. The transitions tHat were
monitored in the vanadium compound chemical shift stﬁdies were the
'major'LjMz’jMz’S and LJHZ’BV ones. .These transitiohs we?e chosen
because they 1) are characteristic of two different types‘of Auger
transitions: the former being'a‘transifion in which all of the
participating energy levels‘are inner shells while the latter transition

involves the valence band, and 2) give the most intense peaks in this

part of the high energy region of the Auger spéctrum.
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level scheme of vanadium metal.
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Fig. III-8. The dI/dV and dzI/dV2 Auger spectra of a vanadium
metal (100) surface. The incident beam energy is 1000 eV
and the p-t-p modulation is 3.0 volts.



As discuSsed earlier in connection with the LEED results, the
reference crystal was always covered with a partial overlayer of sulfur
which typically aﬁounted-to 0.3 of a monolayer. Of course tlie presence
'Vof this iﬁpurity would be expected to modify the state of the reference
crystal and thereby affect,the magnitude of the observed shifts. This
is indisputabie. However uﬁon further reflection it rapidly become
apparent that the perturbation of this small amount’of_sulfur upon
the state of the entire detected volume of the reference crystal is
indeed small, Since mean free path consi@grations suggest that
-approximately seven atoﬁic layers of vanadium atoms are being probed,
even if the sulfur afems were assumed to affectvtwo of these layers
‘to the same extent taat a one-to-one sulfur to vanadium arbmic ratio
would, it can be shewn that the:meaSured higﬁ energy minimum (of the
dZI/dV curve) of the LM

372, 3 2,3

in kinetic energy by only 0.03 eV. The maximum of the electron energy

reference peak would move downward

distribution (i.e. the dI/dV) peak would be affected to a larger
extent, moving downward in energy by about 0.11 eV. These values were
obtained by mathematically superimposing two Gaussian peaks of equal
standard deviation, one peak being 2/5 as large as the other and
shifted downward in energy 5y 0.20 of a standara deviation. This
latter value was obtained from the_experimental'results to be presented
where, as we shall see, the measured standard deviation for the
vanadlum L3M2 3, 3 Auger transition peak is 2. 0 eV and the energy

shift of this peak in VS could not possibly exceed 0.4 eV, Minimum

estimates of the impurity shift to be expected in this reference peak,
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i.e. 1/14 of the vanadium atoms shifted by 0.24 eV, yield values of
0.04 and 0.02 ev for the dZI/dV2 and dI/dV peak positions respectively.

Similarly, the L3M2 3V reference peak would not be affected by more

than 0.01 eV in any of these cases.

¥

2., Chemical Shifts of the Vanadium Compounds

a. The L3__2 3_2 3 transition. Table III-2 ‘summarizes the chemical

shift data whlch was obtained for the vanadium L3M2 3 2 3 and L3M2,3V
Auger transition ‘peaks. All data are reported in terms of the
observed kinetic energy of the vanadiuﬁ compound peaks relative to
the' energy of the appropriate vaﬁadium metal peaks. Although the
shifts are reported.tp the nearest b.Ol eV this is the result of
averaging ovér'the number.of experimental runs (shown in parentheseé)
ﬁerformed on each species; the uncertainfy in the determination of
tbe shifts dis about * 0.1 eV. Because'of the proximetry of ﬁhe peak
on the low energy side of the main L3Mé SMé 3 transition peak, the
two maxima belng separated by 5.3 eV in metallic vanadlum and the.
peak tailing evident in the compounds no acceptable data was obtainable
for the shift in the’maximum of the energy distribution peak for’this
transition. |

"The compounds which were investigated are separated into two
groups. The first four results were ob&éined.using the conventional
dzI/dV2 method of AES, recorded on graph paper, and analyzed By hand;
the quulation magnitude was 6.0‘volts p~t-p and 5-10 scans across

the high energy minimum of each peak was made during each experiment.
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'~ TABLE III-2

AES ChemicaI'Shifts,of Vanadium in Various Compounds

' Layé;3y2;3'Transitiona LGMQ,BV Transition®
Aca®1/av?) Aea®1/av? A(dI/dv)
1. v, -2.29 (4 - -0.74 () NA
2. V0, - 146 (B 0.00 (4) NA
3. V0, 4, | - 065 (2 0.00 (1) A
4 VO, g - 093 () - 0.01 (1) NA
5.7V,0, UL TTT) ~70.06 (4) -~ 0.04 (6)
6. V,0, | - 1.38  (4) ©-0.05 (3) = 0.03 (3)
7. V0, g | - 1.07  (3) 0.00 (1)  + 0.05 (1)
8. VN _ S - 0.98 (&) + 0.02 (3) + 0.05 (3)
9. Ve - - 0.86 (5) - +0.40 (5) NA
- 0.53) (4) ) |
10. VS, {_ ot +0.05 (2) 0.03 (2)
11. vsi, - 0.53° (6) - 0.17 (3) - 0.43 (3)
12. Wy gy - 1.40 Q) +0.45 (1) = 0.35 (1)
13. VWVN(sintered) -.1.33 (2) , + 0.10 (1) + 0.15 (1)
14. VC(sintered) . - 1.37 (3) 0 0.00 (1) - 0.10 (1)

NA =.not available

a) reference state is the energy for the same Auger transition
in the vanadium metal. - '
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The second group of reeulte was'acquired.in the energy distribution
mode, digitized and recorded on paper ;ape by the Vidar DAS, and
computer averaged with thevderivetive alse being mathematically
calculated; the modulation was 2.0 volts p-tfp_‘and 15-25 scans were

. typically averaged.' When.fhe latter set of expefiments was initieted
it was observed that the magnitudes of the observed shifts were not
consistant with the previous results. Since the only.real difference -
in the experiments was the amplitude of the modulation voltage, a

- study of the effect of its amplitude epon-the magnitude of the ehemical
shift was launched.‘ It was determined by computer analysis and by

experiment that the-magnitude of the observed L transition

M2,3M2,3
shift was 0.28 eV larger for the 6.0 volt than it was for the 2.0 volt
modulation magnitude in the' case of the vanadium oxides; the discrepancy
in the observed shift magnitude was similarly determined to be 0.35

in the LM, .V transition experiments. From the cdmputer analysis

32,3
of this problem it was apparent that about 807 of the magnitude of this
shift aroée from the variation in the measured position of the vanadium
reference crystal peaks. -The cause of this type’of modulation
amplitude induced shift was touched upon in Section II.B.l where tﬁe
analyzer response function wae discﬁssed. As the modulation amplituae
~is increased, the output signel approximates a true defivative-Curve
less and less as progressively greater npn—linear portions of the
peak are sampled. Due to the greater amount of peak tailing in the

compounds relative to metallic vanedium, this variation from linearity

is quenched in the compounds and therefore is not affected to such

5
€2




a large.degree by changes in the modulation amplitude. For the
linstrumental peék widths encquntered here, the data shows that virtually
no variat?on is encountered for modulation magnitudes.below 3.0 volts
p—t-?\ and therefore the second series of resﬁlts reported here should
reflect the true values of the chemical shifts. The values obtained
for the first four compounds have been corrected from théir 6.0 volt
"p—t-p values so that they also reflect the true shift in their energy
levels, |

In Table III-3 the amplitudes of the anion and impurity peaks
are listed relative to the amplitude Qf the vangdium L3M2’3V transition
peak. In each case the amplitﬁde of the 1arges§.non-vanadium
transition peak was measured. These are the KLé#z peak in oxygen,
nitrogen, and carbon, and th.e'LBMz’BMZ’3 peak ip'sulfur and silicon.
The presented data was internally standardiéed 5y using a 6.0 volt
p~t-p. modulation maépitude and a 1000 eV incident beam energy
" throughout. As demonstrated-earlier, the intensity of a Gaussian or
Lorentzian peak is proportionél to the peak-to-peak amplitude of its
derivative trace. Since, as noted previously, the low energy sides
of fhe Auger peaks‘wéfe offen.distorted due to tailing and/or o§er—
laPPing; the ﬁeak émblitudes were measufed fromﬁthe trace centerline
.. to tbe high'energy minimum portion of the peak. .

It will be noté&Aagaiﬁ that these ratios sﬁould not be taken
literally since the effective ionizing‘current,jthe ionization cross-

section, the Auger transition probability, and the detected volume

vary'for.each transition cited. The transition probability wvariation
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Table III-3

Si/v

o/v N/V c/v'  s/v Ca/V
17 v,0, 2.25
2. V,0, 1.58
3. V04 4, 1.03 NA NA
b VOy g5 0.84 0718 4
5. V0, 1.82 0.23
6. V,0, 1.72 0.23
7. VO, g 0.82 0.26 4
8. VN 0.44 0.99 0.59
9. VC 3.07
0.670
10. V,S, 0.66 {0.38} | 27.3
11. vsi, 0.12 0.16 44 .6
12. Vo, ., 1.24 2.78 3.79
13. VN(sintered)  1.63 1.81 - 0.48 4 0.85
14. VC(sintered)  1.29 1.66 4
BLANK = element not detected
NA = not available

2 .
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is perhaps the most important since the number of possible Auger
transitions increases dramatically as one progresses down the rows of
the Periodic Table and as the Auger current resulting from the
ionization of a given energy level is spread more and more thinly
among the various transitions. The effect of the effective iénizing
current also becdmes_an important factor when the inner shell ioniza-
tion enefgy lies within the limits of . the sécdndafy electron cascade

N

peak; this influence is reflected in the sulfur and silicon compound

. ratios. Despite the limitations, the peak intensity information is an

important supplement to the chemical shift data and is invaluable in
correctly interpreting it. Most of the listed ratios are average

values and the standard deviation is typically less than 0.10 units.

 Because of the sensitively of the low energy sulfur and silicon peak

magnitudes to surface contamination, the maximum observed ratios are
reported for the compounds containing these elemﬁents. Finally it
should be noted that all of the 0O/V ;ntensity ratios were reduced by
0.20 units, this value being the calculated contribution of the\;earby
vanadium L3VV'transition to the oxygen peak inteﬁsity.
In order to begin_to understand'the data contained in Tables III-2
and.III—3, the following observations will be made:
1. The maghituae of the observed chemical éhifts (ignoring the
last three éompounds)'generaliy increaée with an incteasing
aifference‘iﬁ electronégativity of thevc0mpounding elements.

2. The samples of,V204, V203, VC, and VSi, are, for all practical

2

purposes, free from contamination.
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3. The.anomalously-small chemical shift associated with the VZSB

compound suggests that the VOO.83 and V00.92 samples

(assuming that the impurity levels in the VO0 gy are similar

to those in the VOO 83 sample) are also relatively free from

impurities that may affect the magnitude of their observed
chemical shifts.
4. - If the 0/V ratio for the set of V,0,

‘accepted as a standard (this compound possesses the most

samples in row #1 is

exact stoichiometry of the wvanadium oxides), it is seen
below_that then is a remérkaBle agreement betweeﬁ the
‘experimentally observed ratios and the calculated ones.
Listing all of the theoretical predictions in the ﬁanner

VO_, we have
X

Table III-4,

Comparlson of Theoretical and Experlmental 0/V Peak Intens1ty Ratios
in the Vanadlum Oxides

Row | Compound ' Calculated* Experimental
1. v204' 2.00 2.00
2, V203 1.50 1.40
- 3. VOO.-92 ,0'92 ' 0.92
4, V00.83 : 0.83 : 0.75
5. V204 2.00 : 1.62
‘ 6. V203 1.50 1.53
7. VOO.83 » 0.83 0.75
12. VOl.ll ' 1.11 _ 1.10

%
Theoretical or determined by crystal grower.
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Theée results indicate that the vanadium oxides retain their
composition throughout the detected volume of fhe samples
and that the acceptance of the row #1 V.0, sample as.a
standard is justified. '

From these observations it may be concluded that the chemical shift

values obtained for all of the "clean" compounds mentioned above

‘might fairly accurately reflect the oxidation state of the vanadium

atoms in each compound. It is obvious from the combined chemical
shift and 0/V ratio data that the row #5 samples, which were originally
believed to be of the composition V204, have undergone reduction.
Although these samplésvhad been made from the saﬁe batch of powder
that the originai expefiments were performed on, this powder obviously
was exposed to reducing conditions during the time interval between
these two sets of experiments if ome is to rationalize its observed
surface composition during tﬁe latter méasorements;

The source of thov294 eV calcium peak in the VN is not known

but it must have originated in the manufacturing process since it was

“also present in the sintered VN which was obtained from a different

supplier. An X-ray fluorescence analysis of these samples revealed
that no more than O.dZZ of the bulk sample was calcium.”® This
indicates'that it is concentrated at the surface; most likely as the
compound Ca0. The fact that tho VN chemical shift is of the exfected
magnitude suggests that this CaO impufity is located primarily as a
suffacé ove;layer cooering the VN. Such an interpretation is also

consistant with the observed magnitude of the N/V intensity ratio.
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Fromvthe interpolation of the anion/V ratios.in the oxide and the
carbide, the N7V ratio would be expected to be about 2.1/1. However
- if the Ca0 is present as an overlayer then since the detectéd volume
associated with_the nitrogen peak is iess than that of the vanadium
péék, the magnitude of the nitrogen peak will be more severely attenuated
than that of the vanadium a;d this is what is observed. Although
the intensity rétioé indicate that a small amount of vanadium oxide
my also be present, the VN chemical shift data will be regarded as
being representative of the pure nitride.

Two ¢hemica1 shift values have Eeen reported for VZSB' 'The
larger value is the one thaﬁ should be assoéiated with this comﬁouﬁd.
The smaller value is, I bélieve; representative of the compound VS.

It is well known that VZS3 undergoes the decomposition reaction

->
V.S, 2VS + S

91. This heat treatment was performed

when it is heated above 950°C.
inside the‘vacﬁum_éystem and resulted iﬁ the magnitude of the observed‘
shift changing from -0.53 to -0.24 eV. Since the S/V éeak intensity
fatio esséntially'remained consfant throughout these experimenté, it
appears that the free sulfur remained evenly distributed throughout

the sample. It is not felt that the small amounf of carbon present

is appreciably affecting.the magnitude of the shift results since

although some of the V samples contained almost twice as much of

S
A 23
this impurity as others there was no difference observed in the shifts.

Upon heating the amoupt of carbon was generally reduced, strongly
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suggesting that this impurity'is not bound to the vanadium atoms
(VC being a highly refractory material) but may have been deposited

on the surface during the manufacture of the compound Y may be

253

prepared by the reaction of CS, with V205). The reason for the

2
anomalously small chemical shifts exhibited by these sulfides is :
not entirely understood. Since sulfur is the bnly one of the anions
studied which has its unfilled 3d levels low enough in energy to
impart some appreciable poftion of their character to the chemical

“bonds formed, it is likely that this féct underlies the peculiar
behayior of these compounds. This phénomena maj be viewed as ; form
of back—donation’of electrons to the cation through the medium of
these d-orbitals. Hartree-Fock-Slater calculations have been carried
out for Suifur and tﬁeir résults have sﬁown that even a small amount
of d—orbital'charaétér in a bond will significantly alter the change in
bindihg energy of the inner sﬁells.21 Unfortunately the amount of d-
orbital participation in ﬁhe bonding is unknown and is therefore
unable to be compensated for. For this reason, the sulfide data
'Will not be included in the discussion regarding the dependence of
the chemical shift upbn bond ionicity.

The last three entries in Tables iII—Z and III-3 were not
extensively investigated since it was apparent that they were too
complex in their make—up té readily glean useful information from
them. Due to the obviéus influence of impurities upon the observed

shifts and the lack of information concerning their distribution

throughout the surface layer, there is simply not enough information
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available in these results to untangle the problem. Although one
could conjecture as to the state of each impurity and rationalize
the observed data, this will not be ddne. These results afe therefore
presenfed only so that the interestea_reader méy peruse them and will
appreciate the difficulties involved in working with these more
complicated systems and recognize the practical limitations of the
technique. | — |

The reai question at hand is, of course, what sort of correlation
can be made between the sign'and magnitude of the observed shifts and
thé strength of the éhemicai bond in the observed compounds; This

question will first be directed at the L transition results,

3M2,3M2, 3
The fact that all of the transition energies decrease in absolute
-magnitudé would be expected a priori. As previously péinted out, the
more electropositive element in a bipary compound will tend to
transfer some  fraction of its valence electronic charge to the more
electroﬁegative element, thereby resulting in a greater effective
nucleér cﬁarge on its remainihg electrons and increasing their binding
energy. If the magnitude of the binding energy incréase is similar
for each'energy levgl, é Suéposition which is confirmed by XP§
results,21 reference to Eq. (I-13) shows that the observed Auger inner
shellltranéition energy change will be tqward a‘sﬁaller kinetic energy
of the ejected electron.

In order to glean any information about the nature of the charge

transfer associated with the observed chemical shift, it is necessary

to compare the results with a standard: a scale of bond ionicity.
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At the present time there exist four basic theories which deal with

the problem of creating such a yardstick. These are listed in

Table,III45'along with the experimenfal origins 6f the parameters

which appear in each theory. Discussion of the merits. of

Table III-5

Bond Tonicity Theories

yvpe of Bond.
Theory

Covalent

Tonic

Thermochemical’

Valence bond-M.O.

Pseudopotential

Dispersion Theory

Heats of formation of
elements

Heats of formation of

homopolar IV crystals

Three parameters'
fitted to interband
energies

Dielectric constants
of homopolar IV
crystals

Extra-ionic or
heteropolar energy

Atomic spectra

Three parameters
fitted to interband
energies ’

Dielectric constants
of heteropolar
crystals

each approach is . beyond the scope of this thesis and will not be

presented here, especially since a fairly detailed comparison is made

in the literature. - The dispersion theory of Philips and Van Vechten

(henceforth referred to as PV) is the most suitable for our purposes.

This statement stems from the fact that it was specifically designed

to account for solid state effects,'it treats the covalent and ionic

contributions to the ionicity on equaIiterms (unlike the Thermochemical

approach which ignores the'effect of the covalent bond or the VB-MO
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approach which includes it only as a.seeond‘order term), and it is not
affected by the requirement of subjectively weighting the various parts
lof the experimental spectrum in fitting the theory to it (as in the
Pseudopotential case).

Detailed discussions of the PV Dispersion Theory and its

92-96 and therefore

modifications are presented in.various papers
only a short sketch of it will be given here. The theory originally

grew out of an attempt to,develop a.simple model to explain the

observed dielectric broperties of solid compounds. The usually compli-
cated crystalline band strueture ie instead represented by the isotropic
bands associated with the hearly free electron model of the band struc-

~ ture. The total (average) energy band gap, Eg, which is associated

- with this model is shown to be decomposable into homopolar and heteropolar

parts, designated as E, and C respectively, and the relationship which

h

exists among them is

E% = g%+c? . : . (III-3)

The fraction of ionic and covalent character of the bond may then be
defined by the expressions

. 2,02 2,2

fi = C /Eg and fC = Eh /Eg . (IITI-4a,b)
The average homopolar energy gap is taken to be a function of the

nearest-neighbor distance only, and an expression for it may be derived

By observing the dispersion of the dielectric constant in the Group IV

i
i
i
:
i
|
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elements of the Periodic Table (i.e. C, Si, Ge, and Sn). The expression

developed for this gap is

g = 327% (ap | (ITI-5)
h s
- d .
where
d = the boﬁd length expressed in Angstroms
s = 2,48

An analy;ic formula for the heteropolar gap was then constructed to
describe fhe variation of the observed values of the total band gap
for different compbunds} This expressidn, which has been extended to
accomodate comp;unds-of the AmBn type which may contain cationic

d--electrons,96 is

14T ] 1/2 e_ksro [OZAe(n/m)Z

C=14.39 b [1 B ] (eV)  (III-6)

—(FfC/fi) T
where - /
' = (2
b = 0.089 (NC)
ﬁc = the évéfage co—ordinafion number of the crystal =
m n '
[(m-l-n) Nc(A) + (mi—n) NC(B):I
I' = the fraction of empty d-levels = the number of d-shell
holes per formula unit/the total number of valence
electrons
e-ksro = the Thomés—Fermi screening factor
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k.= 2.729 at/6
n = the number of s and p electrons per.AmBn/thé molecular
volume of A B in A3

r = d/2

0 .= Tthe bond length of the Group IV element in the same row
of the Periodic Table as B/the bond length of the Group v
element in the same row as A |

’ZA, ZB = férmal vaiencies of A'aﬁd B respectively

In determining C for a compound containing d-electrons, it is obvious

that a selffconsiStant ca;culation must be perférmed since the right-

hand side of Eq. (III-6) contains the term 02 within the fc/fi ratio

appearihg therein. |

Using this PV theory, the calculated ionicity values of the éom—

- pounds which have been studied are

~Table ITI-6

Calculated PV Ionicities for Vanadium Compounds

Compound , ' fi
V204 : , . 0.95
V203 : 0.94
\¢ ' 0.93
VN 0.87
Ve ' 0.70
VZSB . 0.9097
VSi ' 0.52

2

v
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The observed chemical shifts of the clean compounds listed in Table

III—2,vwith the exception of V have been plotted vs. these‘ionicity

253>
values and the results are shown in Fig, III-9. As expected the graph
varies in a fairly linear manner from an ioniéity value of zero to
that ionicity region near the compound VO. Such behavior is quiteﬁ

easily rationalized since the two most loosely bound electrons in

vanadium are in the 4s subshell. These electrons have relatively

. . 98 o ,
little core penetratlon9 and therefore their "removal" from the

vanadium atom could reasonably result in the system following the

dictates of the préviously expounded valence shell model of the inmer

- shell shifts. The next set of electrons that would be affected are in

the 3d subshell. These electrons have a significant amount of core
penetration and any increase in their mean distance from the nucleus

would be expected to result in a significantly larger increase in

the effective nuclear charge upon the remaining electrons than that

which results from the donation of the 4s électrons to another atoﬁ.
Consequently it 1is vefy attréctivevto associate the "knee'" in Fig. III-9.
with such a 3d electron loss effect. Although this interpretation

may be generally valid, it may well be suspeéted that the éituation

is indeed more complicated than this simple model suggests. There

"are a number of effects which modify the energy of the emitted Auger

electron and most of these are to some degree dependent upon the oxida-
tion state of the atom. These effects will be brought to light in

the following discussion of results which are related to ours.
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Fig. IIT-9. The magnitude of chemical shift of the vanadium

L3M2 3Mp, 3 Auger transition in the vanadium compounds relative
to vanadium metal plotted vs the calculated Phillips-Van

- . Vechten ionicity values for the compounds.




Twojpapers have appeared in the literature which directly bear upon
our results. The first of these was a series of XPS and AES chemical
Ashift experiments carried out on TiC, TiN, TioO, Tioz, and VC by
Ramqvist et.al.gg'on the Uppsala instrument. The second contains.

similar experiments on V205 done by Fiermans and Venﬁik;79 their XPS
data was obtained using a Hf 4950A XPS machine and the AES experiments
were carried out in a R.F.E.A. system‘identical to ours.  All of these
authors measuied their shifts at the maximum in the eﬁergy‘distribution
curve and their‘éombined results are listed in Tabie IiI;7.

It will be noted that the magnitude of the XPS shift for é'given
energy level increases as theloxidation state of the cation is increased;
the fact that TiO appears to be an exceptioﬁ to this trend is probably
due incomplete oxidation since the Ti-0 system.aléo possesses a solid
éolution range around the moﬁoxide. It will also ﬁe nqticed thgt the
~shifts for TiO2 and V205 are ﬁgch larger than would be anticipated if
tHe trend of thé lower oxidation states were tq be linearly extrapdlated
out to these compounds., This effect is a logical one since, as
previousiy mentioned, the removal of the core-penetrating 3d electrons
: wouldvbe expected to have a greater effect than that of the 4s
electrons, All of thesg results are in accordance with our observations.

-The sequence of shifts in the V,05 L and M subshells can also Be
rationalized using céfe penetration effects. Althougﬁ it might be
expected that the cémplete rémoval of a Bd electron from the cation
vwould.affeCt the M electrons to a greater extent than the L electrons

(see, for example, the electronic probability density distributions
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Table III-7

Supplementary XPS and AES Data79’99

AK AL, ML, | My o, o
TiC ~1.00.4 ~1.3%0.1
TiN ~1.2¢0.4 ~1.5%0.2
TiO0 -1.0%0.4 -1.0t0.2
Ti0,  -4.3t0.4 ~4.9t0.2
ve -1.5%0.4 ~1.8t0.3
V,0, -5.3 -5.3 4.2 4.7

ARLLy AT MM)) A(L3Ml¥2,3) AL, My 5) BN, 5V

TiC -1.5%0.4
TiN ~1.9%0.4
Ti0 ~1.6%0.5
Ti0,  -5.840.4
Ve ~2.4%0.4
V.0 -2 -2.5 -2.1 ~-1.2

6 13
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in Fig. 20 of Ref. 98), it will also be éerceived that since the
frue effect is rather a slight outward redistribution of these
electronslfrom the nucleﬁs the aﬁount of change‘in the 3d-L overlap
" may be of a similar magnitude as the change in the 3d-M overlap.
Combined with the fact'that‘the L subshells tend to shield the outer
subshells from the effective increase in the nuclear charge, the
obsérved larger shifts for the L shell energy levels can be
rationalized. .The observatién that the M subshell shift is of

72,3

. a greater magnitude than that of the M, subshell may be ascribed to

1
a geometrical effect: the 3d orbitals overlapping the directional

M levels to a greater extent than the symmetrical M

9.3 levgl.

1
The fact that Ramqvist et.al; found tﬁe difference between
subshell shifts to decrease in the order TiC, TiN, Ti0 is more
difficuit to explain. Those authors concluded that this indicated
that 3d electrons are to some extent transferred to the anion and
that the amount of this transfer increases in the order TiO, TiN, TiC.
This effect was rationalized by arguing that although the nonémetai
bonding levels Will‘be more localized in going from the carbide to the
oxidé,vthe additional electrons in TiN and TiO partially enter ;he
nearly higher energy lévels which are antibonding in nature and are
-primariiy localized around the cation. The position of Ramqvist et.al.
is supported by some observations on the variation of the vanadium

V/L3M peak.intensity ratio. This data is presented in

M M
L3%,37/13%,3%,3

Table III-8. Although the numerical results are tenative since they

are typically based on four individual observations of this ratio in
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the compounds, a trend is definately indicated. As pointed out in

Table III-8

Vanadium Single Valence Band to Inner Shell Transition Peak
Intensity Ratios for Various Compounds

e ey e e e
b A

?omPound L3M2;3V/L3M2’3M2’3.Inten31ty Rgtlo
v | S 1.13
V204. _ 0.73
V203 _ 0.84
VO _ 0.93
VN ‘ 0.89
Ve - _ 0.85
VZSS - 0.96
VSi2 0.96

the next section, the available evidence suggests that it is the 3dv
electrons which make the overwhelming contribution to the intensity
of the L3M2’$V transition péak. From the table it wiil be noted
that the intensity ratio declines in the order VO, VN, VC, thereby
indicating tﬁat more of the 3d electron density is being transferred
to the anion in the carBide than in the oxide. XPS measurement of

the shifts in the subshells outside of the L. subshell would prove

3

useful in further clarifying this question. This data also indicates

v

that the amount of this spacial transfer of electron density is
relatively small with respect to the metal atom radius since the

and M

amount of overlap of the electronic demsities of the M 4 5
: b

2,3




to the observed (AL

" W

ModoUog 8 s

shells is seen to remain sﬁrprisingly constant, a fact which would also

.seem to warrent further experimental investigation., It is not clear

to what degree this d-electroﬁ donation interpretation is valid since
the effect'of orbital relaxation also enters into the picture. There
are two relaxation effects which modify the energy of a photoemitted
(or Auger) electron. The first is due to what has been termed

100,101

dynamic relaxation and is the result of the occupied outer

shell orbitals undergoing a collapse toward the newly'created vacancy

thereby accelerating the outgoing electron and resulting in an apparent

decrease in its binding energy. Since this atomic relaxation energy
is dependent upon the ﬁumbér of electrons outside the ionized shell,
one would expect thé (negative) shift in the relaxation energy upon
the removal of elect?ons during compound fdrmafion to bevgfeater for
the outer shell electrons than for the innerishell ones, Calculations
suggesf that this sﬁift would be on the order of magniﬁude‘of 0.1-1 evV.
The size of the change between the L3 and K shifts would however be
expected to increase from the carbide to the oxide, in contradiction
B—AK) difference. There algo exists .an energy
contribution due to extra-atomic relaxation’.101 This effect has

Eeen observed for atoms which are placed in a édlid—state environment
and is attributed té the relaxé;ion of elecfrons from the neighboring.
atoms. This relaxation‘effect would be expectéd to be of the same

magnitude as and vary in a manner similar to that discussed for atomic

relaxation. Therefore it is concluded that the d-electron donation

effect in the'carbide, nitride, oxide series is real and, if anything,
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larger than that indicated By»the XPS results.
Turning our attention to tﬁé;AES results in Table III-7, it”
will be noted that 1) the AES sﬁifts'of Ramqvist et.al. are generally

slightly larger than those predicted by their XPS data, and 2) the

L e

AES shifts predicted by thé XPS data of Fiermans and Vennik are
substantialiy larger than those observed and the magnitude of the
shifts varies anomalously for the L3M1Ml, L3M1M2,3, and L3M2’3M2’3
transitions.

Although éxperimental uncertaintyvmay account for the trend noted
in the first observation, another explanatioﬁ ié also possible.
Shirley102 has recently pointed out the discrepancy between the
observed absolute energies of inner shell Auger transitions and those
calculated using'Eq. (1—13).  Hé noted that two corrections should
be made to that equation._ The first of these was first proposed by
Asaad and Burhop103 who.réalized that the binding energy of the Auger
electron will be inéreased by the amount of the two-éleétron .
interaction for_theienergy levels in thch the final state vacancies
are located. Shirley_l02 noted that the use of eﬁpiriéal XPS binding
energies in the calculation would automatically compensate for the
dymamic relaxation processes occurring du;ing an Auger event, but
thét a so—called:static relaxation effect also exists. He reasoned
that the relaxation of the outer orbitals during the de-excitation of
the Xp electron would create a more repulsive environment for the Y

electfon, thereby raising its orbital energy by an amount R. The

Auger energy should therefore be given by the expression




EonpY (2) = Ewo(z) - EXp(z) - Eyq(z) - 6y - F (XY ) HR . (III-7)

q
where
F (X ,Y ) = the Slater integral for the X -Y interaction
o P dq v P q .

R = the static relaxation energy (See Ref. 102 for its forﬁ)

To a degree sufficiently accurate for our purposes, the electron

interaction correction for inner shells should not vary upon’chemical

~ bond formation. However, the amount of relaxation should decrease

for a compounded atom relative to an atom in a metal. This would

‘increase the magnitude of the AES shift and this is what is observed

for the results of Ramqvist et.al;‘.Since the magnitude of the change
in the static relaxation energy would be expected to be on the order

of 0.1-1 eV, it is suggested that this effect may be being observed

“here.

As to the results of Fiermars and Vénnik, it should be first
pointed out that those authors have used LEED and AES techniques to

establish that V, 0, undergoes a decomposition to V upon interacting

205
with an electron beatn.lo4

4 6013

This fact is recognized in the table and

accounts for.some partﬂéf the discrepancy betﬁeen the observed AES
shift.magnitudes and ﬁhpse galculated from the X-ray data for V205.
Difficulties in phé determination of the work'function ?f the AES -
spectrometer miéht also contribute to the discrepanéy.- Oné §ther

plece of information éuggests; however, that a fairly large discrepancy

M;, and M, energy

does exist. If the\gbsolute values for the LZ’_LB’ 1 2,3
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bands for V203 (by Honig et.al.sa).and for V (Fiermans and Vennik79)
are compared, the values obtained for the shifts of these levels are
-4.3, -4.5, -3.1, and -4.1 eV respectively. (This procedure is not

quite as risky as it appears since bofh XPS experiments were carried

out at the Hewlett-~Packard laboratories, on the same machine, and with

H-P personnal. The energy calibration was therefore, in all probability,

" carried out in the same manner.) These calculated XPS shifts for

V203 are quite consistant with those observed for Vzo5 and TiO2 and

the predicted AES shifts calculated from.them are again too large
when compared with'our'AES.data. The source of'this difficulty may
again lie in the question of relaxétion. Although the conclusions
presented above for thg KL2L3

valid since the equations dealing with the relaxation phenomena have

titanium compound shifts are quite

been proven to work well with the tightly bound inner shells, it is

not cleaf.to what extent they may apply, if at all, to the loosely bound

inner shells. Although the author can only surmise that this is
indeed the.cause of the observed discrepancy, it dqes seem to be the
only valid arguement availableAto rationalize the observations. More
work is obviously called for in this area. When this effeét is better
understood perhaps it will also explain the 6bserved yariatioﬁ in

| transition shifts. It

energy of the L L MM 3s and L M
. b4

_ M L3 32,342, 3
is also possible that due to the small magnitude'of the first two
transitions relative to the latter one, the uncertainty in peak

positions is large for these transitions (Fiermans and Vennik do not

specify any confidence limits) or that fheir position was altered by




the method of background subtraction employéd.A It miéht also be noted
that the observed L3M2 3 2,3 shift for V(0,4 appears to»be a bit too
low when compared to our results but this may be due to the afore-
mentioned difficulty of measuring the position of the.energy distribu-
tion maximum for this'transition peak in the compouﬁds.

Despite all of the difficulties mentioned above if is quite
clear from the data whlch was accumulated on the vanadium L3M2 3 2,3
Auger transition that the chemical'shift associated with this (loosely

bound) inner shell transition varies in a reasonable and understandablé

manner upon compound formation. This has been the first in-depth
79,105,106 '

_study ’ of the chemical shift effect for inner shells using
electron-excited AES techniques and one can readily grasp its potential

in supplementing LEED and regular (i.e. qualitative and quantitative)

AES data in elucidating the chemical composition of a thin surface

layer.
b. The L3__2 OV transition. That the situation existing for the single
valence shell L3M2 3V transition 1s somewhat different is evident by

observing the shift variation for this process in Table III-2. Before
proceeding to a discussion of this transition, however, an additional
piece of informatioﬁ that can be gleaned from the AES information

will be presented: the variation in the width of the'valence band.

As previously pointed out, the width of the inner shell transition peaks

in the compounds is not expected to (or appear to) vary from that

observed for vanadium metal. The oﬁserved standard deviation of the

L3Mé 3Mé 3-transition'was measured at 1.99 eV. This number is based
s _ . ‘ :
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upon the assumption that the peak is Gaussian in nature since the

value was calculated from the difference in energy between the maximum

of the dI/dV curve and the high energy minimum of its derivative.

When this value is corrected for the amplitude of the modulation

Voltage and for the ILW of the analyzer (see Appendix V), the corrected

standard deviation, Cc’ is 0.92 eV and the FWHHc = 2,15 eV. Using
X-ray absorption techniques, Fischerss hés determined that the w;dth
of the-L3 peak.is 0.5 eV, This value is the width betweén the 0.25
and 0.75 amplitude points of the absorption éurve and it is not clear
whether this valﬁé should be considered the FWHH of thé peak as
suggested by Béeman and Friedmanlo7 or wﬁether this value is equal
to 1.35 o, assuming a Gaussian peak distribution. In the lattef case,
the FWHH'would‘prove to be 0.9 eV. Assuming’equal.widths for the
L3 and M2’3 energy levels and recogpizing thgt the maximum possible
Auger peak width is the sum of the individual level widths, our data
~ would imply a minimum FWHH of 0.7 eV for eacﬁ of these levels-a vaiue
- in good agreement with Fischer's observations. |

The observed standard deviations of the:L$M2’3V ?eaks, the
corrected standard deviation; and the corrected FWHH of each are
.1isted in Table IIT-9. The last columnbgives the calculated wi&th of
‘the valence band alone after subtracting ouf the assumed céntribution
(2/3 of 2.15 eV) of fheuinner levels. Our valence band FWHH of 2.7 eV
for vanadiﬁm metal compares well with the “_2.§'eV width of the 3d

levels as measured by Eastman;86 From these results it is strongly

indicated that the main contribution to the L3M2 3V transition width
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Table ITI-9

. Valence Band Widths for the Vanadium Compounds .’

o(eV) | : oc FWHHc FWHHVB
' 2.86 1.75 4.12 2.69
v,0,* 2.81 1.70 4.00 2.57
V,0, . 2.82 1.71 4.02 2.59
VO, g3 - 2.85 1.74 4.1q 2.67
N . 3.07 1.96 4.61 3.18 -
vo. 4,60  3.49 8.21 6.78
V,S5 . 2.98 1.87 4.40 2.97
vsi, - 3.17 2.06 4.85 3,42
The actual composition of this reduced V204.is V3O5
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from the valence band in metallic vanadium comes from the 3d levels, a
not unexpected result considering the high density of states occurring
in this Tevel and its large overlap with the core levels relative to

that of the 4s electrons.

e

The most notable features of these results are the slightly

and the very large width

2
85

larger valence_band.widths of VN and VSi
could be found, Fischer ~ has

of VC. Although no other data on VSi2
reported X-ray emission spectra of VN and VC. Although his data sug-

gests that the VN M L3 emission peak is 10-20% wider than that

>

4,5
observed for the metal, this also appears to be true for his V203A
spectrum peak and the observed adsorption peak widening may be due

to the uncertainties in separating out the various components of the
spectrum. The situation existing for VC is less confusing. The
emission spectrum from this compound shows the peaks from the vanadium
M, . > L, transition and the carbon L -+ vanadium L. cross—transition
to overlap to a large extent. The combined width of the resulting
peak is 2 to 2.5 times as large as the vanadium M4 5 -> L3 transition

. . . 2
peak width., Since it has been pointed out that a strong admixture
of the carbon 2s and 2p levels with the vanadium 3d levels is 1ikely,107
it would appear that the valence band contribution to the L,M, 5V
. . : . ’

Auger transition is reflecting this interatomic interaction.

Returning to the topic of chemical shifts, upon a bit of reflection

it will soon become obvious that when one is concerned with the

2

measuremént of the dzI/dV high energy minimum of a single valence

band Auger transition it is the position of the high energy edge of




the vaience band that will enter into the_calcuiations and not the
position of the peak maximum. This is true because the highest
kinetic energy Auger electrons will be emitted from this edge and the ’
': high energy minimum of the d I/dV2 trace should mimic its movement
The filled 3d density of states drops off»precipitously at the
Fermi level and therefore our‘reference is well defined. In fact all
._of the compounds studied, with the exceptionvof Vzdg,'ere conductors
et room temperature. It will therefore.be assumedithat_the steepest
portion of'the high energy-valence band edge (henceforth referred
.to as the HEVBE) occurs ‘at the Fermi level for V2 3, , VN, VC, VZS3
- (and VS), and VSiz. 'It is unfortunate that except for V2 3 B
valence band XPS spectra have been published for these compounds so that
this aSSumption may be verified It is desirable to have a check on
this seemingly valid assumption because a high“density of states edge
may.be*present at eome energv below the;Fermi.ievel with only a low
'density of'etétes intersecting the Fermi levelvto provide the‘properties
of conduction N |

The coincidence of the X—ray emission peak end absorption edge
.in v, V203, VN, and VC argues that the preceeding assumption is a good
one for these compounds The V 03 valence bandASpectrum by Honig
et.alsaclearly shows the large drop—off of the occupied states at the
Fermi level and provides direct confirmation of the assumption for
this compound. From the trend noted above, one_would expect the

situation to be similar for the vanadium monoxides and the vanadium

sulfides of‘intereet'here.' If there 1s little or'no net d-electron
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transfer in V00.92, V00.83’

the L3M2 3M2 3 shift data and the emsuing discussion, them the L
* 9

shift difference in these compounds relative to the metal would be’

V283, and VS, a supposition supported by

3™y 3

expected to be zero. Since the position of the HEVBE is also unaltered,

the'L3Mé 3V shift would be expected to.be zero if static relaxation
) . . .

effects_arelignored. For the conditions stated above, no shift would

be expected for VN either, and the L V shift result might then be

M
‘ 32,3
considered as evidence that little or no d-electron transfer occurs

in this compound. It seems likely that such transfer does occur in

VC, however. If the AL3-AM2 3 shift is the same for VC as that

measured fpr V203 and V6913_and calcglated for V204, noting that the

shift difference appears to remain constant throughout this range of
d-electron removal and may therefore be a geometrical effect, valid

for any significant amount of d-electron transfer, then a L3M2 3V
. b

shift of + 0.4 eV would be expected. This value is of the correct
sign and magnitude as that. observed for VC. Applying the same logic

as above, the V203 shift should also be + 0.4 eV and this value is

" larger than the observed. Proceeding on to VZO4 and noting that
Goodehough,pléces the HEVBE 0.4 eV below the Fermi level, the
anticipated shift would be 0.0 eV which is at least in the right

direction relative to V203 and VC. It might be pointed out that the

V204 band gap is 0.7-0.8 eV wide, which means that if the V204 Fermi

level is positioned at the top of the band gap then the experimentélly

observed difference in the V.0, and V.0, LM, .V transition shifts would
. 273 274 "372,3

be predicted. More likely, however, is the possibility that a localized
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statlc relaxation energy is affecting the observed Auger electron
energy. Since the magnitude»df such a relaxation would be dependent
upon the number of valence electrons avaiiable‘to move toward the
vanadium atom,.one can argde that the relaxation energy should increase
in the order V204, 203, Vo, VN, VC,vV. If this relaxation energy
remains eesentially unchanged until true d-electron bondnformetion
occurs and is on the order of 0.3-0.4 eV for V203 and V204, then the
observed results will be reproduced by the calculations.

From the ebove discdssion it is clear:that the type‘ofbcheﬁical
bonding infermation tﬁat is desired for elucidating surface chemical
compositione is not teadily obtainable from the observed Auger single
vaience band transitions; "However it also is aptarent that when the
appropriate‘XPS information on inner shell shifts and the valence
band density of states becomes available, observations on this type
of transition may ptovide valueble information about the variation in

electronic screening which occurs in the valence band upon chemical

combination.

3. The Oxidation oijanadium

After it was determined that the shift of the L3'M2 3 2,3 tran81tion
was useful in distinguishing between the vatious oxidation states of
venadium, a number-ef oxidation runs were catried out upon a vanadium
metal single crystal in an attempt to further probe the chemistry

and homogeneity of -the V-0 system in the thin surface layer sampled

by AES.
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A (100) crystal face was oxidized by various temperature-pressure

7

combinations in the ranges 25-1200°C and 10 = =~ 10_'2 Torr respectivély.

The exposures varied from 102 - 107 L (1L = 10-6 Torr-sec). The 0/V

intensity ratio was monitored after each gas exposure as was the posi-
tion of the L3M2’3M2,3

from one of the (room temperature) oxidation runs is shown in Fig, ITI-10.

peak. A graph illustrating the results obtained

This graph is useful since it shows all of the speétrum changes that
have and will be discussed. These are

- 1. The quite noticeable downward shift in energy of the

L3M2,3M2,3 tran31tion peak.
2. The virtually unaffected position of the 'L'3M2 3V transition
. b
peak.
3. The changes in the intensity ratio of the L3.2 3V and
| b

L3 2,3 2’3‘tran81t:i_on peaks

4. The overlapping of the vanadium L3VV and the oxygen KVV
transition peak (near 510 eV).

5. The changes which occur in the low energy part of the spectrum.

After measuring the effects of the oxidation run, the position of the
reference (i.e. vanadiuﬁ mefal) peak was gstablished by resistivelyb
heatingvthe crysfal above 1000°C in vacuum for 2 minutes, this heat
,tréatment being sufficient to restore the AES.trace which is charagteris—
tic of the unoxidized surface. Using this procedure one eliminates |
any error due to a work function change of the energy analyzer resulting

from the adsorption of okygen upon its surface. In these experiments

e
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Vanadium oxidized at room temperature

X0.4
Vanadium metal
xX0.2
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20.0 50.0 "375.0 . 525.0
XBL 7111-7644

Fig. III-10. The dzI/dV2 AES spectra of vanadium metal and of

- room temperature oxidized vanadium (approximate compositions:

'V00.8) showing the peak intemsity changes and chemical shifts

occurring as the result of oxidation.
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the vanadium reference peék was typically monitored both before and
after the oxygen exposure and the detected change in the analyzer
work function never exceeded 0.05 eV. This is within the error of
the experiment and, in fact, one would expect little or no change
in the analyzer work function for a simple gas like oxygen since
the analyzer is already coveréd‘with the adsorbed ambient gases and
therefore the sticking coefficient for the surface would be essentially
zero,

The resulfs thaf were.obtained are shown in Fig., III-11, which is
a plot of the observed chemical sﬁifts vs; the observéd 0/V peak intensity
ratios obtained from the oxidation runs. The dafa for the "known"
vanadium okides are also included to éerve as reference points. These
experiments had been carried out as part of the program run at 6 volts
p-t-p modulation magnitude in the dzI/dVvaode and are corrected, as g
explained previously, to the 2 volt p-t-p values. The data points clus-

reference point are the results of runs

7

tereq below the Voo.92

carried out at 25°C, in the pressure range of 10
6

—.5><1O‘-'4 Torr.,.
and at exposﬁres varying from 90 -~ 5X10 L.. These resﬁlts indicate
that the product formed is in the oxygen—deficient region of the VO
solid solution range and ﬁas an approximate composition of VOO.B.

AThe single point occurring at the approximéte composition of VOl 2
was obtained after oxidation near a temperature of 75°C, a pressure of
3><10"4 Torr, and = 3X106L exposure; it indicates the ability to form

an oxygen-rich solid solution at this slightly elevated temperature.

Those points clustered between the V203 and V204 reference points

N
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‘Fig. III-11. The chemical shift of the vanadium L3M2”3M2,3 Auger
transition plotted as a function of the oxygen /vanadium
‘L3Mp 3V half-peak height ratio for the vanadium metal oxidation
-runs. The "known" vanadium oxides are included for use as

reference points. :
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resulted from runs in the temperature range 400-1200°C, pressures in

5 6

the'5><10"4—5><10—3 Torr range, and exposures from 2x10~ - 8x10" L.

They suggest the formation of an oxide with a chemical composition

1.6-1.7°

broadened with respect to those obtained from the known oxides, it

corresponding to VO Since these peaks did not appear to be

seems unlikely that these data points are the result of the formation

of a mixture of V203 and V204.

reference points was obtained after a 150°C oxidation run at a pressure

of 2><10_4 Torr and an exposure of 1.5><106 L.

The point occurring near the V203

Because of the linearity of the results, it may be concluded
that the oxygen diffuées into the vanadium lattice and a seemingly
homogeneous surface layer of the oxide at least 10 Angstroms thick
is being formed at the oxygen exposures used. It should be noted
that the structural rearrangement of the b.c.c. vahadium metal to
accommodate the oxygen atoms in the Vd crystal lattice should not
prove difficult since VO has the f.c.c. (NaCl) structure.69 The
higher vanadium oxides, however, have more compiex crystal structures
and the results indicate that the energy available at 25°C is not
sufficient to form these structures, at least at a fast enough rate to
be detected by these experiments. In ail of the experiments no
surface structure due to the formation of the V-0 compound was
observed. Monitoring of the surface using LEED ﬁerely showed a
dimming of the vanadium diffraction pattern and its subsequent blending
into fhe background, indicating that a completely disordered surface

has resulted.




It is perhaps initially surprising that the high temperature

oxidation of the metal did not produce VO the V4+ species being

2>

the most stable of the vanadium oxidation states. However an investiga-

tion of the phase equilibria in the V2 3 VO2 system by Katsura and

Hasegawa109 has demonstrated that a number of Magneli phases are
formed when the system is heated to high temperatures, the particular
phase depending upon the oxygen partial pressure in the system., They

determined that the V305 phase was formed in the pressure range

3.3X10 to'9.6X10 3 Torr, this being the range in which most of our
high temperature oxidation runs were carried out. Since these

experimehts yielded a composition on the order of VO (i.e.

1.6-1.7

V304 8-5 l), it appears likely that we were observing the formation

of this Magneli phase. v The lack of broadening of the L3 5,3 2 3

transition peak also indicates the presence of a surface layer in

-which all of the vanadium atoms are in the same oxidation state, as
' 110
9

and V02), a broadening of this

they are in this defect structure of VO In the case of the

formation of an oxide mixture (V2 3

transition peak would be expected due to the overlap of the peaks
from each oxidation state. Furthermore, we observed the formation of

a compound with the composition of V203 when the ox1dat10n was

performed at an oxygen pressure in the range (below 3.3x10° Torr)

where Katsura and Hasegawa prepared V.0, in bulk quantities. Our

273

‘results therefore support their data on the presure dependence of the

formatlon of - V203 and V305 and, in addition, indicate that no

compositional anomalies occur within the surface region.
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4. The Low Enérgy Auger Transitions

a. Transition assignmeﬁts. The low energy Auger spectrum of vanadium
‘was also monitored during the oxidation of the metal; Figure III-12
shows typicalvspectra obtained in the 0-75 eV region both before and
after room temperature oxidation runs. As shown previously, the

oxide formed 1s of the approximate composition VO The energies

0.8°
of the observe'd.dzl/dv2 high energy minima are listed in Table ITI-10.

For the most part the origins of the peaks

Table III-10

Low Energy AES Peaks in the Spectra of V and VO

v . VOO.S
3.7 | 6.0
9.8 |

12.4 | - 13.6
24.8+0.2 | - 25.7£0.3
30.5 |

40.0 41.3%0.3
45.6t0.3

occurring in this part of the‘Spectrum are uncertain. The reasons
underlying this are well-known among workers in tﬁe field.of uv
photoemission.111 The main problems which arise are due to 1) the
variations which exist in the unfilled density of states for a region

extending several tens of eV above the Fermi and 2) the complex and

i
|
|
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Fig. III-12., The O eV to 75 eV region of the dZI/dV2
AES spectra of vanadium metal and of room temperature
oxidized vanadium demonstrating the changes which
occur upon oxidation. :
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strong energy variation of the transition probability existing for . |

double valence band transitions. It has only been recently, however,

that the influence of these effects has been pointed out by workers
112 -,

in the field of AES. However because of their large intensity

relative to that of the higher energy transitions and the often times

large (= 15 eV) AES shifts observed, the majority of published AES.
shift data has focuéedvon these peaks.vllB_119 |

The only Auger peak in this part of the vanadium spectrum which ,‘. ;
may be assigneﬁ with any degree of certainty is the one observed at
30.5 eV in the metal. Considering its energy, its aﬁplitude, and. its

response to the adsorption of gases, it is almost assuredly a valence

band transition of the type M2 3VV. The low energy (3.7 eV) peak.
b .

is also eesily.explained;_it is not due to an Auger transition but
rather is associated with‘thebsecondary electron cascade peak. The |
" energy of the peak is changed by oxidation as one might easily have

predicted from the shert'discussion of the cascade meehanism.preseﬁted
in Sec. I.A.3. In the figure, thié.peak is also seen to be doubled in

the oxide. This phenomené arises from the fact that the sample was

not fully oxidized within the detected volume: note thaf the M2,3VV
Auger peak has not yet been completelyveliminated (aé it is in the ' 2%
fully oxidized sample).and also refer to Fig. I-20 to note the larger
escape depth of the cascade peak electrons relative to that of 30 eV
electrons. The 24.8 eV peak acted andmalously during different
oxidafien runs. At variousvtimes it appeared to 1) remain constant

in amplitude throughout the experiment, 2) remain constant in amplitude




until the M2 3VV peak had been eliminated whereupon it increased in-
R :

intensity, and 3) grow in'amplitude-simultaneously with the decrease

of the M2 3VV transition peak. This 24.8 eV peak occurs at the'energy
’ .

that would be predicted for the M V transition and energy

1", 3
considerations also suggest that its intensity may at least be partly
due to a plasmon gain mechanism. In addition, since the peak lies

just atithe‘point where the dZI/dV2 curve seems to flatten out this

may also be a factor in determining its behavior.

b. The M, ,VV transition and its oxidation behavior. The main reason

[

’

for the study of this low energy spectrum, however, is not impaired
by the uncertainty concerning the origin of most of the observed

peaks since our interest lies in the one identifiable Auger transition.

2,3

information_gleaned_from it would compliment that obtained from the

. Since the M, ,VV transition is a double valence band transition any
~inner shell and single valence band transitions. Spectra montoring
this transition during a typical oxidation run are shown in Fig, III-13,
As is readily perceivable from the figure, during this particular run
the 24.8 eV peak was not appreciably affected during the extinction

of the 30.5 eV M2,3

a noticéably longer exposure to the oxygen gas. Such results as

VV peak and its intensity is enhanced only after

these.strongly argue against the interpretation of Coad and Riviére
who suggest that this 24.8 eV peak is the chemically shifted analog of
the 30.5 eV clean metal peak. The shift in the position of the

dZI/dV2 high energy minimum of this M, ,VV peak was then investigated

2,3

and the dependence of the shift magnitude upon oxygen exposure is
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Fig. ITI-13. AES spectra taken in the vicinity of the vanadium
My 3VV transition showing the progressive changes which
occur with increasing oxygen exposure.
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shown in Fig.’iIIf14. The dashed_éxtension of thé line is meant to
indicate that the observed trend in the Shift may continue beyohd

the laSt recorded point but no reliable value for the peak position
was obtainable due tb the.reduced peak intensity and the consequeht
ill-definition of the peak high energy minimum., It ié not believed
that the slightly changing background slope in the vicinity of the
peak is causing the‘obserQed shift, aithough it would tend to shift
the observed t:ansition energy in éhe proper direction, because 1) its’
contribution is.negligible when the transition peak is still large

during the initial few Langmuirs of exposure and 2) althOugh somewhat

different values of this slope were observed during'different oxidation

runs, Fig. III-14 shoﬁ that the observed éhifté clustered well

around a constant value for the shift dependence upon the‘exp08ure.
Because of the compléxity of the processes involved here and the
deérth of sué?lemenfary information on the valence bandlstructure

of VO, no attempt will be made to rétionalize the shift observed hére.

It is of interest to note that the M, ,VV transition peak is entirely

2,3
eliminated upon oxidation to VO. This fact suggésts that either

1) there is a large uﬁfilled density of states existing in the metal

to which the transition is coupling and whiqh is béing destroyed upon
oxidation or 2)_the transition involves the two.gs electrons and the

chemical combination localizes these electrons to such an extent that

their spaciél overlap is essentially eliminated.



" -208-.

-0.8 - - ] T K . 1
7
i 7
R Y 4
7
-0.6}~ —
S
A
2 -0.4 -
"
o
P
< -
-0.2 -
0 . | ‘ i i
0 10 - 20 : 30 40

EXPOSURE (LANGMUIRS)
' ' XBL 737- 6484

Fig. III-14. A graph showing the shift occurring in the high-
energy minimum of the vanadium Mp 3VV. transition as a
function of oxygen exposure.
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(whose added assistance in introdﬁcing me to computer programming.is
greatly appreciated), .Bernard Lang, Alan Morgan, Dan Howlett, and
Ted French, A'Special affection is felt for the daily kindness aﬁd ' e
cheerfulness of the I.M.R.D. technical typing group: Shifley Ashley,
Alice Ramireé (who also patiently suffered through this manuscript), .
Jean Wolslegél, ClaudiakRedWOod, and before them Linda Leborgne,
Jane Ball, and Paf Shand.  For their technical assistance.and personal
kindness I am also indebted to all of the other first-rate members of
the I.M.R.D. staff, particularly Lee Johnson, Julien Patenaude,
Jim Severns (whosevlife was made miserable by myself and Varian
electronics), Sandy Stewart, Del Peterson, élen Baum, Patty Acuna,
Mamie Broﬁn, Walt Toufolmin,»and Doug Kreitz. .Emery Kozak is in'a
class by himself, The yearé were indeed fruitfﬁl oneé. The latter :
dnes were made even more so by the presence.of Ann Bertrand who has
touched me aé deeply as one persoﬁ may another. To her and to
vEmileah Beres (who probably'mdre than anything else induced me to -
come to San Francisco) I can onlquffer my dearest thanks énd my love.
In conéluding,,the author would like to thank Dr. Mario D. Banus
of the M.I.T. Lincoin Laboratory for preparing aﬁd characterizing the
VO solid-solution samples and to point out that this.wo?k»was éarried

out under the auspices of the United States Atomic Energy Commission.



Y

APPENDIX I.

An electron orbiting around the nucleus induces a magnetic field,

the intensity and direction of which depend on the electron's velocity

and orbital radius. There is also an inherent magnetic field associated
with an electron, depending on the direction of its spin. The fields
produced are commonly referred to as resulting from the orbital angular

' ->
momentum Ei and the spin angular momentum, s, of the electron, i.

i
These individual electron spins and angular momenta are vector quantities
hed . T .7 +32
and their sum gives the total electronic angular momentum, ;= + S
for an isolated electron. For high atomic number elements, it has been
found that the electronic interactions are well described by the sum
e

over the individual ji's to obtain the total atomic angular momentum
> e . g .
Jj—j =2 ige In this case, it is said that the electron-electron

i .

interaction obeys j-j coupling and the individual electrons are labelled

. according to the traditional X-ray spectroscopic notation as follows:

X-fay Electron

symbol energy state Electron I Electron 3
K o 1s 0 1/2
Ly 2s 0 1/2
L, 2p 1 1/2
L, 2p 1 3/2
M1 3s 0 1/2
M2 3p 1 1/2
M3 3p 1 3/2
M4 34 2 3/2
M5 3d 2 5/2
M i o 1/2
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Often, when the binding energies of two electron states are
indistinguishable, the X-ray symbols are combined for brevity;

e.g8., M4 and MS will becdme M4 5° For low atomic numbéer elements,
b .

however, the atom is better described if the individual orbital angular
momenta are considered to interact together to produce a total orbital.

N .
angular momentum, L = Z Ei' In a like manner for the spin component,
| i I L
we obtain the total spin angular momentum, S = Z S; These quantities
. _ i : : -
may then couple together to form the total atomic angular momentum,

> > -> : . i .
JKS = L + S, in what is known as either the L-~S or Russell-Saunders
- coupling scheme, where a given electron distribution is dendted by
+ -
a term symbol of the form (ZS+1)L+

JLS

g



SRS A Y N
_213_ 43 fsnm
APPENDIX II

This appendix contains the computer program which was used to

- reduce the data that was digitized and punched on papef tape by the

Vidar DAS. A detailed discussion of the Vidar and the subroutine

' FRAMCON which was developed to transfer the paper tape data into

the CDC6600 is presented elsewhere58 and will not be discussed here.

The program AUGERCS requires a total of six other input data cards

in addition to the Papef tape.data. These input cards are read at

the beginning of thé brogram and the meaning of each entry is presented

below, intertwinéd with a brief description of the program exécution.
The program and its subroutines average together a NUMBER of

experimental ruﬁs,'each contéining a maximuﬁ of NX data pdinfs. The

voltage range to be aﬁalyzed is determined by séecifying.a stérting

voltage VZERO and a finishing voltage VSTOP. Déta points outsiae

this range are discarded. Data poiﬁts'within the range are placed.

into a number of stbrége bins for averaging. Any of the experimental

runs may be deleted from the analysis by specifying the nﬁmber of

that run in the paper tape sequence within ISKIP(I). The width of

~each bin is DELTA and the number of bins is obviously determined by

(VSTOP-VZERO)/DELTA. vThe data within each bin is averaged and the curve
may be smoothed by specifying the number M of bins bordering each .
individual bin which are to be averaged together in the next step.

The total number of bins averaged during this step is 2n+l. A linear
background slope cbmﬁensation may be performed between the first and

last points of the vdltage range (SLOPCON) or for any stated slope



200210
9500211

000214
000215
600216
000217
000220
000222
000224
000226
000236
000237
600240
c0n241
000244

000245
000247
000252
000262
000263
000264
000270
000271

. 00c2T1
-0h0273

000274

000277 -
000277

000303
000305
000327
000332

000334

000334
900336
000337
000340
ono342

000343"

000346
000351
000351
000354

. 000355

000357
00036¢
000361
000361

000365 -

98

(e NeXel

100

195
116

(2N 2Xe]

12n

130

140

145

o000

154

16n
170

GO TO 70
CONTINUE

RUN. OISCARD ROUTINE

NUMBER = INDEX

INDEX = ¢

DO 110 J=]NUMBER

DO 100 I=1yNUMBER |

IF (JEQ.ISKIP(I}) GO TO 110
CONTINUE

INDEX = INDEX + 1

DO 105 K=y oNX

X{KeINDEX) = X(KyJ)
Y(Ky INDEX) = Y(KyJ)
CONTINUE
CONTINUE

NUMBER = INDEX
PRINT OUT RAW DATA

IF (PRINTRD,NE,BRRAW DATA) GO TO 145
PRINT 82n

PRINT B3ps NUMBERNX

Nl =1 e

N2 = §

IF (NUMBER,LE,5) N2=NyMBER

GO TO 13a

CONT.INUE

N1 = N2 + )

N2 = N2 ¢+ 5 '

IF (NUMBERW.LE,N2) N2=NUMBER
CONTINUE

PRINT B4y

DO 147 [=14NX .
PRINT 850 To(X(IsJ)sYII0J)sJ=NIIND)
CONTINUE .

IF (N2+LT,NUMBER) GO TO 120
CONTINUE

ASSIGN X~VALUES T0 - APPROPRIATE BIN NUMBERS N(T,J)

NO 180 J=1,NUMBER

V] = VZERO

V2 = V1 + DELTA

K =1

DO 17g l=1sNX

A S X(le) v .
IF (A.LT,v1) Gp Tpo 170
CONTINUE .

IF (A+LT.V2) GO TO lén
K= K ¢4

V1 = V1 ¢ DELTA

V2= V2 + DELTA

GO TO 15p

CONTINUE

N(Tsd) = K

CONTINUE

~9TZ~



000370 180 CONTINUE

noo372 DN 225 1=Y4NX
200374 DO 225 J=19NUMBER |
000403 AVG(Iyd) = ¢,.0
900404 MIM(TeJdy = 0
00406 225 CONTINUE
¢
c . CALCULATE AVERAGE VALUES WITHIN EACH RUN ,,. AVG(KyJ)
- . .
000410 KMAX .= IFIX((VSTOP - VZERO)/DELTA)
000413 D0 23¢9 J=1.NUMBER .
000415 DO 230 I=yoNX
LLLTSE K = N(leJy C
00421 IF (KeLE4n) 60 TO 23n .
200430 AVG(KysJ) = AVG(KeJ) + Y(I,4J)
£00431 NUM(KeJ) = NUM(KyJ) ¢ 1
000433 . 237 CONTINUE o
000440 - DO 250 J=1,NUMBER ’ ki
600442 DO 250 K=)eK4AX
000443 IF (NUM(KyJ) LEeQ) GO TO 249
. co044T AVG(Ksd) = AVG(KeJ) 7/ NUM(Ke D)
) 000453 GO TO 25a . ) .
- 000453 247 CONTINUE
500453 AVG(Kyd) = n,0
200457 259 CONTINUE
r
c CALCULATE TOTAL OF AVG(KesJ) FOR ALL BINS ,,, TOTRIN(K)
c
200464 DO 255 K=z14NX
0gosT2 TOTRIN(K) = A.p
000473 DBIN(K) = g,n
000473 255 CONTINUE.
000474 DO 258 K=1eKMAX
000475 DO 58 J=1,N'MBER.
000476 IF (AVO(KyJ) EQe Ny NaAND K BT, 00 ANDoKeLToKMAX) AVG(KyJ) =
©1(AVGIK®)  J) « AVGIK=1,d)) / 2,0 .
000523 TOTRIN(K) = TOTBIN(K) ¢ AVG(KsJ)
£00530 258 CONTINUE
¢ ) .
----- c INTENSITy DELTA EXPANSION ROUTINE
-
000534 Ml=Mel ol § M2=KMAX.L-M
090537 IF (M.EQ.r) GO TO 275
000540 DO 265 K=y eKMAX
000545 TOTBINH(K) = TOTBIN(K)
0n0546 TOTBINIK) = A 0"
000546 265 CONTINUE
000547 : DO 270 K=M1 M2
600551 M3SK=M $ Ma=KeM
000553 Do 270 1=M3,M4
000564 TOTBIN(K=L=M) = TOTRIN(K={=M) + TOTBINH(I)
000566 270 CONTINUE
90571 GO TO 288
009572 275 CONTINUE
000572 DO 2B0 K=M1eM2
600601 TOTRIN{K=L) = TOTBINI(K)
010602 280 CONTINUE

000603 285 CONTINUE

A YA



200603

000605
000610
000612
000613
000623
000625

.000627

000630
000635
000636
000643
000646

000646
000647
000651
200656
000661
300663
000664
200673
G0067S

000676
0Noe6TTY
000701
000792
00715
390716
000717
0900721
000724
000725

woo727

900730
000735
000740
000742
000743
00744
000753
0007585

000760
cen761
200763
000765
¥00776

00

OO0

s N elg]

OO0

295
380

305
31n
315

34n

354

36n

KMAX = KMAX « (2 # IFIX(GLM})
LINEAR SLOPE COMPENSATION ROUTINE

IF (SLOPCOM,NE,SRSLOPE) GO To 315

IF (SLOPNUMJNE.0+0) SLOPE=SLOPNUM

IF (SLOPNUMNE+Qep) GO TO 295
SLOPE=(TOTBIN(KMAX)=TOTHIN(1))/(VSTOP=VZERO=DELTA®(1.0¢(2,0%GLM}))
SLOPNUM = S{OPE

DO 310 K=1gKuAX

IF (SLOPE) 300,310,305

TOTBIN(K) = TOTBIN(K) *+ (DELTA®SLOPE®FLOAT(KMAX~K))
GO TO 310

TOTRIN(K) = TOTBIN(K) = (DELTA®SLOPESFLOAT(K=-1}))
CONTINUE :
CONTINUE

NORMALIZATION OF INTENSITy DATA

TOTMAX = TOTRIN(1)

TOTMIN = TOTBIN(1)

DO_320 K=29¢KMAX

TOTMAX = AMAXY(TOTBIN(K) ¢ TOTMAX)

TOTMIN = AMINI(TOTRIN(K) s TOTMIN)

CONTINUE

DO 330 K=],KMAX

TOTBIN(K) = (TOTRIN(K)=TOTMIN) / (TOTMAX=TOTMIN)
CONT INVE i

CALCULATE THE DERIVATIVES OF THE INVENSITIES aND NORMALIZE

Ll = L + 1

L? = KMAX = L

VL = FLOAT(L)

D0 349 KsLlsl2 *

KPLUS = K + L

KuINUS = K = L

DRIN(K) = (TOTBIN(KPLUS) = TOTBIN(KMINUS)) / (240eVLeDELTA)
CONTINUE s
DBINMX = DRIN(LY)

DBINMN = DRIN(L))

L1 = L1 ¢ )

00 359 K=Llel2

DBINMX = AMAX] (DBIN(K) +DBINMX)

DBINMN = AMIN](DBIN(K) »OBINMN}

CONTINUVE

Ll = L1 -

DO 369 K=L14l.2

DRIN(K) = ((PBIN(K)-DBINMN) / (DBINMX=DRINMN))
CONTINUE

PRINT QUT FINAL STATISTICS

V7ERO = V7ERO + (DELTA # GLM)
VSTOP = VSTOP - (DELTA ® GLM)
VV(y) = VZERO + (DELTA # p.5)

PRINT 870, VZEROsVSTOPsDELTA
IF (PUNCOPT«nE«SRPUNCH) Go TO 363

~8TZ-



2010600
001022
001026
001030
001043
001045
001061
001064
001066
001072

001076
001100
- 0nllo3

001112

001127
601133
001136
001136
001141
001152
001153
001154
001155
001161
001176
901205
501211
601212
701215
001217
0n1222
001225
n01226
001242
001244
201245
001245
001256
001257
001260
201261
001245
001302
0901303
001305
001323
001337

001363
001363
001363
0n1363

(e Nelsl

366
370

3

g2

384
385

390

400

PUNCH 9504 IDNUMyVZEROyVSTOP,DELTAMDERT VL yNUMBER yNX
PRINT B8R0 :

DO 370 K=1sKmAX

PRINT 890, K,VV(K),TOTBIN(K) DBIN(K)

IF (PUNCOPT.NE., snpuncu) GO TO 366

PUNCH 960+ K.VV(K)-TOTB!N(K);DBIN(K)

VV(K+]1) = VV(K) + DELTA

CONTINVE -

CALL GRAPH ()1,4KMAX,1, VV(I),TOTBIN(1),DUM)

CALL GRAPH (1-KMAXolovv(l)’DBIN(I)oDUM)

CURVE FITTING ROUTINE
DO 400 I=x1,2

IF (RANGE (1) .EQe0.0) RANGE(I)=0,500
IF (MIDPT(1)4EQupe0) MIDPT(I)=0+500% (pe166% (I=11)

IF ((ABS(0,570=MIDPT (1)) ((RANGE(])/2,0}~0,500))46T,040) RANGE(])

1 = 2¢0 * MIDPT(I)

KSTART =(IFIX(FLOAT(KMAX) # (MIDPT(I)=(RANGE(I)/240)))) ¢ 1
KFINIS = KSTART ¢ (INT(FLOAT(KMAX) ® RANGE(I))) =
KMAXCF = KFINIS = KSTART
IF (1.EQ.2) GO TO 385
DO 380 KzKSTARTsKFINIS
VVI(K=KSTART«1) = VV(K)
TOTBIN(K-KSTARTOI) = TOTBIN(K)

n CONTINUE

VWIS = VWI(1) $ VVIF = VVI(KMAXCFe1)

PRINT 980 $ CALL LSQPOL(VVIvTOTBINonRESID.KMAXCFvSUMO1pAoBo V.
Dn 382 K=1.7

AA(K) = CMPLX((KoB(K*1))},040)

CONTINUE .

CALL ROOT (AAsTsRe140E=0T)

DO 3184 K=1l46

RI = AIMAG(R(K))

RR = REAL (R(K))

IF (RIWNE,§+) GO TO 384

IF (VZERO,LT.RR«ANDsRR4LT,VSTOP) PRINT 985, RR
CONTINUE

GO TO 490

CONTINUE

DO 390 K=KSTART+KFINIS

VVIK=KSTART+1) = VV(K)

DBIN(K=KSTART#1) = DBIN(K)

CONTINUE"

VVS = VV({1) $ VVF = VV(KMAXCFe1)

PRINT 990 $ CALL LSQPOL (VV4DBIN,W RES{D.KMAXCF-SUM.1.Aoa,g)
6o T0 381

CONTINUE

PRINT 990, TOTMAX,TOTMIN'DBINMX.DBINMN'SLOPNUM

PRINT 910, VVISsVVIFVVS,VVF ‘
PRINT 930, (ISKIP(I)y I= 1940) o NXoNUMBERWDERIVL+DELTAM)y

~ 1VSTOP,VZERO, TONUM

Tan
750
760
770

FORMAT (1441X,13)

FORMAT (2(RS545X) 9yRBs2X9F19e6)
FORMAT (1392Xe13)

FORMAT (&4 (F5,3,5X))

~6T2~
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001363
001363
001363
201363
0n1363

001363
- 001363
001363

001363
001363
301363

001363

001363

301363
001363
901363
001363
001363

001363

780 FORMAT (40l2)

799 FORMAT (3(FT.2:3X))

800 FORMAT (2(A5+95X))

820 FORMAY (1HY)

830 FORMAT (///1nX #PRINTOUY OF RAW DATA®14,

) 19«EXPERIMENTAL RUNS WITH=# I144%=DATA POINTS EACH,®)

840 FORMAT (//3Xe=I=% g(3XVOLTAGE===INTENSITY#3X)/)

850 FORMAT (3X913+5(F10.2,F12,5¢3X))

870 FORMAT (1H),10XeNORMALIZED INTENSITIES AND DERIVATIVES &
190F INTENSITIES’///IPX“VZERO IS=%F8e2y /10X*VSTOP 1S=%F8e2y /
210X#DELTA IS=#FBe2¢//)

880 FORMAT (/10X#=K=#TX8VOLTAGE#TIX#INTENSITY®6X*DERIVATIVE®R,)

890 FORMAT (10X413,5X,F94347X,F06,7X,Fes)

900 FORMAT (1Hls 1pX *NORMALIZATION FACTORsa 1/
110X¢TOTMAX IS=#F12,69/10X#TOTMIN 1S=#F12464/10X2DBINMX IS-“Fl?us’/
210X¢DBINMN IS=#F12,69/10X4SLOPE IS=%F12,6)

91n FORMAT (//// 11XePOLYNOMIAL CURVE FITTING INFORMATIONs /// 1ok
Y#THE INTENSITY CURVE HAS BEEN FITTED FROM # F7,3 ¢ TO & F7,q
2% VOLTS# / 0X#THE DERIVATIVE CURVE HAS BEEN FITTED FROM o F7,3
3¢« TO ® FT,7 ¢ volLT /7)

930 FORMAT (//lOXaEXPERIMENTAL RUNS DELETED=#T7X2013,/43X2013,/10XeDATA
1 POINTS PER RUN=#]13y / 1pX®NUMBER OF EXPERIMENTAL RUNS=#]5,
2/10X40ERIVATIVE VOLTAGE WIDTH=9F8,2s /7 OX#INTENSITY VOLTAGE &
3%WIDTH=9F9,2, /10X#FINISHING VOLTAGE OF RUN=#F84,2y /10X8STARTING®
4» VOLTAGE OF RUN=e F9,2y ,10X#I1Ds NUMBER OF EXP, DATA=#4X,AS5)

954 FORMAT (A5.4F7.2'13.14) .

96n FORMAT (139F943¢12F946

980 FORMAT (1H1,10X%THE REsuLT OF THE _EAST SQUARES FIT TO THE®
1# INTENSITY CURVE 1S#)

985 FORMAT (/////////ILOXavHE MAXIMUM OF THE FITTED POLYNOMIAL IS AT
15X9FTe3e5XH#VOLTS#)

99n FORMAT (1H) +10X®THE RESULT OF THE LEAST SQUARES FIT TO THE o
I“DSRIVATIVE CURVE 18%)

EN

PROGRAM LENGTH INCLUDING 1/0 RUFFERS

n{5457

FUNCTION ASSIGNMENTS

STATEMENT ASSIGNMENTS
7

135
259
319
385
789
BSp
93a

000272 130
000434 249
000631 395
001177 384
001435 70
001455 849
001540 910

000176 80
000335 150
000460 215
000644 - 315
001246 400
001443 790
001500 ato

000242 120
000366 230
000620 3900
0o0lo62 381
001431 760
001453 839
001533 900

000205 90
000352 160
000573 285
000647 363
001304 740
001445 800 .
001504 880

000212 " 110
000362 170
000604 295
001023 366
001426 759
001450 82¢
001524 aso

BLOCK NAMES AND [ ENGTHS

VARIABLE aSSIGNMENTS

A
DBINMN =

GLM

001611 950 001652 960 001655 98y 001660 985 nol672 999
066656 AA - n65142 AVG - 025377 B - (65116 D -~ 001757 DBIN
265334 DBINMX = (65333 DELTA = (65275 DELTAM = ;653,53 DERIVL = 165302 DUM

065307 HOLD2

065301 HOLDy 065310 1 - 365272 TDENT 062677 1ONUM

000300
000454
000637
00l243
001449
001472
001562
001703

041157
065335

065277

-0Z¢-



INDEX
KMAX
L1

M3
NUMBER
R
SLOPE
TOTMIN
VVIF

W

START OF

065306 ISKIP
065316 KMAXCF
065326 L2
65321 M&
‘65266 NX
065212 RANGE
065323 SLOPNUMe
165325 VL -
n65342 VVIS -

© 062705 X -

CONSTANTS=001366

ROUTINE COMPILES IN 044000

062627 J
065340 KMINUS
065327 M
065322 N
(65265 N1
062703 RESID
065267 SUM
065330 vsToP
065341 vvs
025377 Y

TEMPS==001715

65304 JMaxX
065332 KPLUS
065271 MIOPT
051017 - NAME
n65312 N2
063671 RI
164655 TOTBIN
065274 v
065345 VZERO
037207

INDIRECTS=001745

065300

065331
062701
265276
065313
065343
043127
045077
065273

K -
'‘KSTART -
Ml -
NGOOD =~
PRINTRD=-
RR -
TOTBINH=
VVF -
vl -

065311
065336
065317
065305
065264
n65344
037207
n65346
065314

KFINIS =
L -
M2 -
NUM - -
PUNCOPT-
SLOPCOM=
TOTMAX =
VI -
v2 -

065337
065270
065320
001757
065263
065262
065324
051017
n65315

-."[ZZ_



000010
900010

600010
000010

000010
000013
000020
‘000030
000031

- 000033

000033
000034
000035
200037
600040
000040
000041
000043
000044
000045
000050
000062
060070
009071

000073

300075
0n0077
c60102
000104
coolns
agolo?
30011}
000113
gonlle
000129
0g0l22
000125
000127
000131
000142
900153
000155
000161

OO0 OO N

11

12

21

SUBROUTINE FRAMCON (NAME+NCHANyD9 IDENT(NGOODsOUT)

THIS SUBRDUTINE MAY BE USED TO CONVERT PAPER TAPE DATA FROM THE
VIDAR DATA ACQUISITION UNITe IT CALLS SUBROUTINE PTGET,EDITS THE

RETURNED RECORDSy AND CONVERTS THE INFORMATION IN EACH CHANNEL TO
VOLTAGES THAT ARE RETURNED TO THE CALLING PROGRAM IN A TWO
DIMENSIONAL MATRIX D, THE CHANNEL IDENTIFICATION NUMBERS ARE

RETURNED IN A VECTOR IDENT.

COMMON/PTCOM/LOOKyERWEF y PECHO s UWCHO ¢ ERCHO 4 ROCHO s PECHARyUWCHAR

1 EBCHARWNCoLEADER,VAL (15) sCHAR(15)

INTEGER ERJEF ¢PECHOUWCHO4EBCHO9ROCHO ,PECHAR yUWCHARJEBCHAR)

1 VAL +CHARFRAME (132) 4nUT
NDIMENSION D (NCHAN 1) o IDENT (NCHAN)

NaTa PECHO yUWCHO4ERCHOyROCHO yPECHARyUWCHARZEBCHARILSsL4sL 3oL 2oL 1y

(VAL (1) +CHARI(I) 9 I=101))/

£ W

111R49,377R,377B/
WRITE(2+108)
IF(DUT+NE.1) GO TO 9
WRITE(2+153)
LOOK=3778 -
ER=2008
EF=2008
NC=11]
LEADER= noOoB
NF=} 2#NCHAN
NGOOD=0
NRAD=Q
ME=}
LIM=NF+12
TCOUNT=q
1siT=g
cakL PTGET(NAMEOFRAMF NFRAME ¢ ME o L. IM)
IF (ME<EQ,»4 AND«NFRAME ,EQe0) GO TO 11
IF(MELEQe3.ANDeNFRAME ,EQen) GO TO 11
ICOUNT=ICOUNT )
DO 12 I=},NFRAME
MYFRAM=FRAME (1)
IF (MYFRAM,EQ.3T7B) GO TO 17
IF(MYFRAM,6T.9) GO TO 2
CONTINUE
IF INFRAME ,NE NF) GO Tn 1}
NGOOD=NGOOD «1
DO 6 J=1eNCHAN
LOC=]2%J=12
IF(FRAME(LOC+1) oNE,0) GO TO 3
IF{FRAME (LLOC¢2) «NE,n) GO TO 3
1D=FRAME (LOC+3)
1F {FRAME (LOC+4) +EQ.]1) GO TO 21
IF(FRAME (1LOC+4) «NE, 2) GO TO
IF (FRAME (L.OC*6) «NE,n) GO

393924293333,464443777,100000410000,1000,100,10, .
1003."'15919239291033,3048 49105Ry59106By69 7By 7910848,

5
vaLu= FRAME(LOC‘7)“LS‘FRAME(LOC‘B)“LA‘FRAME(LOCOQ)'Lq
VaLu= VALUoFRAMt(LOC"0)“L?°FRAME(LOC‘ll)’Lg'FRAME(LOC‘12)

1EXp= FRAmE( nCe+5)
VaLuU= VALU/IO.QQIFXP
IF (FRAME (1LOC+4)+EQ,.2) VALU=z=VALU

AAA



000146
000167
000171
990177
000210
000211
000212
00213
200214
000215
900216
090217
aan2zo
000221
000222
200226
000231
200232
000234
000235

. 000236 -

200240
200242
000244
000244
900246
000255
000273
000304

000323
000327
000330
600334
000340
000344
000354
000356
300365
000372
000402

200404

000405
0AD405
000405

000405
030405

000405
000405

17
20
22

23

15
14

Ll o
wo

1o

c
101

1e2.

103

104
105

106
107

1sit=1

IDENT {J) =10

D (J4NGOOD) =vaLU

GO TO (11411¢119748) ME
M=)

Go TO 14

Mh=2

GO TO 14

MNE3

GO 70 15

MD=4

GO TO 15

MN=%

GO T0 15

IF (NFRAME.EQ.1) 2042
IF(ISIT.EQ.0) 22+23
NGOOD=NGOND«1
NBAD=NBAD=1

NFRAME=NF

Mp=2

ICOUNT=ICOUNT=)
NGOOD=NGOOD=-
NBAD=NBAD+} -

1817=g N
IF(OUTWNEL1) GO T0 16
WRITE(2+191) ICOUNT.MD
WRITE(29102) (FRAME(I)sI= 1'NFRAME)
GO TO (1141151197,18)

ME
IF(NGOOD EQ."-ANDoNFRAME EQe0+AND, (FRAME (1) «ANDS777777B) (EQ,

1 LOCF(FRAME(1))) 1948
WRITE(2+109)

NBAD=g

GO 10 13

WRITE(2+104)

GO TO 13

WRITE(2+105)
NTOT=NGOOD+NRAD
WRITE(29106) NTOT,NBAD
IF(OUTWNE.1) GO TO 310
weITE(2,107)

END FILE 2

RETURN

FORMAT (1H0 44X #RECORD NUMBER #,14,% REJECTED FOR REASON #,I1)

FORMAT (4X412(1X914))

FORMAT(1H +#BELOW IS A DECIMAL COPY OF THE FRAME CONTENTS OF ¢

1 ®THE DELETED RECHRDS®)

FORMATU1Ho,sEXIT FROM FRAMCON DUE TO ENDFILE MARK ON PAPER TAPE,)
FORMAT (1Hye#EXIT FROM FRAMCON DUE TO gND OF PAPER TAPE COMMON®

1 ® FILE == ENDFILE MARK MISSING ON TAPE“)

FORMAT(1HO+#TOTAL NUMBER oF RECORDS READ = #4169/41Xy

«NUMBER OF RECORDS REJECTED =

wy164//

FORMAT (1H0 25Xy #REASONS FOR REJECTlON“,?7Xo°EXPLANATION OF FRAME #

SCONTENTS®9///

e W N

10X,#1 =~ INCORRECT RECORD LENGTH#,20X,
8 n=9 == VALID CHARACTERS®s/
10Xe4» == ILLEGAL CHARACTER IN RECORD®»1gXs
#3333 == EVEN PARITY FRAME®,/

U
N
N
%D




10Xy#3 == IMPROPER CHANNEL I,0., NUMBER®y]15X
#3777 == ERROR SIGNAL FROM OPERATOR®/
10Xe#4 =~ UNRECOGNIZED POLARITY SYMBOL®s15Xs
%4444 == UNWANTED CHARACTER IN FRAME®,/
10X,y85 == SIXTH FRAME NOT BLANK#,22Xy
) 9 -= SIGNALS VOLTAGE OVERLOAD IF IN FRAME 4o,/
58Xe# 255 == RECORD ELIMINATED By DELETE BUTTONo)
000405 108  FORMAT(1MI)
070405 . 109 - FQRMAT(1H0soPAPER TAPE COMMON FILE wAs nNOT OEFINED BEFORE PROGRAM®
1 % .EXECUTION == EXIT FROM FRAMCONa)

W N O~

c
000405 END

SURPROGRAW LENGTH
0v1113

FUNCTION ASSIGNMENTS

~42Z~

STATEMENT ASSIGNMENTS
1

- 1200211 2 - 000213 3 - 000215 4 - go0o0217 5 = 000221 7 - 000335
8 = 000345 9 = 000031 10 = 000403 11 - 000046 13 - 000355 14 - 000243
15 - 000241 16 - 000274 17 = 000223 18 - 000385 19 = 000324 20 - ‘poo227
21 - 000130 ez - . .000232 23 = 000235 101 = 000420 102 - 000427 ° 103 - 000432
1604 = 000444 105 = 000454 106 - 000470 107 - 000504 108 = 000632 109 - 000634
BLOCK NAMES AND LENGTHS .
PTCOM = 000052
VARTABLE ASSIGNMENTS . ’ ’
CHAR . 000033C01 EBCHAR . 000011C0l EBCHO ~ 0050n5C0l EF - 000002C01 ER - 000001C01 FRAME . 000662
1 - 001102 ICOUNT = 001077 10 = 001106  IEXP = golllo ISIT « opo0ll00 J - 00llo4
LEADER =« 000013C0Y LIM - 001076 1.0C -~ 01105 LOOK - 000000C01 L1 - po0l072 L2 - 001071
L3 - 001070 Lé - 001067 LS = 001066 MD - 0901111 ~ ME - 001075 MYFRAM = " 0pllo3
NBAD =" ¢pln74 NC - 000012Col NF - 001073 NFRAME = 0llnl NTOT = gol1l2 PECHAR = 000007Co1l
PECHO = 000003C01 ROCHO =~ 000006C0l UWCHAR = 0090l10Col UWCHO = (000n4Cpl VAL = 000014Col VALU ~= opllp?
START OF CONSTANTS-000410 TEMPS==000650 INDIRECTS=000661

ROUTINE COMPILES IN 043106




-

000007
000007
200007
000007

000007
200010

000012

000014 -

900015
000C20

900022

000023
0090025
000032
119033
000034

‘900034

000040
00004)

0100042

000043
£00043

- 000045

000046
100050
£000S0
000052
200955
8A0057
000061
000064
000065
000067
000073
0n00Q75
n00l02
onolo?
Q000

oo0l12 -

500113
000115
200115
09117
900120
conl22
000131
¢nollz
500134
900143
000145
0n0145
000150
000150
200150

11

35

490

SUBROUTINE PTGET (NAME,RECHNRECsME NLIM)
INTEGER PECHOsPECHAR +EBCHD +EBCHAR  ROCHAR s VAL s CHAR

INTEGEK REC+BUF +SHIFT(FRAMESEF +ER . ¢ UWCHO»UWNCHARROCHO

DIMENSION REC (1) 4BUF({ 513) 4 IBUF(S)
COMMON /PTCOM/ LOOKFRGEF
14PECHOs UWCHNe EBCHDs ROCHO
2PECHAR¢UWCHARYEBCHAR WNCoLEADERY VAL(15).CHAP(15)
IF{MEJNE+1) GO TO .3
ROCHAR=|_ 00K, AND.3778
INITIALIZE RUFFER
IRUF (1) = NAMF.AND.7777 7777 7717 5000 0000 B
18UF (2) =LOCF (BUF)
IRUF (3) =1RUF (2) SIBUF (4) =IRUF ()
I8UF (3) =IRUF (2) +513
IBUF (1) =TIRUF (1) enR, 568
CALL XEQCTIO(IBUF)
callL IOWAIT(IBUF)
SHIFT=69
NREC=g
1SAME=¢@
IFLERLEQ,FF) ISAME=}
ME=2
RETURN
NREC=0
NR=n
IF(NREC.EQ.NLIM) GO To 11
SHIFT=SHIFTe12
IF(SHIFT.GE,") GO TO 2
SHIFT=4R
IBUF (4)=1RUF (4) +}
IF (IBUF (4) 4£N. IBUF (5)) IBUF(4)=IBUYF(2) -
IF(IBUF (4) «NELIBUF (2))GO TO 6
IFL(IBUF (1) ,ANDe3nR) 4+EQ439B) GO TO 60 -
IBUF (1)=TBUF (1) «AND«T777 7777 7777 0000 0000B.0R. 128
caLL XEQCIO(I8UF)
CALL IOWAIT(TBUF)
G0 70 2
1w0RD-lBUF(4)-IBUF(2)‘1
FRAME=NIGHT (RUF (IWORD) 9 SHIF T4 AND, 77778
IF(FRAME.EQ.I777B) GO T0
IF(FRAME ,NEL.3T7TTB)Y GO To 35
IF(EBCHO,EQ,1) GO TO
NREC=NREC+)
REC (NREC) =ERCHAR
G0 Y0 1)
FRAME=FRAME , AND «LOOK
IF(FRAME.EQ.377B) GO TO 4A
IF (FRAMEEQ.LEADER) GO TO 1y
1F (FRAME 4EQ.ROCHAR,AND«ROCHOL.EQ.1) GO TO 1}
IF (PECHOLEQ.1) GO TO 40
NBITS=NARITY (FRAME)
IF{MOD(NRITS«2) «EQs1) GO TO 49
IF (PECHOL.EQ.2) GO TO
NREC=NREC+)
REC (NREC) =PECHAR
GO 1O 1

© CONTINUVE

IF({NC.EQ.0) GO -TO 120




000151
000153
000155
000157
000161
000163
000172
600173
no0l76
000176
080177
000202
200203
000204
000205
200207
500211
000212
000213
900214
000215
060217
000220
ngn224
100224
000225
040226
000231
000232
000234
900234
000235
000236

1n0

165

170

175
125

130
135
140

10)
105

60

DO 100 I=leNC
IF(FRAMEEQ.VAL(I)) GO TO 101
CONTINUE
IF(FRAME,.EQ.ER) GO TO 130
IF(FRAME .EQ.EF) GO T0 125
GO TO(175ol65o170)'UNCH0
NREC=NRECe)
REC(NREC) =FRAME
GO 10 1
NREC=NREC+1
REC (NREC) sUWCHAR
GO0 70 1
ME=4
RE TURN
[F (NR,EQs1) GO TO 125
IF({ISAMELEQ.1) GO TO 1490
ME=3
RE TURN
NR=1
GO TO 1} :
IF{NR.EQ,1) G0 TO 110
NREC=NREC+)
REC (NREC) =CHAR(I)
GO 70 1
ME=3
SHIFT=SHIFT+12
1F (SHIFT.NE.40) RETURN
SHIFT=¢
IRUF (4) =1RUF (4) =}
RETURN
ME=S
RETURN
END

SUBPROGRAM LENGTH

£:1302

FUNCTION ASSIGNMENTS

STATFMENT ASSTIGNMENTS

- 050044 2 - 000056 3 -« 000043 6 .
40 - 000151 60 - 000235 101 - 000216 105
125 - 300204 139 - 000206 135 - 009212 140
175 - .100203
BLOCK NAMES AND LENGTHS
PTCOM - 000052
VARIARLE ASSIGNMENTS .
BUF - 000265 CHAR = 000033C0o1 EBCHAR = 00g0l11Cpol EBCHO
FRAME = 001267 1 = 001301 1BUF = 001279 1 SAME
LOOK - (0go0o0Co1 NBITS = ggl30p NC = 000012Col NR -
RACHAR = ngp264 ROCHO = qggo006C0ol SHIFT = 401266 UWCHAR

START OF CONSTANTS=000241

TEMPS==000251

IND{RECTS=000261

000074 11
000220 1lo
000214 165

000005CoY EF

001275 IWORD
001276 PECHAR
00001¢Co1 UWCHO

000041 35

000225 120
0003173 170

000002Co1 ER

001277 LEADER
000007Col PECHO

000004Co1 VAL

noollé
000160
000177

000001Co1
000013Cp1
000003Co1
000014Co1

-9~



[COMPASS) PARITY

NARITY

000000
00000,
000002

000003

0000001

000003

000000 000003

” nB/18/72 ([40) PAGENO,

. IDENT PARITY
PROGRAM LENGTH

BLOCKS
PROGRAM#® LOCAL

ENTRY POINTS

000001 NARITY

16012211243155000001
000000000000000000090

5611¢
47611

PROGRAM#

0200000001 «»

020652

000002

.ENTRY NARITY

VFD 42/0HNARITY»18/1
NARITY UATA o

SAl Bl

Ci6 x)

JP NARITY

END

UNUSED STORAGE 8 STATEMENTS 1 SYMBOLS

=L2C-

4

s

>

<

oo



[COMPASS)

NIGHT

NIGHT

8

000000
000001
000002

000003
000004

0000001

i : 08/18/72 (401 PAGENO,

. I0ENT NIGHT
! 000004 PROGRAM LENGTH

BLOCKS
000000 000004 PROGRAM#  LOCAL
ENTRY POINTS

000001 NIGHT

ENTRy NIGHT

16110710245555000002 VFD 42/SHNIGHT18/2
00000000000000000000 NIGHT UATA 0
5611¢ SA) By
5622n SA2 B2
63320 SB3 X2
23631 AX6 B34X1

0200000007 JP NIGHT
DR E-ID :

n20652 UNUSED STORAGE 10 STATEMENTS

pRoeRAM7_ "~ 000003

1 SYMBOLS

s
ot

-82¢-



000010
000010
090010
000010
000010
000017
000033
000040
000045
000653
090057
650072
600111
609135
090161
060200
- 000217
000244
000253
030263
000303
000323
con332
000337
000343
060347
c00407

000472
0600555
000632
000707
20076)
000765
001025

001050
601050

301050
0n1050

001050
001050
n0l1050

001050
301050

‘SUBROUTINE GRAPH(KyMaNsXeYs2)
DIMENSION X(1)ey(1)eZ (1)
COMMON/LOGSCL/SCALEL
DATA SCALEL/1.0/
DATA FeBs0sPeS/1H®41H s1H,91He1HL/
YMINSY (1) $ YMAX=Y(1) $ DO 1 I=1eMsN $ YMINZAMINI(Y(I)sYMIN)
1 YMAXSAMAX) (Y(I)9¥YMAX) $ IF(K,EQe1,0ReK,EQe3)60T03
DO 2 I=14MyN § YMIN= AMIN!(Z(I).YMIN)
YMAXSAMAXY (Z (1) 9 YMAX)
IF(KeLT+3)GOTO4 & YMAX=AMAX] (YMAX,;]40E=]00)
SCALE=YMAX/SCALEL $ YMIN2AMAXL(YMINsSCALE)
IR (YMAXGEQ.YMIN) YMAX=YMAXe1s & IF (KeGE,3)A=ALOGLO (YMAX/YMIN)
YDIF=ZYMAX=YMIN $ MM=M=Ne¢} $§ GOTO(Ss697+8)K
WRITE(3+1001) $§ WRITE(3+1007) (JeJd=199) & GO TO 9
WRITE(3+1002) $ WRITE(3,1007) (JsJ=149) $ G0 TO 9
WRITE(341003) $ WRITE(3,1008) $ GO TO 9
WRITE(3+41004) $ WRITE(3+1008) $ GO TO 9§
WRITE(391005) (SeJd=1+101) $ DO 1000 I=14MMeN § GOTO(lZvll 14'13)K
11 Ip=24+100,%(t(Z(1)=YMIN)/YDIF)+0,005)
12 1022.41004%(({Y{1)=YMIN)/YDIF)+0.005) « GO TO 15
13 AYSAMAXT(Z (1) oYMINY § IP=2,+100.%AL0G) 0 (A1/YMIN) /A
14 A2=AMAXILY (1) sYMINY $ I0= ?n‘lOO.“ALOGlO(AZIYMIN)/A
15 IF{KeEQe140RKoEQ,3)GOTOL1EN
’ IF(10.GT,IP+1)G0TO11A $ IF(I0.LT.IP=1)G0OT0}2y
IF(J10.GT,IP)GOTO120 & IF(I0.LT.IP)GOTO140 $ GOTOLS0
100 I1=10=1 $§ I2=103=-1p
WRITE (3,1006)X (1) (BeJ=lyIl)yFy(Byd=1,12),Y(I) $ GOTOLlO0O
118 11=IP=1 & 12=10-1P=1 § 13=193-10 & WRITE(3,1006)X(I),
L(BeU=1911) ePe(BoJ=1012) 40y (Bad=1sI3)sY(I}Z(I) $ GOTOL000
120 11=10-1 § 12=1P=In=1-% [3=193«1P & WRITE(3,41006)X(I),
1(BoJ=lsI1)90s(Bedz1e12)3Py(BsJzlsIsY(I)sZ(I) $ GOTO1000
134 I1=IP=1 $ 12=103-10 $ WRITE(391006)X{1)¢(Bed=1911)9Ps0s
1(ReJ=1912)sY(I)9Z(1) $ GOTOlo00
140 11=10~1 $ 12=103=1p % WRITE(341006)X(1)s(BeJ=1911)ansPy
1(BeJ=1912)4Y(I)sZ(I) $ GOTOL000
150 I1=IP=1 $ 12=103~IP % WRITE(3»100n6)X(1)e(BeJd=1e1]1)sF,
1(red=leI2)eY(1)9Z2(1) % GOTOL0OOO
160 I1=10=-1 $ 12=103-In
WRITE (3,1006)X (1), (BeJ=1e11)404(B,Jd=1,12),Y(])
1000 CONTINUE § WRITE(aoloob)(Sonlcxox) $ wRITE(3.1008) $ RETURN
1001 FORMAT (6HI®OVF®4XeX2 X8 INEAR SCALE®9gX#Ya)
1002 FORMAT (6H1#avFeaxexs3xeLINEAR SCALE#S54X450H, = Y ¢ =2
1 & = Y AND 2 Y Z) ’
1003 FORMAT (gH]®#0OVF#4XaxXe3X# 0GARITHMIC SCALE®G) XeY#)
1004 FORMAT (gH) ®OVF#4XeX@3X# OGARITHMIC SCALE®49Xsd:He = Y L |
1 ® = Y aND Z Y 2)
1005 FoR.AT (14Xs1A1A1)
1006 FORMAT (1X,F10.342H ,103A1,2F7.3)
1007 FORMAT (/14Xe1Q(1HN®IX) s1H]s /1aX.1p(1H.'9x).1H.. /14Xs1Hns
19 (9XsT1) 49X e HOs /14X920{1H099X) 91HO /)
1008 EQSMAT (/14X XHI s 10 (9% 1HT) 9 /)

w N

r'S

DBV ~NOWM

SURPROGRAM LENGTH

0.1210

¢

9
i



FUNCTION ASSIGNMENTS

STATEMENT ASSTIGNMENTS

-3 - 000046 4 - 300060 S - 009ll2 6 -
9 - 200220 11 = 000245 12 - 000254 13 -
100 - 000344 110 = ¢0p4lo 120 - 00473 130 -
160 - 000762 1000 =~ 001026 1001 = 0019062 1002 -

- 1005 = 901122 1006 =~ 001125 1007 = 001131 1008 -

BLOCK NAMES AND LENGTHS
LOGSCL ~ 000001

VARTABLE 4SSIGNMENTS

A .= 201175 Al - 001203 A2 - 001204 8 -
10 - 001202 1P - 001201 11 = 001205 12 -
MM - 001177 0 - Q01166 p = 001167 S -
YOIF = Q1176 YMAX = 001172 YMIN = 901171

START OF CONSTANTS=001053 TEMPS~=001150 INDIRECTs-oollez

ROUTINE COMPILES IN 043700

400136
000264

000550
00l0e7
001144

001165
001200
001170

7
14
140
1003

SCALE

000162
000304
000633
001101

001164
001207
001174

8

15
150
1004

SCALEL

000201
000324

000710

o0lip?

001173
001200
000000Co1

-0£2-



000014
000014

000014
£n0022
000027
000031
000041
000052
600054
000056
070063
000100
000114
000116
0o0o0l20
000125
000142
050160
000171
000173
000175
000205
000213
000215
000237
000251
000252

10
24
30
40
5n
60
70
89
90
100
105
110
1?20
13n
150
17n
180
185
192
195
198
200
205
210
220

FORTRAN IV SUBROUTINE LSQPOL(X.YvwoREslﬂoN,SUMELvAoBcM)'

LEAST SQUARE POLYNOMIAL FIT

DIMENSION X(Soo)vY(SOO.l).RESID(SOO 1'oA(ZooB)OB(ZOvB)oC(SOO!B)v

SUM(L) s W(500)
COMMON /LSP/ €

DO 20 I=1 N

ctls1)=1,0

DO 50 Jap.M

DO 58 I=z1,N
CileNy=Clod=12oX(])

DO 100 I=1eM

D0 100 J=1M

AtIyd)=0,0

NO 100 K=z1,N
A(Toed)ZA(T ) *CH{Ks 1) #C (Ko J) #W (K)
DO 150 Jzlet o

DO 150 I=z14M

BtI.J)=0.0

DO 150 K=1eN -

BUIsd)ZR{T s J)#C (Ko 1) #Y (Ko ) U (K)
CALL MATINV (AoMyRyL'DETERM)
no 205 J=1,L

SUM(J)=pa.0

DO 195 K=} oM

C(Ky))=R(KyJ)

DO 205 I=len

RESID(IoJ)‘POLYEl(X(I)'MQC(lol))'Y(IvJ)

SUM(J)‘SUM(J)ORESID(I J)aaauw (1)
RE TURN
EnD

MATRIX INVERSION HITH ACCOMPANYING SOLUTION OF LINEAR EQUATIONS

SUBPROGRAM LENGTH

0:0304

FUNCTION ASSIGNMENTS

STATEMENT ASSIGNMENTS

1o - 000015 30 - 000030 40

90 - 000064 105 - 000115 110
180 - 000172 185 - 000174 192
BLOCK NAMES aND LENGTHS

LsP - 007649

VARIABLE 4SS]GNMENTS

A - 000001 8 = 000002 c

K - 000302 L - 000000 M

START OF CONSTANTS-000255

TEMPS==000257

ROUTINE COMPILES IN 04lspn

000032 60
000117 120

- 000176 198 -

000000Co) DETERM
000003

INDRECTS=000265

000053
000121
000214

000303

ANE20603
ANE20602
ANE20601
ANE20604

ANE20608
ANE20609
ANE20610
ANE20611
anE20612
ANEZ20613
ANEZ20614
KNE20615
ANE20616
ANE20617
ANE20618
ANE20619
AnE20620
ANE20621
ANE2p622
ANE20623

ANE20625
ANE20626
ANE2n627
ANE20628
ANE20629

ANE20631
ANE20632

ANF 40201
F4020002

70 -
130 -
200 -

000055
000126

000216

000300 .

80
170

210

000057

000161
000252

000301

-T1€¢-

ity
o



000007
960007
000007

000007
000010
000015
000022

090024
640025

(e XeX2]

(e Xe el

000027 .

000032
040034
000037
000046
000050
000052
000056
000061
000064
000065

000070
000072
000073
000075
onolol
050107
000113
ooolls
000117
000123
. 000131
000135
000137
000161

000146

000150
000154
000170
600175
000177
000212

00

o000

o000

130

276
310
320

330
I4n
aso
358
360
37n

FORTRAN Iv SUBROUTINE MATINV(AoNvB;MvDETERM)

DIMENSION IPIVOT(20)s A(20920)y B(2041) INDEX (2042) o PIVOT (20)

COMMON /LSP/ PIVOT,IPIVOT,.INDEX

EQUIVALENCE (IROW,JROW)s (ICOLUMsJCOLUM) ¢ (AMAXY T' SWAP)

" INITIALIZATION

DETERM=1,0

DO 20 J=14N
1PIVOT(J) =9
Do 550 I=1en

SEARCH FOR PIVOT ELEMENT
AMAX=0e0

DO 105 J=1leN
IF (IPIVOT(J)=1) ‘609 105» 60

p DO 100 K=len

IF (IPIVOT(K)=1) 80, 100, 740

1fF (ABS(AMAX)-ABS(A(J,K))) 85+ 100 106
IROwW=J .

1CO UM=K,

5 AMAX=A(J,K)

CONTINUE

CONTINUE . : .

IF (AMAX) 11048004110
1PIVOT(ICOLUMI=IPIVOT (ICOLUM) 1

INTERCHANGE ROWS TO PUT PIVOT ELEMENT ON UIAGONAL-

IF (IROW.ICOLUM) 140+ 260, 140

n DETERM==DETERM

00 200 L=1sN

P SWAP=A{IROW,L)

A(IROWIL) =A(ICOLUMsL)
A(ICOLUM, L) =SWAP

IF (M) 260, 2600 210
DO 750 L=ty M

o SWAP=B(IRNW,L)
» B(IROW,L)=B(ICOLUM,L)
A B(ICOLUM,L) =SWAP

INDEX(191)=IROW
INDEX(I92)=1CO{ UM

PIVOT (1) zA{ICOLUM, 1COLUM)
DETERM=DETERM*PIVOT (1)

DIVIDE PIVOT ROW RY PIVOT ELEMENT

A(ICOLUM,ICOLUM)=1,0

DO 350 L=1.N
A(ICOLUMy L) =a (ICOLUMYL)/PIVOT(D)
IF (M) 3Bo, 380, 360

DO 370 L=} ,M
BCICOLUM, L) =B (ICOLUML)}/PIVOT(D)

REDUCE NON=PIVOT ROWS

F4020003

F4020004
F4020005

F4020007
F4020008
F4020009
4020010
F4020011
F4020012
£4020013
F402001%
F4020015
F4020016
F4020017

F4020018

F4020019
F4020020
F4020021
F4020022

F4020024
F4020025
F4020026
F4020027
F4020028
F402REV.
F40200c9
F4020030
F4020031
F4020032
F4020033
F4020034

F4020035

F4020036
F6020037
F4020038
Fa020039
Fa0200640
F40200641
F4020042
Fe020043
F40200644
F4020045
F4020046
F4020047
F4020048
F4020049
F4020050
F4020051
4020052
F4020053
F4020054
F4020055
F4020056
F4020057
F&4020058
F4020059

A X4



000217
000221
ann223
000227
040233
000245
000253
¢n025S
c00266
000274

000301
090303
000306

w031l

000313
900315

060317 -

200323
600332
000337
000341
000344

000345

000346
900346

o0 0

3R0
39¢
4ne
420
43n
450
455
460
S00
554

606
61n
620
634
644
650
664
67"
700
745
714
Tan
800

DO 550 Llz1.N
IF{L1~ICOoLUM)

T=A(L)1vICOLUM)

A(L1sICOLUM)I=0.0

DO 450 L=

]’N

4ane 5509 400

A(LYI L) =A (LY oL)=A(ICOLUML)*T

IF (M) 550,
Do 500 L=

Tom

550y 460

B(L14L)=B(L1,L)=RLICOLUM, )&

CONTINVE

INTERCHANGE COLUMNS

po 71¢ I=

L=N+l=1]

IF CINDEX(Ls1)=INDEX (L
JROW=INDEX (Le1)

1eN

JCOLUM=INDEX (Le2)
DO 705 K=1,N

SWAP=A (Ky JROW)

A(KyJROW) =A (K¢ JCOLUM)
A(KyJCO UM) =SWAP

CONTINUE
CONTINUE
RETURN
DETERM =
RETURN
END

SUBPROGRAM LENGTH

0:0376

FUNCTION aSSIGNMENTS

STATEMENT ASSIGNMENTS

(1

vZ)) 630y T10e 630

F&020060
F4p20061
F4020062
F4020063

Fa020066

F&020065
F4020006
F4020067
F4020068
F&4020069
F4020070
F4020071
Fa020072
F4020073
F4a020074
Fa020075S
F4020076
F4020077
F4n20078
Fa4020079
Fa020080
F4020081
Fan20082
F4020083
F4020084
F4Cr2REV,
F4n2REV,

45
90
140 -
220 -
330
400
600 -
660 -

000050C01 IPIVOT .

19 - 000010 15 - 000011 30 - 000023 40 - 000025
‘60 - 000033 70 - 000035 RO - 000040 8> ~ 000047
100 000057 105 - 000062 110 - 000066 139 - 000071
160 - 000076 170 - 000102 205 - 000114 210 - 000116
269 - 000136 270 - 000140 310 - 0001642 320 - 000147
385 - nopl7e 369 -~ 000200 389 - 000220 3%9 - 000222
430 - 000234 455 - 000254 460 - 000256 559 - 000275
620 - 000307 639 -~ 000312 6640 - 000314 650 - 000316
Tao - 000333 19 - 000342. 740 - 000345 800 - 000346
BLOCK NAMES AND LENGTHS

LSP -~ 000120

VARIABLE ASSTANMENTS

AMAX  _ npo37p 1 - 000372 ICOLUM o 009367 INDEX .

J - npo371 JCOLUM = non367 JROW = 000366 K - 900373
PIVOT - g0o0n00COl SWAP = 000370 T = 000370 '

START oF CONSTANTS=000351 TEMPS==000353 INDRECTS=000361

ROUTINE COMPILES IN ¢42104

L

000026

000051
000073
000120
000151
000224
000302
000320

000024Co1
000374

50

95

150
230
340
420
610
6T

1ROW
L1

000030
000053
000074
000124
000155
000230
000304
000324

000366
000375

-teC-

L9



FORTRAN IV FUNCTION. POLYE1(XsMyC)
€ X=THE VALUE AT WHICH THE POLYNOMIAL IS TO BE EVALUATED
C M=THE NUMBER OF COEFFICIENTS
C C IS THE ARRAY OF COEFFICIENTS ) :
000005 DIMENSION C(Spp) $S=C(M) SiN=M=) $DO 1 I=)sN SK=aM=] $S=5¢X¢C(K)
000016 1 CONTINUE SPOLYE1=S S$RETURN S$ENp

SUBPROGRAYM LENGTH
000036

FUNCTION ASSIGNMENTS

STATEMENT 4SSTGNMENTS

BILOCK NAMES aND LENGTHS

VARIABLE ASSIGNMENTS : ~

1 - 000034 K -« 000035 N - 000033 POLYE1 - o003l S

START OF CONSTANTS=000025 _ TEMPS==000024 INDIRECTS=000030

ROUTINE COMPILES IN 041000

- 000032

B



SUBROUTINE ROOT (AgNsRyERROR)

000006 COMPLEX A1)y R(1)

000006 COMPLEX X,Y4POLYDPOLYySAVEL¢SAVER

000006 ERR=ERROR

9A0206 IF(ERROR,LT(1.,E~09) ERR=1,E=09

900012 X=0.0 .
000014 NM1=N=}

000015 DO 5 M=1,nNM}

0000617 K=N=Me+]}

060021 DO 2 I=1.400

€ CALCULATE THE VALUE OF THE POLYNOMIAL (POLY)s AND ITS DERIVATIVE (DPOLY)
000022 POLY=0+0 : .

000023 DPOLY=040
0n0025 DO 1 L=1,K
000032 DPOLY=DPOLY#X«POLY
000042 POLY=POLY#X+A(K=L4+1)
000053 1 CONTINUE
. 000054 IF(CABS (DPOLY) ¢EQe0e8) X=X+0,123456789
000067 IF(CABS(DPOLY) +EQspen) GO TO 2
' [+ NEWTONis METHON,.
000075 Y=X=PQLY/DPOLY
060lo6 IF{CABS (Y= =X)+1.TERR) 6O To &
090121 X=Y

C IF STUCK TRY a JOG IN COMPLEX PLANE (E.G, THIS IS NECESSARY TO FINp
c A COMPLEX ROOT OF A REAL POLYNOMIAL), :

600124 IF{I1+EQe200) X=X+{41234945678)
000132 2 CONTINUE i :
000134 PRINT 99,M
000142 99 FORMAT (Xtemam== w=w= WARNING» SUBRQUTINE RpOT CAN NOT FIND THE ul%
$ #=TH ROOT OR BEYOND, ===c==c--- *)
000165 DO 3 [=MyNMy
000155 RtI)=CMPLX(177700000000000000008+177700000000000000008)
060157 3 CONTINUE
000160 RETURN
000163 4 R(M)=Y
€ SYNTHETIC DIVISION.
000167 SAVE1=A(K)
000171 SAVE2=A(K=1)
000174 A(KY=ge0
050176 DO 5 I=2,K
100203 A(K=T#¢1)=p (K=T42)#R(M) ¢+SAVE)
000220 . SAVE1=SAVER
000222 SAVE2zA (Ka1)
an9226 5 CONTINUE
090234 RETURN

090235 END

SUBPROGRAM LENGTH
6:0326

FUNCTION aSSIGNMENTS

STATEMENT ASSIGNMENTS

-GEC~



2 - 000133 4
8L0CKk NAMES aND _ENGTHS

VARIABLE ASSIGNMENTS

DPOLY = ppg3l2 ERR
NMy - 000321 POLY

START OF CONSTANTS=000240

ROUTINE COMPILES IN 41400

000162 99

000320 b
000319  SAVE)
TEMPS==000262

= 000246

- 00@32" K - 600323 L - 000325 M
= 000314 SAVEZ =~ 900316 X - 000304 Y

INDIRECTS=000274

-9¢£7-



APPENDIX TII,

The generalized Taylor series formula is

2 2 3 3

f(xth) = f£(x) + h £ 4 B dE a’f
dx 21 2 1 3

dx dx

=

w

where h is the perturbation on x of which f is some function. The
situation where the current, I, is expanded as a function of a dc
voltage (Vo) with ac modulation (k sin wt) superimposed upon it

follows:

dI kzsinzwt dzI

I(VO + k sin wt)

I(VO) + k sin wt ﬁ + 51 5
v 0 dv
0
k3sin3wt dBI kasinawt d41
+ 3T 3 + E
Yo Yo
+ kssinswt dSI + k631n6wt d6I
51 5 61 g T
. dV0 | dV0
' ar | K2 l-cos2ut, d°I
= I(V) + k sin wt S= + = + (—S0840%
o dav 2! 2 2
0 . dav
0
3 s 3
k 3 sinwt + sin3wt, d°I
+ a7 ( )
3t 4 dV3
0
4 3 4
+ k ,3/2-2cos2wt + 1/2cos4wt, d 1
— G —)
41 4 ‘ dV4
. ; 0
5 . . . 5
+ k 10sinwt=-5sin3wt+sindbwt, d I
=7 C )
51 16 P

0
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+ Ei (5/2 - 15/4cos2wt + 3/2cosbwt - 1/4cos6wt) b1
61 8 : : N
0
+ .
k% Pt A L
=IO+t ot e ot mw et
[t avg av, av,)
[ 3 .3 5 .5
+ |x g%~ +-§~ d g + ?92 d,é + .. ] sinwt
| %o av av
0 0
(2 2 4 4 .6 .6 :
S S P S S O Ju
[t avy av, av, |
(3 3 5 5
_ |k 4 + k d°I + ... sin3wt
26 3 384 5 ,
- 0 0
= I(VO) + AO + Al sinwt - A2 cosZm; —'A3 sin3wt +..

- The fdli&wing

sinzwt

sin3wt

sinhwt

Sinswt

sin6wt

N

trigonometric relations have been used above:
%-(1-c632wt)

(3sinwt-sin3wt)

(sinzwt)2 -1 62 - 2cos2wt +-l cos4wt)
4 2 2

¢ (19sinut-5sindut+sinswt)

(sinzwt)3 =-% 6% - %?—cosZwt + %cos4wt - %cos6wt

)
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APPENDIX IV.

A. The Gaussian Distribution Function

The form of the Gaussian distribution function and its subsequent

“five derivatives are:

) ) 2
I oz It =<4 ( 1 ) exp (—‘—V——)
¢ ¢ vor o 202

(0]
2
iii -1 \' i
I (—— + —) I
G 52 o G
iv _ <§y. _ EE> it
G o G G
v 3 .6V2 V4 | i
s = \Z% - % * 3) %
g (o o
i (—15v L lov v5> A
G 3 8 510 G

The point(s) at which the Gaussian distribution exhibits its

maximum (positive or negative) slope will occur where the value of
the derivative of the distribution, Ilé, passes through a (positive

' ax s ii
or negative) maximum. Since the derivative of IG must equal zero at

these points, the maximum slope points of the Gaussian distribution

are easily calculable.
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For the Gaussian distribution, the deviations from proportionality

as defined in Egs. (II-6) and (II-7) in the text, are:

3/ .. .2 5/, 2 4\ . .
i, k-1 .,V i k™ 3 6V v i L1
[kIG+8 ( + 4>IG+192<4‘ 6 T 8>IG]",MG

) [0) g
Ar, = = - - .
1 i
: G

i _[____v_z__(_l__ v, )(5)2](5)2
| 8" 52 T\ T 5, o2 190 o4 \9/ J\9)

4 G2 G 48 04, O6 G 1536

_ [; v (15_‘ v’ v ) (g)z] (5)2
¢ 1267 384 384 0% 384 0%/ \9/ J\7

When evaluated at the peak maximum (V=0) and at the point of

maximum slope (V=0), these equations reduce to the following forms:



Wt o8 i e :
. o hj-24l:€ i o
- 2 2
oy = 2oL (B (Y)
AAl(V—O) T T8 64 (c) ] NG/
B 4
_ - _11(k
A, (V=0) = | 96 <0> }
AA, (V=0) = 0

by peak symmetry considerations or by invoking 1'Hopital's Rule in the

evaluation of AA2 (noting that the denominator in the above equation

for AA2 is zero when V=0).

1

B.

1
64

@]

The Lorentzian Distribution Function

The corresponding expressions for the Lorentzian distribution’

function

are:

i i
IL = IL(V)
11 _ =21y
b = @ (I
iii . -2m
I T @ (I
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| 3 3, 4
G- 2 (@) - ()

‘ 3 | 4 A A5
G G- @) T @

3 N2 5/ \6
Vi =720m°Y (ii) + 3840m*v? v ( 1) 3840ﬂ v (i1>

Looa3 Yt /2> \E

The maximum slope points are:

ce o\ 2 2.2 .\ 3
- [ @) e, @)

2 | 2
4'rrV i 4v- .
1+ =5 I = -1l 4+—1 = 0
[ (F/Z) ( L)] [ _ V2+‘(F/2)2]

‘ 2

2 _ 1 |2 - 4 d/2)”
Vo= 7 [ﬁ +(T/2) ] - 2 &
v = = & o i ogs775 (1/2)

where

o
]

v? + @/2)%
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The evaluation of

expressions: .

AAl(V=0)

where

-243-

2 2 b 2 2\
_ av® 15 _sv7  svt) (kD) [x°
nci [% B <16 57 B2) (’B )] (B )

these deviations at V=0, 0 leads to the

|

|
S

I
oo} =
N
7~~~
i
~|~
N
p g
S’

N

| I
N
~~
!
~|~
N
A4
~—”

c(T/2) = 0.5775 (I'/2)

8C 2C

o =< G- 50 €07

where

1]
o

AA2(V=O)

AA2 (V=0) =

.C = (1 +-1/c2)

1
|
Q=
1
(@]

Nh°
1
AN

'H
19,
1
w
wl
+
IU‘I
~
S
N
. Q=
N
| S |
N
Q=
SN’
N
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APPENDIX V.

If the fairly linear portions of the sides of a Géussian curve

129.that-the base

are extented to the base of the peak, it has been fouﬁd
‘width, BW, so'd.e}fin'ed .b'ears the followiné feiétionship to the full_
width'at half‘ﬁeighf, FWHH, and the standard deviation,‘o,fof’the
éurve} | | ,‘ o r |

BW = 1.76 FWHH

= 4140

If one allows for the increase in the base width due to the peak-to-

peak magnitude of the modulation voltage, 2k; and the instrumental

linewidth of the instrument at the Auger péak energy; eVAﬁgér, the
corrected base width is
BW - = BW - 2k - 1.76 [0.30 + (0.00248)V, .1 ..
‘corr v Auger

The corrected full width at half height, FWHHcorr; 1s then obtained

by dividing BW by 1.76.
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This report was prepared as an account of work sponsored by the
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any of their contractors, subcontractors, or their employees, makes
any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness or usefulness of any
information, apparatus, product or process disclosed, or represents
that its use would not infringe privately owned rights.
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