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ABSTRACT OF THE DISSERTATION 

 
Functional Characterization of DNA Repair Gene Variants in Live Cells Enabled Through 

Precision Genome Editing, Chemical Biology, and Biochemical Tools 

 

 

by 

 

 

Carlos Anthony Vasquez 

Doctor of Philosophy in Chemistry 

University of California San Diego, 2024 

Professor Alexis Komor, Chair 

 

Progress in next-generation sequencing (NGS) technologies has streamlined the detection 

of human genetic variations, and the identification of clinically actionable genes and pathogenic 

mutations has transformed precision medicine. However, only a small fraction of identified human 

genetic variants have been assigned a clinical classification or functionally characterized. This 
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highlights the importance of investigating genetic variants and obtaining mechanistic insight into 

disease etiology and progression.  

Base editing is a new precision genome editing methodology that utilizes native DNA 

repair pathways within living cells to either fix or install genetic variants. In Chapter 2, we detail 

our findings which aim to provide an optimized protocol in utilizing base editing technology. Then 

in Chapter 3, we detail how we harness base editing to overcome many of the limitations of 

traditional genome editing to generate both homozygous and heterozygous isogenic cell lines of 

four MUTYH variants. To date, these were the first reports of successful generation of isogenic 

cell lines containing MUTYH variants and also the first to functionally characterize them within 

living cells.  

Finally, in Chapter 4, non-thesis-related university service garnered throughout the primary 

author and researcher’s tenure is briefly discussed as this work has also led to both personal and 

professional advances. 
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Chapter 1 

 

Introduction 

 

1.1 Introduction to Genome Editing 

One of the most important questions in science is a simple one. What makes us human? A 

chemical biologist interested in genomics and human health would likely approach this question 

from the perspective of DNA. Afterall, this simple biomolecule affects every aspect of biology, 

including protein function, cellular operations, and ultimately human health.  

In the early 1940’s, it was established that all the information needed for reproduction, 

growth, and survival was stored in our DNA, and it was our DNA that defined the traits (or genes) 

that were passed on from generation to generation.1 What was not understood was how the primary 

sequence of the approximately 3 billion base pairs within our genomes led to vastly different 

biological phenotypes. Since then, chemical biologists have been building tools to manipulate the 

genome within live cells to better understand this phenomenon. This ability, called genetic 

engineering, has made the understanding of the genome possible, and to a larger extent, gives us 

the opportunity to answer questions that are foundational to us as human beings.  
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In 2017, the genome editing field made headlines when a 44-year old man named Brian 

Madeux became the world’s first human patient to be treated for a genetic disease by “in body” 

(in vivo) genome editing.2 People that suffer with Madeux’s condition, Hunter syndrome, lack a 

gene required to break down carbohydrates. Without this ability, carbohydrates will eventually 

build up inside of cells and wreak havoc in organs throughout the body. Scientists administered a 

Zinc Finger Nuclease3 into Madeux’s liver cells to cut the region of the defective gene and allow 

a corrected copy to be inserted in its place. This was only the first instance of an “in body” genome 

editing therapeutic. Since this key milestone, there has been an explosion of genome editing 

technology-based therapeutics, the effect of which can be directly seen in the surge of IND 

(Investigational New Drug) filings and clinical trials. It is therefore an exciting and opportune time 

to learn about this burgeoning field.  

Genetic engineering as the process of manipulating, or altering, the primary sequence of 

the genome of a living cell or organism. Genome editing is a type of genetic engineering in which 

the alterations are made at a specific, pre-defined location within the genome (or genomic locus). 

Although there has been many breakthroughs in the field of mammalian cell genome engineering, 

starting with gene targeting methods and followed by double-stranded break (DSB)-reliant genome 

editing tools, this chapter will focus on DSB-free genome editing tools, referred to as based editing. 

I will focus on the benefits and its current limitations with an emphasis on precision, specificity, 

efficiency, and programmability and then how I used this tool to study genetic variants within the 

MUTYH gene.  

 



 

 3 

 
Figure 1. Schematic overview of different types of modifications that can be done using genome editing. A) 
Magnification of genomic locus of interest to be modified (top). The target genomic DNA sequence is shown with a 
color gradient, blue to red (left to right), that represents the primary DNA sequence. Below the target genomic DNA 
are four different examples of modifications that can be introduced using genome editing tools. Left to right: An 
insertion of a new DNA sequence (colored green), a deletion of a specific portion of the genomic DNA sequence 
(represented by the loss in the middle section of the color gradient), a single base substitution (cyan colored star; the 
original genomic DNA sequence is preserved except for the identity of a single base pair), and a multi-base substitution 
(orange colored stars; this can be thought of as a combination of a deletion and insertion). B) Examples of the four 
key genome editing tool characteristics that are important to consider for effective genome editing experiments. Left 
to right: programmability, efficiency, precision, and specificity. 
 

1.2 CRISPR-based Genome Editing Technologies 

 For his dissertation thesis in 1992, Francisco Mojica started sequencing the genome of 

halophiles (bacterial and archaeal species that can grow in saline conditions) to better understand 

how their genes help them adapt to changes in salt concentrations. Through these experiments, he 

discovered that these organisms contained unique regularly spaced tandem repeats of genetic 

sequences in their genome (the sequences between the repeats, called spacers, were different from 

one another, Figure 2A), but their function was a mystery.4 Compared to the complexity of the 

human genome, halophiles are primitive organisms; every portion of the genome has to serve a 
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purpose. Since these repeats comprised a decent portion of their genome, he hypothesized (later 

proven to be correct) that they must somehow be beneficial for their survival. In 2005, he reported 

that the spacer portion of these CRISPR (a term he coined through a correspondence with Ruud 

Jansen5) sequences were identical to sequences from the genomes of bacteriophage, and they were 

part of  an adaptive immune system that the host used to degrade the DNA of invading viruses. 6,7 

It took many years of painstaking work by an assortment of scientists to fully understand all the 

components of CRISPR, and then to repurpose this system for mammalian cell genome editing. 

1.3 CRISPR-Cas9 

In 2012, Jennifer Doudna and Emmanuelle Charpentier 8, as well as independent work by 

Virginijus Siksnys9, biochemically characterized the mechanism by which the CRISPR-associated 

protein Cas9 binds and cleaves DNA, in effect ushering in the current age of genome editing 

(Figure 2B). They discovered that Cas9 forms a ribonucleoprotein (RNP) complex with a piece 

of RNA called the guide RNA (gRNA). The 5’ end of the gRNA, called the spacer region, is ~20 

to 30 nt in length (depending on the organism that the CRISPR system comes from), and must be 

complimentary to the target DNA sequence (this corresponding sequence in the genomic DNA, 

which is identical in sequence to the spacer, is called the “protospacer”). Additionally, the 

protospacer must be directly next to a protospacer adjacent motif (PAM) to enable RNP binding. 

Each Cas9 protein (from different organisms) has its own unique PAM recognition sequence. For 

the Streptococcus pyogenes (Sp) Cas9 homolog that Doudna and Charpentier characterized (and 

which most genome engineers continue to use to this day), this sequence is NGG (where N = 

adenine/cytosine/guanine/thymine). Upon recognition of the target site, the Cas9:gRNA complex 

unwinds the dsDNA and the gRNA anneals to the protospacer region to form an R-loop (Figure 

2B). By convention, the strand that is base-paired with the gRNA is called the “target strand”, and 
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the strand that lacks a base-pairing partner (the protospacer, which has the same sequence as the 

spacer) is called the “non-target strand”. Cas9 then introduces a blunt-end DSB 3 bp upstream of 

the PAM sequence using two separate endonuclease domains (Figure 2B) 9,10. This in vitro 

characterization of how certain CRISPR systems are able to protect their hosts from invading 

phage was of great interest to both the prokaryotic immunity field as well as genome engineers. 

Within a year, publications by Feng Zhang, George Church, Jin-Soo Kim, Jennifer Doudna, and 

colleagues had demonstrated the ability of Cas9 to perform genome editing in human cells with 

high efficiency and an ease of programmability that was lacking with traditional DSB-reliant 

technology such as Zinc Finger Nucleases (ZFN) and Transcription Activator-Like Effector 

Nucleases (TALENs) 11–14.  

Although the CRISPR-Cas9 system introduces a blunt-ended DSB rather than 4 bp 

overhangs as with ZFNs and TALENs, the downstream DNA repair events for Cas9-mediated 

genome editing are largely the same: indels (random insertion and deletion of nucleotides at the 

DSB site, can be introduced via Non-Homology End Joining (NHEJ), or Homology-Directed 

Repair (HDR) can be used to incorporate a new sequence via an appropriately designed donor 

template (Figure 2B). However, the crucial difference between Cas9 and ZFNs/TALENs is that 

the use of a gRNA eliminates the requirement of designing, developing, and validating a custom 

DNA-binding protein for each new genomic locus target. Instead, reprogramming the 

endonuclease to bind and cleave at a new DNA sequence can be as simple as copying and pasting 

the target sequence. Now, the design and validation process can be done in a matter of days rather 

than months. The field’s largest bottleneck was essentially eliminated, providing researchers with 

a drastic increase in time and resources to spend on previously sidelined challenges in the field; 
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the explosion of innovative new tools and strategies that followed closely on the heels of the 

mechanistic elucidation of CRISPR-Cas9 should, therefore, be no surprise.  

In particular, the speed with which CRISPR-based genome editing agents have been 

applied therapeutically is quite striking. As of early 2024, there are currently 42 completed or 

actively recruiting clinical trials involving CRISPR on www.clinicaltrials.gov, with more to surely 

follow. These CRISPR-based clinical trials are intended to treat cancers, eye disease, and blood 

disorders. Specifically, the first in vivo (within a living patient) clinical trial to use CRISPR-Cas9, 

called BRILLIANCE, is aimed to treat Leber congenital amaurosis 10 (LCA10), an inherited form 

of blindness. This clinical trial will also assess the safety, tolerability and efficacy of CRISPR-

based therapeutics.  

However, therapeutics are just a small fraction of how CRISPR systems are revolutionizing 

the genome editing field. Because of the potential widespread applicability of genome editing to 

many different scientific disciplines, Virginijus Siksnys, Emmanuelle Charpentier, and Jennifer 

Doudna were awarded the Kavli Prize in Nanoscience in 2018, and Charpentier and Doudna were 

also awarded the Nobel Prize in Chemistry in 2020 for their groundbreaking work, which prompted 

an outburst of scientific innovation, 

 

http://www.clinicaltrials.gov/
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Figure 2. Overview of CRISPR genome editing technologies. A) CRISPR locus of the S. pyogenes (Sp) bacterial 
CRISPR system. The locus is comprised of a CRISPR array and CRISPR-associated (Cas) genes. The CRISPR array 
consists of multiple variable spacer regions (represented by different colors) separated by constant repeat sequences 
(shown in dark blue). The SpCas9 gene, along with other Cas genes, are located in the vicinity of the CRISPR array. 
B) Repurposing of this CRISPR system for genome editing requires expression of the Cas9 gene and transcription of 
one of the spacer-repeat gRNA sequences. Once SpCas9 is expressed (colored light gray, PDB: 5Y36), it will form a 
ribonucleoprotein (RNP) complex with the gRNA (colored in blue and cyan). The 5’ end of the gRNA is called the 
spacer region (colored in cyan) and can be modified by researchers to be complimentary to any target DNA sequence 
within the genome. This corresponding sequence in the target genomic DNA is called the protospacer (colored in cyan 
as well). An additional requirement for SpCas9 RNP target recognition and binding is the presence of a protospacer 
adjacent motif (PAM; colored in purple) sequence next to the protospacer (note: For SpCas9, the PAM is an NGG 
sequence. For other Cas9 homologs, the PAM requirement is different, see Table 1). Upon recognition of the target 
site, the Cas9:gRNA complex unwinds the dsDNA and the gRNA anneals to the protospacer region to form an R-
loop. By convention, the strand that is base-paired with the gRNA is called the “target strand”, and the strand the lacks 
a base-pairing partner (the protospacer) is called the “non-target strand”. SpCas9 then introduces a blunt-end DSB 3 
bp upstream of the PAM sequence (represented by the red triangles and red dashed lines). C) Repurposing the F. 
novicida (Fn) bacterial CRISPR system, FnCas12a (originally known as Cpf1) for genome editing (PDB: 5NFV; color 
coded to match part B). FnCas12a is also an RNA-guided DNA endonuclease but has a different PAM requirement 
(TTTV where V = A, C, or G), binds to DNA in the opposite orientation compared to Cas9 systems, has a spacer 
sequence on the 3’ end of the gRNA, and introduces staggered DSBs. Additionally, Cas12 enzymes cleave nearby 
nontarget ssDNA after binding to their target sequences. This activity is referred to as “trans cleavage” activity. D) 
Repurposing the L. buccalis (Lbu) bacterial CRISPR system, LbuCas13a, for genome editing (PDB: 5XWP; color 
coded to match part B). LbuCas13a, and other Cas13 enzymes, are also RNA-guided, but instead of targeting dsDNA, 
they target and cleave ssRNA. In this case, the protospacer flanking sequence (PFS), which is similar to the PAM 
sequences for SpCas9 and FnCas12a, is located at the 3’ end of the spacer sequence and consists of a single U, C, or 
A bp. Additionally, Cas13 enzymes perform trans cleavage on nearby nontarget ssRNA after binding to their target 
RNA sequences. 
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1.4 Base Editing 

 The explosion in genome editing tool development was largely facilitated by the enormous 

reduction in time and resources required to re-program the Cas9 protein15 as compared to 

traditional DSB-reliant technology such as TALENs and ZFNs. However, another unique aspect 

of Cas9, its use of an R-loop to bind to DNA, enabled the development of a new class of genome 

editing agents: those that utilize non-DSB DNA damage intermediates to introduce genomic 

modifications. Together with her postdoctoral mentor David Liu, my advisor, Dr. Alexis Komor, 

developed the first such method, base editing (Figure 3). In their initial study, they demonstrated 

how to introduce point mutations into the genome of live cells without first introducing a DSB, 

but instead through the chemical modification of a DNA base.16 The first base editors, which are 

now called cytosine base editors (CBEs), consisted of a ssDNA-specific cytidine deaminase 

enzyme fused to either a catalytically inactivated or impaired Cas9 (either dCas9 or nCas9, 

respectively). The Cas9 portion of the BE will unwind the target dsDNA and allow the gRNA to 

anneal to the protospacer region. Once annealed, a small window of ~5 nucleotides of ssDNA 

(narrowing or broadening of this window can be accomplished with different BE variants) on the 

complimentary strand is exposed and readily accessible to the deaminase.17 The cytidine 

deaminase enzyme will then catalyze the deamination of any cytidines within this window into 

uracils (which have the base pairing properties of thymine). Subsequent DNA replication or repair 

using the resulting uracils as a template results in the permanent introduction of a C•G bp to T•A 

(Figure 3). When using the ncas9-derived CBE, the target DNA strand (the one that is base-paired 

with the gRNA) is cleaved, to promote the cell to use the uracil-containing strand as a template 

during DNA repair. Additionally, due to the high efficiency of uracil excision by the cell’s 

endogenous Uracil-N-glycosylase enzyme (UNG)18, a short peptide that binds and inactivates 
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UNG (called UGI) is fused to the end of the CBE construct. This initial paper described the 

development of the first, second, and third generation base editors (BE1, BE2, and BE3), and a 

fourth-generation editor (BE4, which was a more optimized version of BE3) was reported shortly 

thereafter.19 A plethora of CBE variants that employ different deaminase enzymes, alternate 

construct architectures, and different Cas enzymes have since been developed; the choice of which 

construct to use will depend on the experiment being conducted. 20–30 

A year after the development of cytosine base editing came the development of adenine 

base editors (ABEs) by Nicole Gaudelli and David Liu. 31 The premise of ABEs was similar: use 

a ssDNA adenosine deaminase enzyme to convert a target A•T bp to G•C, through an inosine (the 

deamination product of adenine, which has the base pairing properties of guanine) intermediate. 

However, unlike cytidine deaminases, there were no naturally occurring adenosine deaminase 

enzymes that could accept ssDNA as a substrate. Seven rounds of directed evolution were used to 

convert a tRNA-specific adenosine deaminase enzyme into a ssDNA adenosine deaminase, giving 

rise to ABE7.10 (Figure 3). ABE and CBEs introduce their respective point mutations with 

remarkably high efficiency and precision compared to DSB-reliant tools – particularly in non-

dividing cells. Also due to their avoidance of DSBs, large-scale chromosomal rearrangements 

(which can result when using DSB-reliant technologies) are not observed when using BEs, even 

when multiplexing (performing genome editing at multiple genomic loci at once). Protocols with 

detailed descriptions of how researchers can harness base editing technologies to introduce 

mutations in live cells have recently been published 32,33, as well as software to aid in BE gRNA 

design and predictions of base editing efficiency and precision (Table 2). 

However, like all current genome-editing technologies, base editing has limitations. BEs 

cannot introduce transversion mutations, insertions, or deletions. Recently, the basic architecture 
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of CBEs was repurposed to produce a new class of BE that facilitates C•G to G•C point mutations 

(CGBEs).34–36 As mentioned earlier, uracil excision by UNG is quite efficient, and in fact can 

result in nontrivial levels of C•G to non-T•A outcomes when using CBEs, even when UGI is 

included in the CBE construct (Figure 3). CGBEs take advantage of this and replace the UGI 

component of CBEs with various DNA repair proteins to enhance abasic site formation following 

uracil introduction. The most common C•G to non-T•A outcome is to G•C, thus CGBEs produce 

a mixture of outcomes, with C•G to G•C being the most common.34 These C•G to non-T•A 

outcomes by CBE need to be better understood from a DNA repair perspective to allow for 

additional strategies that improve the precision of CBEs (Figure 3C). It is important to note that, 

because of the inefficient repair of inosine by the cell, ABEs do not exhibit this same phenomenon. 

The strict requirement for a PAM to be positioned 12-16 nt from the target base makes 

certain targets inaccessible. However, the use of expanded/relaxed PAM Cas variants has greatly 

alleviated this issue. 20,37–39 Another key limitation of BEs is “bystander editing,” which occurs 

when other C or A nucleobases fall within the same editing window as the target base. In this case, 

these “bystander” bases can be unintentionally modified alongside the target base. However, 

bystander editing can be minimized through the use of deaminase mutants (such as less processive 

enzymes, or those with strict sequence preferences), or through careful protospacer design  to 

“push” bystanders outside of the editing window 20,26. Finally, BEs also suffer from off-target 

editing. BEs have “gRNA-dependent” off-targets, which occurs when the Cas component of the 

BE binds at an off-target location and the deaminase component of the BE edits C’s or A’s within 

the editing window of this new locus. High-fidelity Cas variants have been incorporated into BE 

architectures to combat these off-targets. 22 CBEs, but not ABEs, have also been found to have 

“gRNA-independent” off-target DNA editing activity. 40,41 This occurs when DNA replication or 
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transcription exposes ssDNA and the cytidine deaminase component of the CBE deaminates Cs 

within this exposed DNA. These off-targets are potentially due to an inherent difference in binding 

affinity between the respective deaminases. CBE variants with alternate deaminase domains have 

been developed that combat these off-targets.29,30 Finally, both CBEs and ABEs have “gRNA-

independent” RNA off-target editing. 42,43 This occurs when the deaminase component of the BE 

binds to and edits RNA transcripts within the cell. Due to the short lifetime of RNA, these off-

target edits are transient; nevertheless, mutated deaminases have been developed to combat these 

off-targets as well. 43–45 BEs hold great potential as therapeutics, and in fact proof-of-concept 

studies have already demonstrated their potential in cell therapies, as well as to treat progeria, 

sickle cell disease, and liver diseases. 46–50  

1.5 Dissertation overview 

The primary objectives of this dissertation is to contribute to the use of using the DSB-free 

genome editing technology called base editing in the field of functional genomics, especially 

towards generating HIF2a variants and MUTYH variants for functional characterization during my 

PhD work. Chapter 2 will address specific protocols and considerations for scientists to use this 

technology, then Chapter 3 will have a detailed functional characterization of several MUTYH 

variants. Finally, Chapter 4 will briefly cover some individual growth and development work, as 

well as mentorship work during my graduate studies.  
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Figure 3. Schematic of base editing technologies for genome editing. A) General base editor (BE) architecture. nCas9 
(colored light gray, PDB: 5Y36) forms an RNP complex with the gRNA. The 5’ end of the gRNA (the spacer, colored 
cyan), can be altered by researchers to be complimentary to any target DNA sequence within the genome that is next 
to a PAM sequence (purple). Upon R-loop formation, a small window (referred to as the base editing window) of ~5 
nucleotides on the ssDNA are exposed and readily accessible for modification by a ssDNA-specific deaminase enzyme 
(orange, PDB: 6X91) that is directly tethered to nCas9. B) The nucleobase deamination chemistries that are catalyzed 
by the two types of BEs. In cytosine base editing, ssDNA cytidine deaminase enzymes will catalyze the deamination 
of any cytosine nucleobases within the base editing window into uracils (which have the base pairing properties of 
thymine). Analogously, in adenine base editing, ssDNA adenosine deaminase enzymes will catalyze the deamination 
of any adenine nucleobases into inosines (which have the base pairing properties of guanine). C) During cytosine base 
editing, subsequent DNA replication or repair of the resulting U•G intermediate results in the permanent introduction 
of a C•G bp to T•A. Due to the high efficiency of uracil excision by the cell’s endogenous uracil-N-glycosylase (UNG) 
enzymes, C•G to non-T•A conversions can occur from an abasic site intermediate. To combat this, a short peptide that 
binds and inactivates UNG (called UGI; shown in light orange below the nCas9 in part A, PDB:3WDG) is fused to 
the end of nCas9 in CBEs. During adenine base editing, the resulting I•T intermediate is permanently converted into 
a G•C base pair after DNA replication or repair, resulting in a permanent introduction of a A•T bp to G•C. Note, with 
both BEs, the DNA strand opposite from the nucleobase modification is nicked by nCas9 to promote use of the 
intermediate-containing strands (U- and I-containing strands) as templates during DNA repair. 
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Chapter 2 

 

Optimized Protocols on Using Base Editing 
Technology in Mammalian Cells To Produce 
Isogenic Cell Lines  
 
 
 
2.1 Introduction 

Progress in next-generation sequencing (NGS) technologies has streamlined the detection 

of human genetic variations,51 and the identification of clinically actionable genes and pathogenic 

mutations has transformed precision medicine. However, only a small fraction of identified human 

genetic variants have been assigned a clinical classification. The Genome Aggregation Database 

has documented 787 million genetic variants (96% of which are single nucleotide variants, or 

SNVs),52–54 but less than 0.5% possess clinical interpretations in the ClinVar database.55 

Furthermore, 99% of these identified variants are rare or unique to specific ethnic populations, 

making it particularly challenging to predict their functional impact through genome-wide 

association studies (GWAS) or computational methods.56–58 In particular, mutations in genes 

encoding for DNA repair proteins are linked to such diseases as cancer, premature aging, immune 

deficiencies, and neurodegenerative disorders,59–61 highlighting the importance of functionally 
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characterizing genetic variants and obtaining mechanistic insight into disease etiology and 

progression.  

Base editing technologies enable the introduction of point mutations at targeted genomic 

sites in mammalian cells, with higher efficiency and precision than traditional genome-editing 

methods that use DNA double-strand breaks, such as Double-Stranded DNA Break (DSB)-reliant 

technology such as, zinc finger nucleases (ZFNs), transcription-activator-like effector nucleases 

(TALENs), and the clustered regularly interspaced short palindromic repeats (CRISPR)–CRISPR-

associated protein 9 (CRISPR-Cas9) system. This allows the generation of single-nucleotide-

variant isogenic cell lines (i.e., cell lines whose genomic sequences differ from each other only at 

a single, edited nucleotide) in a more time- and resource-effective manner. These single-

nucleotide-variant clonal cell lines represent a powerful tool with which to assess the functional 

role of genetic variants in a native cellular context. Base editing can therefore facilitate genotype-

to-phenotype studies in a controlled laboratory setting, with applications in both basic research 

and clinical applications. Here, I provide optimized protocols (including experimental design, 

methods, and analyses, with the steps provided in Figure 4) to design base-editing constructs, 

transfect adherent cells, quantify base-editing efficiencies in bulk, and generate single-nucleotide-

variant clonal cell lines. For reading consideration, the materials for each protocol, which are 

excluding in this thesis for the sake of simplicity, can be found in the full publication: 

https://currentprotocols.onlinelibrary.wiley.com/doi/abs/10.1002/cpmb.129.  

2.2 Strategic Planning 

The optimal BE:gRNA combination will change based on the experimental goal and 

sequence surrounding the target base. While selecting a base editor, gRNA spacer, and suitable 

PAM, there are several considerations that should be reviewed before starting. These include 

https://currentprotocols.onlinelibrary.wiley.com/doi/abs/10.1002/cpmb.129
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sequence context surrounding the target base, PAM and Cas variant selection, and acceptable 

levels of indels or off-target editing.  

A particular challenge that many researchers encounter is bystander editing, as described 

in chapter 1. However, bystander editing can be minimized by using a particular deaminase variant 

(such as one with a shifted editing window or strict sequence preference) and careful PAM 

selection. The nucleotides flanking the target base—especially the 5’ nucleotide for CBEs—will 

also influence deaminase selection (see reference 62 for a detailed analysis of deaminase sequence 

preferences). Finally, while certain experiments require no detectable indels and off-target editing 

(where high-fidelity Cas and deaminase variants can be used), others will benefit from using BEs 

with the highest on-target efficiency. As base editing systems are modular, we recommend testing 

multiple BE:gRNA options initially (through Protocol 3), and then selecting the combination that 

produces the best editing profile for isogenic cell line generation or downstream assays.  

An additional matter to consider before beginning is the fact that immortalized cell lines 

may contain genetic variation or mutations in the target gene compared to the human reference 

genome; we thus recommend sequencing the locus of interest in your cell line before beginning. 

Within this protocol, we have included details on how to do this: see Protocol 1 step 6A for primer 

design, Protocol 2 for “Harvesting Genomic DNA”, and  Protocol 3 for sequencing the target site. 

Additionally, be sure to plan proper negative controls when generating SNV-containing isogenic 

cell lines. 

2.3 Protocol 1: Design and Production of Plasmids for Base 
Editing Experiments  
 
Although there are many delivery systems to introduce base editors into cells, during my 

Ph.D. work, we optimized the use of plasmid-based base editor delivery. These experiments rely 

on the preparation of two high-quality plasmids: one expresses gRNA that designates the target 
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genomic location, and the other expresses the BE protein component (Cas9-deaminase fusion). 

Accurate and efficient base editing relies on careful design of the most 

appropriate BE:gRNA combination. Central to this, is the identification of a PAM that enables the 

Cas protein to bind in a manner that only positions the target C or A within the base editing 

window. We recommend the use of BEs that incorporate the engineered SpCas9-NG for minimal 

targeting restrictions with the smallest reduction in on-target activity in mammalian cells.63 BEs 

that incorporate other engineered variants, Cas9 homologs, and Cas12a orthologs, such 

as SpRY, Sau/Sauri/Spy-mac, and Lb/As/Aa  offer additional PAM options but may have 

reduced on-target efficiencies at certain genomic loci or broadened editing windows, leading to 

bystander mutations (see the Critical Parameters section). The observed editing efficiency will 

depend on the context of the genomic site and base editor used. We have listed recommended 

CBE and ABE variants in Table 3 and discuss alternatives in Critical Parameters. Of note, 

optimized “BE-max” plasmids contain GenScript human codon optimization for maximal 

expression levels, bipartite NLSs on both termini for enhanced nuclear import, and an 

optional bicistronic enhanced green fluorescent protein (EGFP) for assessment of transfection 

efficiency and BE expression.24,25 The gRNA expression vector should contain a U6 promoter 

driving expression of an S. pyogenes Cas9 gRNA (e.g. Addgene #47511). The initial spacer 

sequence is irrelevant because site-directed mutagenesis will be used in this protocol to replace the 

gRNA spacer using a 5’overhang on the forward primer.  

This protocol outlines the steps to properly design gRNAs for BE experiments, replace the 

spacer sequence in a gRNA expression vector, and prepare the appropriate plasmids for 

mammalian cell transfection. Additionally, Protocol 1 details primer design for the amplification 
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of a target genomic locus to quantify targeted SNV introduction by Sanger or next-generation 

sequencing. 

NOTE: If multiple BE:gRNA options are available, we recommend experimentally validating all 

of them to identify the optimal combination that maximizes target C or A editing and 

minimizes bystander editing. 

 

 

 

Figure 4. Generating isogenic cell lines harboring a target SNV, using the MUTYH V270A variant as an example. (A) 
Transfection-quality plasmids encoding a custom-designed gRNA and base editor (BE) are transfected into mammalian 
cells. (B) 3 days post-transfection, genomic DNA is harvested, and the genomic locus of interest is amplified and then 
prepared for sequencing. (C) The resulting PCR products are sequenced to assess the feasibility of generating an 
isogenic cell harboring the target SNV. Shown is bulk sequencing of the total cell population transfected with a 
BE:gRNA combination to introduce the V270A variant in MUTYH. The sequencing chromatogram shows base editing 
activity on the target base. (D) Following confirmation of >10% editing efficiency, step A is repeated. The BE plasmid 
also encodes for an EGFP fluorescent marker, allowing for the use of FACS to isolate individual cells expressing a 
base editor. (E) FACS is utilized to sort single, EGFP-positive cells into individual wells of a 96-well plate containing 
culture media. (F) Single cell-derived colonies clonally expand for 1-2 weeks. Sequencing the resulting clonal cell 
lines confirms the generation of an isogenic cell lines harboring the target SNV. Data from three individual isogenic 
cell lines of the V270A MUTYH variant are shown, containing wild-type, homozygous, and heterozygous genotypes. 
The target nucleotide is outlined in green.  
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2.3.A Protocol Steps 
 

Design gRNA   

1. Import genomic locus of interest into sequence viewing software of choice. We 

frequently use Benchling (https://www.benchling.com).  

Be sure to import in the sense orientation using the reference genome (‘build’) 

and isoform that matches the SNV annotation.  

2. Identify the target nucleotide (C or A) and find an NG PAM exactly 12 to 16 nucleotides 

downstream (i.e. towards the 3’ end of the strand containing the target nucleotide, see 

Figure 5A for an example). The target can be on either strand, as long as there is a 

suitable PAM on the same strand. Annotate the protospacer. Alternately, free software 

programs such as the Benchling wizard , BE-designer , and BE-Hive  can be used for 

automated gRNA design. As most automated programs lack flexibility in deaminase and 

Cas variants, we recommend manually designing your protospacers (Figure 5A) and 

checking predicted editing efficiencies in BE-Hive .   

If bystander edits are unavoidable, choose the protospacer with bystander 

nucleotides farthest from the center of the window (position 6) or one that will 

incorporate silent mutations (as long as it is not a splice site).   

3. If the protospacer does not start with guanine, add a 5’G to create a 21-

nucleotide spacer in the gRNA. For protospacers that already start with a 5’G (such as 

the example V270 protospacer), move to the next step.  

Adding a guanine drastically increases gRNA transcription from the U6 

promoter, yielding high editing efficiencies, despite a possible 5’ mismatch. 

https://www.benchling.com/
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4. Design a custom forward primer with the sequence 5’-[N20-

21]GTTTTAGAGCTAGAAATAGCA-3’, replacing the [N20-21] portion with the 

protospacer sequence from the previous step (e.g. Table 4, #2 for MUTYH V270). This 

will be used with the universal reverse primer (Table 4, #1). Analyze this primer pair for 

homo- and hetero-dimers using the IDT oligo 

analyzer (https://www.idtdna.com/pages/tools/oligoanalyzer). Note that amplification 

may be difficult using primers with a ∆G<-10 kcal/mol.  

The custom primer sequence should only include the protospacer sequence 

without the PAM. In base editing experiments, the spacer sequence will always be 

identical to the protospacer and contain the target A or 

C because direct nucleobase modification occurs on ssDNA of the canonical “non-

target strand” that is not duplexed with gRNA. See Figure 5A for an example. It is 

also recommended to include a non-targeting gRNA as a control (see 

Table 4 primer #6).  

5. Order the primers from IDT or another manufacturer of choice for custom gRNA 

construction via site-directed mutagenesis of the spacer or “around-the-horn" cloning.  

Design primers for amplification of genomic locus   

6. A. Use a primer design tool (e.g. Primer3 or other) to generate a pair 

of primers that amplify a ~1 kilobase (kb) region containing the protospacer, for Sanger 

sequencing.  See Figure 5A and Table 4, primers #11-12 for V270 example using 

the Benchling Primer3 design wizard.  

These primers should ideally be 18-24 base pairs (bp) long, and have 40-60% 

GC content, and melting temperatures of 60-65˚C. To ensure that at least one of 

https://www.idtdna.com/pages/tools/oligoanalyzer
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these primers is appropriately positioned to yield maximum quality sequencing 

data of the protospacer region of the amplicon, the target sequencing region 

should be at least 50 bp away from the primer used for sequencing.  

B. Alternatively, design primers for Illumina next-generation sequencing (NGS). 

This requires specific adapter sequences be added to both the forward and reverse 

primers, and a much shorter amplicon. Design a primer pair that amplifies 200-250 bp of 

DNA (for a 300-cycle NGS run; if a 150-cycle NGS run will be used, the amplicon 

should be 100-125bp long) with the same parameters as above. Then, add the adapter 

sequences #13 and #14 from Table 4 onto the 5’end of the forward and reverse primers, 

respectively.  For the MUTYH V270 example, the Primer3 Wizard on Benchling was 

used to identify 22 nt PCR primers that amplify a 249 bp region around the protospacer 

and the Illumina NGS adapters were added to create primers #15 and 16 in Table 

4. Order these as the round 1 PCR primers. A second round of amplification is required to 

provide the samples with P5/P7 tails and unique barcodes. Order round 2 PCR primers 

based on the Illumina barcoding system to be used during library preparation. See 

Alternate Protocol 1 for more information. 

Clone new spacer into gRNA expression plasmid via site-directed mutagenesis  

7. In 0.2 mL PCR tubes, 5' phosphorylate each primer (forward and reverse, from step 

#5 above) individually in separate 20 μL reactions by combining the following (in the 

order stated):   

• 15 μL nuclease-free water  

• 2 μL primer (100 μM stock)  

• 2 μL T4 DNA ligase buffer  
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• 1 μL T4 polynucleotide kinase  

Mix well and quickly spin to collect sample. The 20 μL of phosphorylated primer 

is enough for 8 PCR reactions—scale up if the primer is needed for more than 8 

gRNAs (i.e. the universal reverse).  

8. Place the reaction tube in a thermocycler and run the following program:  

• 37°C for 20 min  

• 95°C for 5 min  

• Hold at 12°C  

9. In a PCR tube on ice, combine the following reagents for a 50 μL reaction (in the order 

stated):  

• X μL nuclease-free water (fill to a total volume of 50 μL) 

• 10 μL Phusion HF buffer 

• 1 μL dNTP mix 

• 2.5 μL FWD phosphorylated primer (10 μM from previous step) 

• 2.5 μL REV phosphorylated primer (10 μM from previous step) 

• ~1 ng DNA template: gRNA expression plasmid with different spacer sequence, 

(Addgene # 47511, noted above) 

• 0.5 μL Phusion polymerase 

10. Mix, quickly spin, and run a thermocycler program with the following cycling 

conditions:  

1 cycle: 30 sec 98°C 
(initial 

denaturation) 
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11. Run a 1 uL aliquot out on an agarose gel (1-1.5%) with a 1kb DNA ladder to 

check for a PCR product that is ~2.3 kb long (see Figure 5B for an example). 

If there is no PCR product, use the GC buffer, or additives such as DMSO or 

formamide (5%). If there are unwanted products, increasing the annealing 

temperature or decreasing the primer concentration can improve specificity. Gel 

extracting the band of interest is also possible during step 13.  

12. Add 1 μL DpnI to the PCR product, mix, and spin. Incubate at 37°C for 1 hr.  

13. Purify PCR products using the Qiagen PCR clean-up protocol. 

Using a vacuum manifold followed by thoroughly drying the column in a 

centrifuge is suggested.   

14. Quantify the concentration of the PCR product using a Nanodrop. Then, prepare a 20 uL 

ligation reaction to circularize the linear PCR product, which contains the new spacer 

sequence and 5’ phosphate groups. In a PCR tube, combine:  

~50 μg PCR product after clean-up (from previous step)  

X μL nuclease-free water (fill to a total volume of 20 μL)  

10 μL 2X Quick Ligase buffer  

1 μL Quick Ligase  

~35 cycles: 10 sec 98°C (denaturation) 

 20 sec 65°C (annealing) 

 35-45 sec 72°C (extension) 

1 cycle: 5 min 72°C (final extension) 

 hold 12°C (hold) 
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15. Mix, quickly spin, and incubate at room temperature for 5-10 min.  

16. Using sterile technique, transform ~5 μL of the ligated product into 

competent bacterial cells of choice. Plate 10-50 uL cells on an agar plate containing 100 

mg/mL ampicillin or carbenicillin in a manner that will yield single colonies, and grow at 

37°C overnight.   

The BE and gRNA plasmids we recommend confer ampicillin/carbenicillin 

resistance. Expect ~20-200 colonies, with the majority containing the desired 

spacer sequence replaced.  

17. Pick 1-2 colonies per clone and grow in liquid LB or 2xYT media with 100 mg/mL 

ampicillin/carbenicillin until saturated.  

Using cells that double rapidly, such as Mach1, allows for short growth periods 

(~6 hrs). Inoculating colonies in 1-3 mL of media allows for sequencing on the 

same day. Save the plates airtight at 4˚C (using Parafilm) and mark the 

colonies screened.  

18. Mini-prep saturated cultures.  

We recommend saving the original culture tubes with un-lysed bacteria at 4˚C to 

create starter cultures for correct clones  

19. Quantify the prep using a Nanodrop, and then run an aliquot on an agarose gel (1.5%) to 

check the quality and size of the plasmid (Figure 5C for an example).  

The supercoiled gRNA plasmid runs around ~1.5 kb on a linearized ladder.  

20. Send in preps for Sanger sequencing using gRNA sequencing primer #7 in Table 

4  (U6), to confirm the presence of the new spacer sequence.  
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Sequence the entire backbone using primers #8-10 in Table 4 (at this step or after 

step 26, the midi-prep) as mutations may occur during PCR. Note that the 

universal U6 promoter primer that many sequencing companies use anneals very 

close to the spacer region and may not provide high-quality sequencing data of 

this region of the plasmid.  

 

Prepare High Quality, Endotoxin-free gRNA and BE plasmid DNA  

21. Once the base editor plasmids are obtained from Addgene, streak the surface of the 

bacterial stab onto an LB or 2xYT plate containing 100 mg/mL ampicillin or 

carbenicillin. Use sterile technique and streak for single colonies. Incubate at 37°C 

overnight (see https://www.addgene.org/recipient-instructions/myplasmid/).  

22. In the morning, grow 0.5 mL starter cultures of LB or 2xYT media with 100 mg/mL 

ampicillin or carbenicillin for each BE and gRNA plasmid required, at 37°C for ~6 hr or 

until saturated. For BEs, inoculate a single colony from plate in the previous step. For 

gRNAs, add antibiotic-containing media to culture tube saved at step 18 or inoculate 

from the original plate to avoid re-transforming.   

23. Dilute into 50 mL for midi-prep (or 200 mL for maxi-prep) cultures for overnight 

growth.  

24. Once saturated, remove 0.5 mL of culture and combine with 0.5 mL 50% glycerol in a 

2 mL cryogenic vial. Freeze stock at -80˚C.  

25. Use the remainder of the culture to prepare endotoxin-free midi- or maxi-preps based on 

the manufacturer’s protocol.  

https://www.addgene.org/recipient-instructions/myplasmid/
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If solution is cloudy after the syringe filter step of the midi- or maxi-

prep, centrifuge the 50 mL tube for 10 min at 4,000 rcf and proceed with 

supernatant. Using a vacuum manifold is suggested. Drying the wash buffer from 

the column is critical (spin in microcentrifuge for 2-3 min at ≥12,000 rcf). At the 

elution step,  warming the buffer to 55°C and incubating 3-5 min 

increases DNA yield.  

26. Quantify the plasmid sample using a Nanodrop and run an aliquot out on an agarose gel 

to confirm the quality of midi- or maxi-prep (Figure 5C).  

BEs plasmids are high-copy while the gRNA plasmid is medium- to low-copy.   
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Figure 5. Overview of Protocol 1. (A) To design a custom gRNA (protocol steps 1-5), first import the target locus 
into a viewing software of choice, being mindful of the isoform and reference genome used to annotate the SNV of 
interest (shown is the MUTYH gene sequence surrounding residue 270, using the hg38 reference genome). Identify 
the target amino acid and nucleotide (blue, V270 codon; target adenine is on the template strand), and identify potential 
PAMs that are positioned 12-16 nt downstream, in the 3′ direction, on the same DNA strand as the target nucleotide. 
Select the protospacer that positions the target nucleotide closest to the center of the editing window (position 6) or 
that positions potential bystander edits outside of the editing window. The gray “AG” PAM optimally positions the 
target base, while simultaneously pushing a potential bystander base to position 9, outside the canonical editing 
window. Order universal reverse and custom forward primers to replace the spacer sequence on a compatible gRNA 
expression plasmid (S. pyogenes; for example, Addgene cat. no. 47511). (B) Schematic showing the site-directed 
mutagenesis or around-the-horn cloning strategy for gRNA spacer replacement, and agarose gel showing confirmation 
of a PCR product band with the correct size (steps 9-11). (C) Preparation of endotoxin-free (ETF) midi- or maxipreps 
of gRNA and BE plasmids (steps 21-26), with a representative agarose gel showing proper size and quality of 
supercoiled ETF plasmids. Additionally, in step 20, Sanger sequencing is used to verify the sequence of the full gRNA 
plasmid. 
 
2.4 Protocol 2: Transfecting Adherent Cells and Harvesting 

Genomic DNA  

Before proceeding to generate isogenic cell lines, it is highly recommended to validate the 

BE:gRNA combination(s) from Protocol 1. The most time- and resource-effective way to 

accomplish this is with an easy-to-transfect cell line, such as Human Embryonic Kidney 293 

(HEK293) cells. While many different methods are available to deliver the BE and gRNA into 
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cells (such as viral transduction, mRNA transfection or electroporation, and ribonucleoprotein 

transfection or electroporation), the protocol outlined here utilizes commercial cationic lipid 

reagents to transfect cells with plasmids encoding the BE and gRNA. This protocol details how to 

deliver transfection-quality plasmids into HEK293 cells and extract the genomic DNA (gDNA) 

for downstream sequencing.  

We utilize HEK293T cells for base editing experiments. HEK293T cells contain an 

endogenous copy of the SV40 large T antigen. As such, plasmids containing an SV40 origin of 

replication will be replicated in HEK293T cells, resulting in longer-term expression of 

recombinant proteins, which can cause higher levels of off-target editing with genome editing 

agents. Because of that, the plasmids used by the authors do not contain an SV40 origin of 

replication.  

NOTE: All culture incubations should be performed in a humidified 37°C, 5% CO2 (g) 

incubator. Use 10% FBS in DMEM with or without added pen/strep for all steps as indicated. All 

experimental work in this section must be done using sterile reagents and proper aseptic 

techniques.64 Failure to do so, will result in possible contamination, which will disrupt downstream 

workflow and cause wasting of valuable laboratory resources. 

2.4.A Protocol Steps 
 

Transfecting HEK293T Cells with BE and gRNA 

1. Plate HEK293T cells such that they will be 70-85% confluent upon transfection in medium 

without antibiotics (see Figure 6A for example).   

For a 48-well plate, 100,000 cells/well (in a well consisting of 250 μL of 10% FBS 

in DMEM culture medium , or a cell solution of 4.0 x 105 cell/mL) is usually ready 

to transfect 4 hours after plating. 50,000 cells/well (in 250 μL of medium per well, 
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or a cell solution of 2.0 x 105 cell/mL) is usually ready to transfect 16 hours after 

plating.   

2. Warm Opti-MEM to room temperature prior to adding Lipofectamine 2000.   

3. For each transfection, 200 ng of gRNA plasmid and 800 ng of BE plasmid is needed if 

done in a 48-well plate format. Include a negative control sample that contains a non-

targeting gRNA or no gRNA. For different transfection formats, the total amount 

of plasmid and Lipofectamine will need to be scaled up or down. Prepare two different 

tubes per transfection:  

a. Tube A: add 200 ng of gRNA plasmid and 800 ng of BE plasmid. Dilute the DNA 

with Opti-MEM to a total volume of 12.5 µL.   

b. Tube B: add 1.5 µL of Lipofectamine 2000 and 11 µL of Opti-MEM.   

In some instances, you may be required to generate multiple edits in parallel. In this 

case, follow step 3a and 3b for each BE:gRNA combination.  

4. Mix the contents of tube A and tube B and incubate the mixture for 15 minutes at room 

temperature prior to transfection.   

5. Carefully add the 25 µL mixture dropwise to the cells and place back into the incubator.  

Be careful not to touch the bottom of the well with the pipet tip to avoid disturbing 

the cell monolayer.   

6. Monitor the cells under a fluorescence microscope after 24 hr. EGFP-positive cells should 

be observed evenly across the surface of the plate (see Figure 6A). Transfection efficiency 

should be at least 70% (ideally over 90%). If not, please refer to the Troubleshooting 

section.  
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Lipofectamine can be toxic to the cells, so we recommend checking on the health 

status of the cells on the microscope every day. If cells appear healthy, changing 

medium after 48 hr is also sufficient. If high cell toxicity is observed, as seen in 

Figure 6B, change to fresh DMEM medium prior to 24 hr. 

7. After 24 hr, aspirate the old medium and gently rinse cells with 150 µL of PBS  

Be careful, as roughly adding the PBS will result in dislodging adherent cells.  

8. Gently aspirate off the PBS and add 250 µL of fresh pre-warmed culture medium (10% 

FBS in DMEM with 1% Pen/Strep).   

9. Return to incubator for two additional days after media is replaced.   

Harvesting Genomic DNA  

10. Prepare cell lysis solution prior to taking cells from step 9 out of the incubator. 100 µL of 

cell lysis solution will be required per well when done in a 48-well plate format. As such, 

prepare a master mix solution containing the following: 10 mM Tris (pH 7.5), 0.05% SDS, 

25 μg/mL proteinase K.   

For example, a 1-mL master mix cell lysis solution will contain the following: 

983.75 µL of nuclease-free water, 10 µL of 1M Tris HCL stock solution (pH 8.0), 

5 µL of 10% SDS stock solution, and 1.25 µL of Proteinase K enzyme. The Tris and 

SDS may be prepared in advance, but the Proteinase K must be added immediately 

prior to use.  

11. Aspirate 250 µL of the old medium and gently rinse the cells with 150 µL of PBS. Carefully 

aspirate off the PBS.  

12. Add 100 µL of cell lysis solution prepared in step 10 to each well and wait for 3-5 minutes, 

or until cells are completely dislodged from the bottom of the well.   
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13. Collect the cell lysate into PCR tubes.   

Slightly tilt the 48-well plate. Prior to contacting the cell lysate with the pipette tip, 

displace 100 µL of air. Collect 100 µL of cell lysate on the first suction and transfer 

to PCR tubes. Pipetting the cell lysate up and down, especially vigorously, will 

result in air bubbles that will reduce the amount of harvested genomic DNA. Be 

advised—the viscosity of genomic DNA increases the chance for cross-

contamination of samples to occur.   

14. Incubate the cell lysis reaction in the thermocycler:   

• 37°C for 1 hr 30 min  

• 80°C for 30 min  

• Hold at 4°C  

Keep cell lysate at 4˚C and avoid freeze/thaw cycles. Amplification works best on fresh 

gDNA, which can be used directly or diluted (1:5-1:50) depending on the cell density 

before harvesting.  After incubation in the thermocycler, cell lysate normally appears 

slightly cloudy and will be more viscous when higher amounts of gDNA are present. 

Optionally, a Nanodrop can be used to estimate gDNA concentration (blank with lysis 

solution), though impurities in the lysate reduce the reading’s accuracy.  
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Figure 6. Representative images of successful and unsuccessful transfection experiments (Protocol 2, steps 1-9). 
Shown are brightfield images of HEK293T cell confluency at the time of transfection (left most column, in box), as 
well as brightfield (middle left column), GFP fluorescence (middle right column), and merged (right most column) 
images of the same cells 24 hours post-transfection with gRNA and BE plasmids to generate the V270A MUTYH 
variant. Shown are cells that were transfected at row (A) – ideal confluency (70-85%), resulting in high transfection 
efficiency and high cell viability across the surface of the plate, row (B) – under confluency (<70%), resulting in high 
transfection efficiency but low cell viability, and row (C) – over confluency (>85%), resulting in low transfection 
efficiency but high cell viability. The latter two conditions are illustrative of poor base editing experiments. Scale bars 
= 166 μm. 
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2.5 Protocol 3:  Genotyping Harvested Cells using Sanger 

Sequencing 

After transfection with the BE:gRNA combination(s), base editing efficiency needs to be 

assessed to determine the feasibility of generating an isogenic cell line harboring 

the target SNV. Generally, an editing efficiency >10% is sufficient to proceed (Figures 4C; 

7A). However, base editing efficiencies of >30% greatly increase the chances of generating all 

genotypes. 

Sanger sequencing is a cost-effective alternative to next-generation sequencing (Alternate 

Protocol 1) and is usually sufficient to determine the feasibility of generating cell lines 

with the SNV of interest.   

2.5.A Protocol Steps 
 

PCR of genomic DNA 

1. For each sample, combine the following reagents (in the order stated) for a 50 μL PCR 

reaction to amplify the genomic locus of interest:   

• X µL Nuclease-free water (fill to a total volume of 50 µL)  

• 10 µL GC Buffer  

• 1 µL dNTP mix (10 mM each)  

• 0.5 µL 10µM forward primer (in this example, #11 Table 4)  

• 0.5 µL 10µM reverse primer (in this example, #12 Table 4)  

• 1.5 µL 100% DMSO  

• 0.5 µL cell lysate (gDNA) from step 14 of Protocol 2  

• 0.5 µL of Phusion DNA polymerase  
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It is imperative to include a negative control sample every time amplification from 

gDNA is performed.  In this sample, 0.5 µL of water is added instead of the cell lysis 

solution (gDNA) to control for reagent contamination. We suggest making a master 

mix, then  adding the cell lysate and polymerase to individual aliquots.    

2. Mix, quickly spin, and run a thermocycler program with the following cycling conditions:  

 

1 cycle: 30 sec 98°C (initial denaturation) 

25 to 34 

cycles*: 
10 sec 98°C (denaturation) 

 25 sec 65°C** (annealing) 

 10 sec 72°C (extension) 

1 cycle: 5 min 72°C (final extension) 

1 cycle: ∞ 12°C (hold) 

    

 

**The annealing temperature is specific to the primers chosen. In this protocol, it 

is recommended that researchers use an automated primer design tool (Step 6A of Protocol 

1). Using the Benchling Primer3 design wizard, the default optimal annealing temperature 

is 65°C. If the primer pair’s annealing temperature is not 65°C, please adjust accordingly.  

3. Run a 5 µL aliquot of each PCR reaction on a 2-3% agarose gel using a 100 bp ladder for 

size comparison (see Figure 5B for an example).    

If you do not get the correct-size product bands, please refer to the Troubleshooting 

section.   
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4. After confirming the presence of a correctly-sized PCR product, prepare the samples for 

sequencing. Genewiz (https://www.genewiz.com/en) offers two Sanger sequencing 

options, but this may depend on the sequencing vendor of choice:   

a. Sending purified PCR product: Purify the product with QIAquick PCR purification 

kit following the manufacturer’s instructions. Measure the DNA concentration after 

PCR clean-up of each sample using a Nanodrop. Prepare the appropriate amount of 

DNA along with the sequencing primer (we recommend using either the forward or 

reverse primer from the PCR reaction that is positioned at least 50-75 bp away from 

the target base of interest) in the same tube according to company protocol.  

b. Sending unpurified PCR product: unpurified PCR samples sent for Sanger 

sequencing will undergo an enzymatic PCR purification protocol. Provide the 

appropriate amount of the successful PCR reaction in one tube according to sequencing 

company guidelines. Provide the appropriate amount of sequencing primer (we 

recommend using either the forward or reverse primer from the PCR reaction, 

whichever one is at least 75-bp away from the target base of interest) in a separate 

tube. We recommend submitting a picture of the labelled gel as well to the sequencing 

company as this can help with quantification and troubleshooting, if necessary.   

Sending unpurified PCR product (step 4b.) usually results in better sequencing 

coverage quality and thus, an easier to interpret chromatogram, but costs extra.   

 

 

 

 

https://www.genewiz.com/en
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2.5.B Using EditR to Quantify Base Editing Efficiencies 
 

Quantifying base editing efficiency of the target nucleotide is needed either (a) to determine 

the feasibility of generating a cell line with a given SNV as seen in Protocol 3, or (b) to confirm 

the introduction of either a homozygous edit or heterozygous edit into mammalian cells as seen in 

Protocol 5. In both instances, we recommend measuring the base editing efficiency of the total 

harvested cells in bulk using a simple and publicly available program, termed "EditR." 

(https://moriaritylab.shinyapps.io/editr_v10/; . EditR is a free online tool or desktop application 

which requires an .ab1 Sanger sequencing file of the potentially edited region (~300-700bp) and 

the gRNA protospacer sequence (~20bp) to predict  where a base edit occurred. Once the .ab1 file 

and DNA protospacer sequence are correctly uploaded, EditR generates a plot displaying editing 

efficiencies at each base within the protospacer (Figure 7D and 7E).  

NOTE: If we state, “an editing efficiency of ~10%”, this means that ~10% of the cells of 

the total harvested cell population have a successful edit at the target base. This is will be indicated 

by overlapping chromatogram peaks at the targeted nucleotide. In this hypothetical example, it 

would show ~90% unedited base and ~10% edited base in the sequencing chromatogram. Using 

MUTYH V270 as an example, Figure 7A and 7D shows a chromatogram where the base edit 

efficiency is reported as 38% (P = .01) by EditR. It is important to note that a poor-quality Sanger 

sequencing chromatograph (such as that shown in Figure 7C) may produce an EditR output file 

that falsely shows editing at the target base (see Figure 7E). It is, therefore, important to confirm 

that non-A/C bases in the protospacer display less than ~7% editing.   

The following steps have been adapted from the online protocol found at  

https://moriaritylab.shinyapps.io/editr_v10/:  

5. Upload your .ab1 file of the sequenced region. 

https://moriaritylab.shinyapps.io/editr_v10/
https://moriaritylab.shinyapps.io/editr_v10/
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6. Enter the gRNA sequence protospacer sequence. 

• If your gRNA is antisense to the .ab1 file, check the “Guide sequence is reverse 

complement” box. 

7.  Click the “Predicted Editing” tab.  

8. Examine the gRNA protospacer chromatogram and underlying tile plot to determine if 

base editing occurred. Observing >10% editing efficiency at the target base (as indicated 

by a double peak at the targeted nucleotide showing <90% unedited base and >10% 

edited base in the sequencing chromatogram) is sufficient to proceed (Figure 7A).   

• All colored tiles represent base calls that are deemed significant, i.e. if there are 

multiple colored tiles under a single base call, base editing likely occurred. 

9. If you wish to download a report of the operations performed on your data, click the 

"Download Report" tab on the top of the page. 

 

Figure 7. Representative Sanger sequencing traces from genotyping of cells in bulk and after clonal expansion 
(Protocols 3 and 5). (A) Sanger sequencing trace of the bulk population of total cells after transfecting with a BE:gRNA 
combination to introduce the MUTYH V270A mutation. (B) Following re-transfection and clonal expansion, single 
cell-derived colonies potentially harboring the MUTYH V270A variant were then sequenced. Sanger sequencing 
chromatograms show the generation of three individual isogenic cell lines, in this instance, with genotypes of wild-
type (left), homozygous (middle), and heterozygous (right). (C) A low-quality chromatogram with a high degree of 
background noise obtained after the bulk population of total cells were sequenced via Sanger sequencing. (D) Analysis 
of the .ab1 file of the bulk population of total cells, as described in panel A. EditR quantifies a base editing efficiency 
of 38% (P = .01) The observed base editing efficiency at the target nucleotide indicates the feasibility of generating 
the targeted V270A variants, since the editing efficiency is >10%. (E) Analysis of the .ab1 file of the bulk population 
of total cells with a degree of background noise, as described in panel C. EditR quantifies a base editing efficiency of 
27% (P = .01), which may mislead the researcher into incorrectly concluding a successful initial base editing 
experiment. Please refer to Basic Protocol 3 for information on EditR. 
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2.6 Alternate Protocol 1: Next-Generation Sequencing to Quantify 

Base Editing 

Some base editing experiments require rigorous quantification to accurately determine 

absolute editing efficiencies or to deconvolute editing patterns in bulk. Next-generation 

sequencing enables the researcher to quantify individual edited alleles, which can be helpful to 

establish the frequency of bystander mutations in bulk before isolating single cells. NGS is also 

desirable when genotyping edited cell lines at target sites with increased copy number (due to gene 

duplication) or if robust quantification of indels is needed. In these cases, the harvested genomic 

DNA samples from Protocol 2 or Protocol 5 should be amplified and prepared for Illumina NGS. 

Targeted amplicon sequencing for genome editing experiments has been previously described in 

depth by Veeranagouda and coworkers, as well as by Yang and coworkers. 65,66 We recommend 

quantifying base editing using a 300-cycle, paired-end NGS run with a 200-250 

bp amplicon.  However, the amplicon length can be easily altered for other types of sequencing 

runs. Primers for the initial amplification (round 1) should be designed with the 

proper adapter sequence and distance from the target site, as described in Protocol 1, step 6B 

and Figure 5A. Then, sample barcodes (for de-multiplexing) and Illumina-specific P5/P7 tail 

sequences will be added during the round 2 PCR. Once the data is acquired, we suggest performing 

data analysis with the free CRISPResso2 software using the batch mode and base editor output.67  
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2.6.A Protocol Steps 

Next-Generation Sequencing 

1. To amplify the genomic locus of interest, create a 25 μL round 1 (rd1) PCR reaction for 

each gDNA sample (BE:gRNA combination) and a negative control containing water. For 

each sample, combine the following reagents (in the order stated):   

• X µL Nuclease-free water (fill to a total volume of 25 µL)  

• 5 µL GC Buffer  

• 0.5 µL 10 mM dNTPs  

• 0.5 µL 10µM forward NGS rd1 primer (for the MUTYH V270 example, primer 

#15 Table 4)  

• 0.5 µL 10µM reverse NGS rd1 primer (for the MUTYH V270 example, primer #16 

Table 4)  

• 0.75 µL 100% DMSO 

• 0.5 µL cell lysate (gDNA) 

• 0.25 µL of Phusion DNA polymerase  

It is imperative to include a negative control sample every time amplification from 

gDNA is performed.  In this sample, 0.5 µL of water is added instead of the cell 

lysis solution, to control for gDNA contamination. We suggest making a master 

mix, then  adding the cell lysate and polymerase to individual aliquots. 

2. Mix, quickly spin, and run a thermocycler program with the following cycling conditions:  

1 cycle: 60 sec 98°C 
(initial 

denaturation) 
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22 to 28 

cycles*: 
10 sec 98°C (denaturation) 

 20 sec 65°C (annealing) 

 10 sec 72°C (extension) 

1 cycle: 5 min 72°C (final extension) 

1 cycle: ∞ 12°C (hold) 

*To avoid PCR bias, use the minimum number of cycles that provides robust 

amplification. This may require optimization for each target locus (see also 

“Quantification of base editing efficiency in bulk cells” in the Critical Parameters 

section). 

3. Run a 1-2 uL aliquot of each PCR reaction on a 2% agarose gel using a 100 bp ladder. 

NGS round 1 adapter sequences add 66 bp to the length of your amplicon. If you 

do not get the correct-size product bands, please refer to the Troubleshooting 

section.   

4. Round 2 (rd2) PCR adds a unique barcode designated by an 8 nt sequence in each of the 

primers: A1 in this example (Fwd-A/Rev-1). For each rd1 sample, create a 25 μL rd2 PCR 

reaction by combining the following reagents (in the order stated):   

• X µL Nuclease-free water (fill to a total volume of 25 µL)  

• 5 µL GC Buffer  

• 0.5 µL 10 mM dNTPs  

• 0.5 µL 10µM forward NGS rd2 primer (custom barcode; Table 5)  

• 0.5 µL 10µM reverse NGS rd2 primer (custom barcode; Table 5) 

• 0.75 µL 100% DMSO 
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• 0.5 µL rd1 PCR product 

• 0.25 µL of Phusion DNA polymerase  

The negative control sample in this PCR should contain 0.5 µL of the round 1 

negative control PCR product. Barcodes can be custom-generated and input into 

the sequencer, such as those provided in Table 5, or ordered in a kit through 

Illumina (TG Nextera® XT Index Kit v2).  

5. Mix, quickly spin, and run a thermocycler program with the following cycling conditions: 

1 cycle: 60 sec 98°C (initial denaturation) 

8 to 16 cycles*: 10 sec 98°C (denaturation) 

 20 sec 65°C (annealing) 

 10 sec 72°C (extension) 

1 cycle: 5 min 72°C (final extension) 

1 cycle: ∞ 12°C (hold) 

*Use the minimum number of cycles that provides robust amplification. 

6. Run a 1-2 uL aliquot of each PCR reaction on a 2% agarose gel using a 100 bp ladder 

(see Figure 5C for an example).    

NGS round 2 adapter sequences add 74 bp to the length of your rd1 PCR product 

(or a total of 140 bp to your original amplicon).  

7. Pool rd2 PCR products from all samples together (e.g. no gRNA control and each 

BE:gRNA combination at the locus of interest). Perform a gel extraction on the pooled 

samples to eliminate lower molecular weight products that would decrease the quality of 

the NGS data.  
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We recommend doing a second PCR clean-up on the elution to remove any agarose 

(peak absorbance at 230nm) that remains after gel purification. A Nanodrop can 

be used to determine purity and roughly quantify concentration. Then, dilute into 

the quantification range for the next step. 

8. Accurately quantify the DNA concentration of the libraries following the Qubit dsDNA 

HS assay kit protocol.  

Alternatively, the NEBNext Library Quant Kit for Illumina protocol describes 

quantification by qPCR. 

9. Set up the NGS run according to Illumina protocols or submit to a sequencing core facility. 

2.7 Protocol 4: Single Cell Isolation of Base Edited Cells using FACS  

Following confirmation of >10% editing efficiency, the next step is to isolate single cells 

and clonally expand, to obtain isogenic cell lines harboring the SNV of interest. In this section, we 

describe two different methods for this: one that utilizes fluorescence‐activated cell sorting 

(FACS) (this protocol), and one that utilizes dilution plating (Alternate Protocol 2). Using FACS 

followed by clonal expansion is preferred over dilution plating for two key reasons. Firstly, FACS 

allows for the discrimination between single cells and multiplets, which eliminates the chances 

of obtaining doublet cell-derived colonies (a frequent observation seen in dilution 

plating, Figure 8E). Secondly, FACS allows for the discrimination between untransfected and 

transfected cells when using plasmids with fluorescent markers, which is particularly important 

when working with cell lines with low transfection efficiencies. Dilution plating, however, is more 

cost-effective, gentler on the cells, and does not require specialized instrumentation. Dilution 

plating, therefore, may be preferred over FACS when working with sensitive cells or if 

the researcher does not have access to FACS instrumentation (or simply when working with 
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plasmids which do not possess fluorescent markers). This Protocol describes the process for 

transfecting and isolating single cells for clonal expansion. 

NOTE: We used ABEmax-NG-GFP (Addgene #140005) to generate the 

V270A MUTYH variant used in this example. In this plasmid, although EGFP and ABE 

are both transcribed in a single mRNA transcript, they are translated into unique and separate 

proteins via the “self-cleaving” P2A linker. Therefore, FACS can be used to sort individual EGFP-

positive cells (Figure 4E), which selects cells that are actively expressing the BE. There are also 

methods to select for cells with high BE activity (rather than simply expression). 

2.7.A Protocol Steps 

Transfect for Single Cell Isolation 

1. Transfect the HEK293T cells with the BE:gRNA combination(s) that show desired 

editing activity in bulk, as described in  Protocol 2 steps 1 to 8.  Incubate the cells for 

three days post transfection.  

It is important to include a proper negative control sample (see Critical 

Parameters), such as a non-targeting gRNA or no gRNA.  

2. 1-2 days after the transfections, prepare 96-well plates which contain 100 µL of culture 

medium in each well (50% FBS, 1% Pen/Strep). Generally, 2 plates per well in step 1 is 

sufficient to obtain cells containing the SNVs of interest. Place the plates into the tissue-

culture incubator overnight.   

Single transfected cells from step 1 will be sorted into individual wells of the 96-

well plate. For generating single nucleotide variant clonal cell lines, two 96-well 

plates per BE:gRNA combination containing DMEM with 50% FBS, 1% Pen/Strep 
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is used but other sorting culture medium is also commercially available. Preparing 

extra collection plates with medium is optional.   

Preparation of the Cells for FACS  

3. Three days post-transfection, aspirate 250 µL of the old medium from the transfected cells 

and gently rinse cells with 150 µL of PBS. Carefully aspirate off the PBS.   

4. Add 300 µL of Accumax to each well and incubate at 37° for 5 to 10 min, or until cells 

are completely dislodged from the bottom of the well.   

The use of trypsin is not advised to prepare cells for sorting as it is too harsh and 

will result in fewer cells surviving the clonal expansion process.   

5. Create a suspension by gently pipetting up and down several times.  

6. Transfer the cell suspension to a 15-mL conical tube, then centrifuge for 5 min 

at 100 RCF at room temperature. Aspirate supernatant.   

7. Resuspend each sample with 1 ml PBS supplemented with 0.5 µl of the viability dye PI. 

Take an aliquot and count the cells using a hemocytometer.  

This target concentration should be met if the well surface is near confluency.   

Although not a requirement, PI will improve efficiency of obtaining single cell 

clones when sorting.   

8. Filter cells through a sterile 35μm cell strainer to collect the uniform suspension in a 5 

mL polystyrene round-bottom tube. Place on ice until sort.   

9. Using the FACSAria II system (or equivalent), and under sterile conditions, sort single 

EGFP-positive cells into individual wells of the 96‐well plates containing 100 μL of 

culture media containing DMEM with 50% FBS, 1% Pen/Strep.   

10. Place plates into tissue-culture incubator after sorting as soon as possible.   
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Figure 8. Representative images from dilution plating method (Alternate Protocol 2). (A) Image of a 96-well plate 
taken four days post-dilution plating. The top left wells have a higher concentration of cells as indicated by the low 
pH level (yellow-colored culture medium). (B) 20X magnification image of a well from (A) with a single cell-derived 
colony, taken four days post-dilution plating. (C) Image of the 96-well plate from (A), taken seven days post-dilution 
plating. Wells which are harboring single cell-derived clones are marked. (D) 20X magnification image of the same 
colony from (B), taken seven days post-dilution plating. (E) 20X magnification image of a doublet cell-derived colony, 
taken seven days post-dilution plating. Scale bars = 166 μm. 
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2.8 Alternate Protocol 2: Single Cell Isolation of Base Edited Cells 

using Dilution Plating 

Dilution plating offers a cost-effective alternative when researchers do not have access to 

a sorting machine or when they are working with plasmids which do not possess fluorescent 

markers. Furthermore, dilution plating might be preferred when working with sensitive cell 

lines that are less likely to survive the sorting conditions. However, there are two major limitations 

to dilution plating. Firstly, the chances of obtaining doublet cell-derived colonies increases. We 

have found, however, that using a 35μm sterile cell strainer prior to dilution plating reduces the 

chances of obtaining doublet-derived colonies. Secondly, dilution plating does not allow for the 

discrimination between untransfected and transfected cells, something that is possible when 

using FACS. Therefore, the rates of successfully obtaining a cell line harboring the SNV of 

interest are reduced. Therefore, screening more single cell-derived colonies per 

transfection may be necessary to obtain the cell line of interest. This can be accomplished by using 

more than two plates per transfection. This protocol uses an adaptation of methods previously 

described.68 

2.8.A Protocol Steps 

Single Cell Isolation Using Dilution Plating 

1. Add 100 μL of pre-warmed DMEM medium (10% FBS, 1% Pen/Strep) to all the wells in 

a 96-well plate, except to well A1. 

In general, we recommend doing four plates per SNV when the editing efficiency 

from Protocol 3 is > 20 %. More plates may be needed per SNV when editing 

efficiency is < 20%.  
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2. After the cells from Protocol 2 step 6 have been transfected and incubated for three days, 

pipette off 250 µL of the old medium from the cells and gently rinse cells with 150 µL of 

PBS. Carefully aspirate off the PBS.   

3. Add 50 µL of TrypLE  to each well and incubate at 37°C for 5 to 10 min, or until cells 

are completely dislodged from the bottom of the well.   

4. Resuspend the transfected cells with culture medium.  

5. Add 200 μL of the cell suspension from step 4 to well A1 through a 35μm sterile cell 

strainer.   

The use of the strainer is optional, but when used, we have observed a higher 

frequency of isolating single cell-derived colonies as opposed to doublet cell-

derived colonies.  

4. Using a single channel pipette, make 1:2 dilutions by transferring 100 μL of the cell 

suspension from A1 down the first column (B1 to H1) using the same tip. Discard 

100 μL of cells from the last well.   

Mix gently before each transfer.   

5. Add an additional 100 μL of medium to each well in column 1.   

6. Using an 8-channel pipette, make 1:2 dilutions by transferring 100 μL of the cell 

suspension across each column of the plate starting from column 1 and ending at column 

12. Discarding 100 μL of cell suspension from the last column is optional.  

7. Place plates into tissue-culture incubator undisturbed after dilutions are made. Observe 

cells 4-7 days later (Figure 8).  
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2.9 Protocol 5: Clonal Expansion to Generate Isogenic Cell Lines 

and Genotyping of Clones 

Regardless of which method the researcher uses to isolate single cell-derived 

colonies (FACS - Protocol 4- or dilution plating -Alternate Protocol 2-), colony formation 

of HEK293T cells should be apparent after 4-7 days and they should be ready to subculture 

10-14 days after the isolation protocol. Figures 8B and 8D provide examples of single 

cell-derived colonies. This protocol describes the process for clonally expanding the 

isolated cells from Protocol 4 into isogenic cell lines, genotyping the resultant lines, 

and subculturing the appropriate colonies into larger flasks for storage or downstream 

experiments. For the SNV of interest, aim to obtain at least three different isogenic cell 

lines, one harboring a wild-type genotype, one harboring a heterozygous genotype, and one 

harboring a homozygous genotype. All these cell lines can be used for comparison and use 

in downstream experiments.  

2.9.A  Protocol Steps 

Subculturing and Genotyping Single Cells 

1. Carefully inspect each well  of the plates from either Protocol 4 or Alternate Protocol 2 

under the microscope and circle the wells that are harboring single cell-derived clones 

(usually, it takes around 3-4 days to notice distinguishable colony formation, but it can 

also be longer depending on clonal expansion rate). Be wary of potential doublet cell-

derived colonies (see Figure 8 for examples).  
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We have found that each 96-well plate will yield around 8 colonies per plate when 

prepared according to the FACS method, and around 11 single cell-derived 

colonies per plate when prepared according to the dilution method.   

2. Once the colony covers at least 30% of the well’s surface area, pipette off 100 µL of the 

old medium and gently rinse the cells with 50 µL of PBS.  

Since clonal expansion rate may differ from clone to clone, we recommend 

checking the colonies daily after they have been identified in step 1 of Protocol 5. 

This step usually takes 1-2 weeks but can vary.  

3. Add 30 µL of TrypLE Express. Wait 3-5 minutes, or until cells are completely dislodged 

from the bottom of the well.  

4. While cells are being trypsinized, add 225 µL of pre-warmed (37°C ) culture medium 

(10% FBS, 1% Pen/Strep) to each well of a separate 48-well plate. Allocate two wells for 

each single cell-derived colony.   

Half of the cells will be clonally expanded while the other half will be used for 

genotyping.  

5. Resuspend the trypsinized cells with 120 µL of pre-warmed DMEM medium (10% FBS, 

1% Pen/Strep).  

6. Passage two individual 75 µL aliquots of the clonal cell suspension into each well from 

step 4. 

7. Allow the cells to reach 80-90% confluency before proceeding to step 8. This will usually 

take 3 days, but it is recommended to check the cells under the microscope every day 

until they reach the appropriate confluency.  
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8. Two simultaneous steps must be followed. Thus, proper labelling of 

wells for identification of which clone it corresponds to is crucially important:   

a. Once both wells have reached the appropriate confluency, take one of the wells, 

and harvest the genomic DNA and genotype, as previously described in 

Protocols 2 and 3 or Alternate Protocol 1.   

b. For the other well containing the same clone, continue passaging the cells into larger 

wells or flasks before storage and until the sequencing data from step 8a is obtained. 

We recommend moving from a  48-well plate (250 µL of DMEM medium with 10% 

FBS, 1% Pen/Strep), to a 6-well plate (1 mL of DMEM medium with 10% FBS, 1% 

Pen/Strep), then to a T25 flask (5 mL of DMEM medium with 10% FBS, 1% 

Pen/Strep), and finally to a T75 flask (10 mL of DMEM medium with 10% FBS, 1% 

Pen/Strep. Passage the cells when they are at 85-90% confluent, therefore, it is 

recommended to monitor the cells under the microscope every day. We recommend 

keeping at least three clones, three cell lines containing wild-type, three clones 

containing heterozygous, and three clones containing 

homozygous genotypes (Figure 7B).   

9. Continue to clonally expand the sequenced-validated  cell lines by passaging the cells 

into larger wells or flasks as indicated in step 8b. We additionally recommend preparing a 

fourth cell line per each genotype that is a mixture of each of the clones with that specific 

genotype.   

10. Cryopreserve cell lines.   
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There are many protocols that show researchers how to cryopreserve mammalian cell 

lines. 69,70 We also recommend using https://www.abcam.com/protocols/cryopreservation-

of-mammalian-cell-lines-video-protocol as a resource. 

 

2.10 Critical Parameters: 

2.10.A gRNA design considerations 

Programs including the Benchling wizard (https://benchling.com/pub/liu-base-

editor; limited to CBEs), BE-designer (http://www.rgenome.net/be-

designer/), DeepHF (http://www.deephf.com/), and BE-Hive 

(https://www.crisprbehive.design/) can be used for automated gRNA design or 

scoring.16,62,71,72  BE-Hive incorporates ABEs and alternate PAMs, making it the most 

comprehensive software. This machine learning algorithm enables predictions of both editing 

outcome and efficiency for a given BE:gRNA combination.  Other programs are available for 

designing and scoring gRNAs for traditional Cas9 genome editing, and have 

been previously reviewed.73 These may be helpful for predicting potential off-targets or gauging 

how effectively Cas9 will bind to a given target site.  

The human U6 promoter drastically increases expression of the gRNA if guanine is the 

first nucleotide transcribed. Any decrease in Cas9 binding due to a mismatch at the first position 

of the protospacer that this may cause is more than compensated for by the increased expression 

levels. The mouse U6 promoter exhibits high expression with A or G as the first nucleotide, and 

can be used as an alternative.72 Additionally, the S. pyogenes gRNA backbone contains an early 

transcription termination signal (UUUU) that may decrease expression levels, and can be mutated 

https://www.abcam.com/protocols/cryopreservation-of-mammalian-cell-lines-video-protocol
https://www.abcam.com/protocols/cryopreservation-of-mammalian-cell-lines-video-protocol
https://benchling.com/pub/liu-base-editor
https://benchling.com/pub/liu-base-editor
http://www.rgenome.net/be-designer/
http://www.rgenome.net/be-designer/
https://www.crisprbehive.design/
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to increase cellular gRNA levels.74 While we have found that low base editing efficiency is usually 

caused by other factors, this may be an issue in certain cell types.   

2.10.B Bystander Editing  

 Bystander edits occur when C’s or A’s beyond the desired target are also present in the 

editing window and become mutated concurrently with the target base. Bystander editing can be 

avoided by designing a protospacer that pushes potential bystander bases out of the editing 

window, as shown with the gRNA example targeting V270 with an adenine in position 

9 (Figure 7A). Bystander edits may also be mitigated by using deaminase enzymes that 

are modified to be less processive (such as the YE1, YE2, and YEE CBEs)20  or sequence-specific 

(such as the eA3A CBE)26, or by alternative BE architectures, such as rigid linkers.28 In some 

cases, bystander edits are acceptable, such as in gene knockout experiments (Figure 9C) or if the 

bystander creates a silent mutation or intronic mutation (as long as it is not a splice site). When 

attempting to knock out genes via premature stop codon introduction or splice site disruption, 

disruptions targeted to the first and last few exons can be inefficient due to translation reinitiating 

and/or alternative splicing.75 We suggest base editing splice donor sites in the middle of the gene 

body to achieve the highest level of protein loss.76  
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Figure 9. Potential pitfalls in using Base Editing to generate isogenic cell lines. (A) Attempted introduction of the 
MUTYH E303E mutation resulted in only WT and homozygous cell lines, with no heterozygous clones observed. 
Experiment can be repeated with a less active BE variant, or cells with lower GFP signal isolated. (B) Attempted 
introduction of the MUTYH L296L mutation resulted in only a WT and heterozygous cell lines, with no homozygous 
clones observed. Check gene and mutation for lethality, and repeat experiment using base editor activity selection 
scheme. (C) Attempted introduction of the MUTYH W12* mutation resulted in bystander edits of non-target bases in 
the protospacer region. Because a premature stop codon is being introduced, bystander edits are acceptable.  
 

2.10.C Base Editor Selection Considerations 

There is a large selection of base editor constructs from which to choose, and the most 

suitable choice depends on your experimental goal. The two editors that we recommend (BE4max-

NG-P2A-EGFP and ABEmax-NG-P2A-EGFP) are good options with which to start, and 

modifications can be made according to specific experimental requirements. In most cases, nCas9 

(D10A) should be utilized, which will direct DNA repair machinery to use the modified base as a 

template, but dCas9 can be employed if indels must be avoided at all costs (we note that indel 

formation with CBEs is target site dependent, and ABEs generally do not introduce indels even 

when using nCas9). If an NG PAM is not available, we suggest using SaCas9-KKH—which 

recognizes an NNNRRT PAM, but will result in a widened window that can cause bystander 
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editing20—or the SpRY variant 77 instead of SpCas9-NG. A major consideration is the ability of 

the deaminase enzyme portion of the BE to deaminate other free ssDNA or RNA in the cell, 40–42 

causing off-target editing. Engineering efforts have rationally designed deaminase variants that 

substantially decrease off-target editing but often do so at the expense of sequence specificity, 

causing decreased on-target activity at certain sites. Specifically, rAPOBEC1-YE1 and the next-

generation CBEs listed in Table 3 are examples of CBEs with greatly reduced off-target DNA 

editing, and ABEs containing the mutations V106W, F148A, and V82G show almost no off-target 

RNA editing.43 If small amounts of off-target editing are acceptable, utilizing the most efficient 

base editors will aid in isogenic cell line generation. ABE8s significantly increase editing 

efficiencies but also have a wider editing window, increasing the chance of bystander mutations. 

2.10.D Inclusion of Proper Controls 

The process of clonal expansion represents an enormous genetic bottleneck and puts the 

cells under extreme selective pressure. This can result in genetic, epigenetic, and/or phenotypic 

variation of single-cell-derived lines.68,78 Additionally, some CBEs can increase the inherent 

mutation rate twofold during isogenic cell line generation.29 It is, therefore, of the utmost 

importance to include proper controls to confirm that observed differences in phenotypes or protein 

activity are due to the mutation of interest. When generating isogenic lines, transfections should 

contain a negative control sample that lacks a gRNA or has a nontargeting gRNA sequence that is 

absent from the human genome (Table 4, primer 6). For each set of transfections to generate 

isogenic cell lines (Protocol 4, single-cell clones should be isolated from this negative control 

sample alongside the on-target gRNA samples. Using these clones as the “wild-type” cell lines for 

phenotyping and SNV characterization can control for the process of clonal expansion and 

potential effects due to DNA damage introduction by the BEs. Additionally, for each genotype of 
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interest (wild-type, heterozygous, and homozygous for each SNV of interest), it is crucial to 

generate at least three lines derived from different clones. We also recommend generating an 

additional “control” line for each genotype that is a mixture of each of the individual clones with 

that specific genotype. Whole-genome or whole-exome sequencing of the resultant cell lines is 

highly encouraged to determine whether other genomic modifications might have occurred during 

the process of clonal expansion. 

2.10.E Quantification of Base-Editing Efficiency in Bulk Cells 

After base editing has had 3-5 days to proceed, select the appropriate endpoint analysis for 

your experiment. For bulk Sanger sequencing, EditR can be used to reduce background signal and 

generate editing percentages based on a P-value with a detection limit for base editing of ∼7%.79 

However, the reliability of this method is highly dependent on the quality of the Sanger sequencing 

read. Low-quality Sanger sequencing reads may mislead the researcher into incorrectly concluding 

that their base-editing efficiency is high enough to proceed to cell line generation (see Figure 7C 

and 7E for an example). Genomic DNA samples can also be prepared for Illumina NGS to robustly 

quantitate editing efficiencies. Targeted amplicon sequencing is the most common method with 

which to do this, and has been previously described.31,65,66 We recommend the use of the 

CRISPResso2 open-access software to quantify base-editing efficiencies from fastq files. 67 

However, it is important to note that over-amplification during either round of PCR can create 

PCR bias, which will result in inaccurate quantification; care should be taken to use the fewest 

possible PCR cycles during gDNA amplification and barcoding. 
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2.10.F Cell Line Considerations 

HEK293T cells are easily transfected and robust enough to tolerate clonal expansion. 

This provides researchers with a relatively “well-behaved” cell line to optimize experimental 

conditions and assess the feasibility of generating a cell line with a given SNV before moving 

forward with other mammalian cell lines. The ultimate cell line to use will be entirely dependent 

on downstream experimental goals and should be thoroughly investigated before embarking on 

isogenic cell line generation. Furthermore, immortalized cell lines, such as HEK293T cells, often 

harbor gene duplications, chromosomal rearrangements, and mutations that allow them to 

effectively propagate in tissue culture. The exact genomic modifications may even vary from 

laboratory to laboratory for a given cell line. Additionally, these modifications can differ greatly 

from the reference genome. As such, it is prudent to first sequence the target locus of interest for 

any mutations or variation before designing gRNA sequences. Additionally, if the data is 

available for that specific cell line, check the ploidy at each locus to determine the copy number 

of the gene of interest.80 

2.11 Understanding Results 

Having the capability to generate both homozygous and heterozygous clones harboring 

SNVs highlights the importance of using base-editing technologies; generating matched wild-

type, heterozygous, and homozygous knock-in clones with traditional genome editing methods is 

typically quite inefficient or impossible without the use of “blocking mutations” 81 or multiple 

clonal expansion steps.82 Using this protocol, we have found that base editors typically introduce 

their respective SNVs with >10-fold higher efficiency and >100-fold higher precision than 

traditional genome-editing methods without the use of potentially undesired blocking mutations, 
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as quantified by NGS, and without the need to physically manipulate cells into phase-enriched 

populations (physical fractionization) or add exogenous chemicals to block cells into specific 

phases of the cell cycle (chemical blockade). This is in direct contrast to traditional genome-

editing methods, where, typically, accurate SNV introduction occurs at a frequency of <1%. 81,83–

86 When using FACS to isolate and clonally expand single cells, we have obtained homozygous 

edits with a success rate of ∼25% and heterozygous edits with a success rate of ∼22%. This is 

measured from an average 8 clones that we typically obtain per 96-well plate. Additionally, in 

these cases, initial base-editing efficiencies (when measured in bulk, as in Protocol 3) were 

estimated at ∼23%. When using the dilution method, we have obtained homozygous edits with a 

success rate of ∼5%, and heterozygous edits with a success rate of ∼14%. This is measured from 

an average of 11 clones that we typically obtain per 96-well plate. Additionally, in these cases, 

initial base-editing efficiencies (when measured in bulk, as in Protocol 3) were estimated at 

∼38%. In some cases, however, it is not possible to generate a complete set of WT, heterozygous 

and homozygous genotype (Figure 9). 
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Chapter 3 

 

Functional Characterization of MUTYH Variants 

in Live Cells Enabled Through Precision Genome 

Editing, Chemical Biology, and Biochemical Tools 

 

Introduction 

 

3.1 Introduction to Functional Genomics 

Continuing from Chapter 2, I sought to use the protocols written by my colleague, Dr. 

Cowan, and I, to produce MUTYH variant cell lines and functionally characterize them using 

chemical biology and biochemical biology experimental techniques. This process is becoming 

increasingly more important because, as discussed in Chapter 2, only a small fraction of identified 

human genetic variants have been assigned a clinical classification. Therefore, functional 

characterization of genetic variants has the potential to advance the field of precision medicine by 

enhancing the efficacy of current therapies and accelerating the development of new approaches 

to combat genetic diseases. This is particularly crucial when clinical information is limited, such 

as for the human MUTYH gene.  
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The human MUTYH gene (which encodes for a DNA repair protein) exemplifies the 

variant interpretation problem. Of the 2,230 total SNVs currently listed in ClinVar, 58.4% (as of 

early 2024) are listed as a variants of uncertain significance (VUS) or have conflicting reports. 

However, mutations in this gene are associated with multiple cancer types, the most common of 

which being MUTYH-associated polyposis (MAP), an increased risk of developing colorectal 

cancer.87 Furthermore, while most clinical data suggest that MAP is caused by autosomal recessive 

(homozygous) point mutations,88 there are still conflicting reports concerning carrier 

(heterozygous) genotypes.89–94 Overall, the clinical classification of VUS in the MUTYH gene 

using computational methods has been a major challenge, underscoring the importance of 

evaluating the functional consequences of MUTYH variants using cellular models, particularly in 

instances of rare variants where clinical information is limited. 

MUTYH encodes for the MUTYH protein, an enzyme that contributes to the protection of 

the genome from damage caused by reactive oxygen species (ROS), which are readily present after 

a cell undergoes oxidative stress. The most readily oxidized DNA base is guanine (G), which is 

converted to 8-oxoguanine (8-oxoG) by ROS at an estimated frequency of 2,400 times per cell per 

day (Figure 10A).95,96 In mammals, the glycosylases OGG1 and MUTYH initiate the base excision 

repair (BER) process of recognizing, excising, and replacing 8-oxoG lesions (Figure 10A).94,97–

102 If 8-oxoG is still base-paired with cytosine (8-oxoG•C), OGG1 will recognize the lesion and 

excise the 8-oxoG, resulting in an apurinic/apyrimidinic site (abasic site, AP site; [O]) across from 

C ([O]•C intermediate), which is then further repaired by downstream BER proteins (Figure 10A). 

However, if the 8-oxoG•C is not repaired before DNA replication, 8-oxoG will preferentially base-

pair with adenine (A) through Hoogsteen interactions to form an 8-oxoG•A mismatch (Figure 

10A).96,103,104 MUTYH recognizes 8-oxoG•A lesions and excises A to create an abasic site (8-
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oxoG•[O] lesion intermediate), which is then further processed by downstream BER proteins into 

8-oxoG•C (Figure 10A). If, however, MUTYH does not recognize or cannot repair 8-oxoG•A 

prior to an additional round of DNA replication, thymine (T) will be incorporated opposite the A, 

resulting in a permanent G•C to T•A mutation.  

Notably, the DNA repair process for 8-oxoG (and nearly all DNA lesions) is a tightly 

coordinated process involving an intertwined network of protein-protein interactions that work 

together to detect damage and regulate repair before mutations can be generated. 105–111 Several of 

its interactions with other proteins (including APE1, SIRT6, and Hus1) are via the interdomain 

connector (IDC, amino acids 309-364), which links the N- and C-terminal MUTYH domains (the 

catalytic adenine glycosylase and 8-oxoG•A substrate recognition domains, respectively, Figure 

10B-C). APE1 (apurinic/apyrimidinic endodeoxyribonuclease 1), a multifunctional enzyme that 

possesses nuclease activity within the BER pathway, is one such interaction partner of MUTYH 

and performs its enzymatic activity directly after A excision. Studies investigating the physical 

interaction between the two proteins have suggested the binding site for APE1 resides within the 

IDC of MUTYH (amino acids 309 to 331).106,108  

While thousands of MUTYH variants have been observed in humans, most are 

understudied from a mechanistic standpoint. Previous work to functionally characterize MUTYH 

variants in live cells with identical genetic backgrounds has involved the introduction of an 

exogenous expression construct of MUTYH variants (usually using MUTYH cDNA) into cells that 

may (or may not) have the endogenous MUTYH gene knocked out.102,112–121,117,122 Notably, the use 

of exogenously supplied MUTYH ignores its natural expression levels, which can alter the biology 

of the protein and how it interacts with its fellow BER proteins. Further, due to multiple 

transcription initiation sties and alternative splicing, more than nine different isoforms of MUTYH 
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exist in human cells, which are not faithfully recapitulated with cDNA overexpression 

experiments.104 Finally, these types of experiments cannot properly model heterozygous 

genotypes. Because of the intricacies of the BER pathway, it is of the utmost importance to study 

MUTYH in its native environment within a living cell and without altering its native expression 

level or those of its interacting partners, as this can alter the stoichiometry with which they 

interact.  Introducing mutations into the endogenous MUTYH gene of living cells would provide 

the most accurate model to study such variants mechanistically, enabling clinical classification and 

elucidating disease mechanisms.  

  We adapted a fluorescent reporter for 8-oxoG•A repair activity for our system and directly 

measured the MUTYH repair efficiencies of each mutant compared to wild-type in our cell lines. 

We are able to define thresholds in the signal from this assay using known pathogenic (L111P and 

W131*) and benign (L296L) variants (according to the guidelines established by the Clinical 

Genome [ClinGen] Resource),123–126 which enable the putative classification of a VUS (D271G) 

as pathogenic. We further found only homozygous mutations to have reduced 8-oxoG•A repair 

capacity. We expand on this fluorescent reporter to measure 8-oxoG•[O] repair activity in live 

cells, which reports on the ability of MUTYH to coordinate downstream BER of its substrate, and 

find the D271G mutant to be defective at coordinating repair of this intermediate. We then used 

co-immunoprecipitation to find that the D271G mutation disrupts the MUTYH-APE1 interaction. 

This work described a general strategy for studying genetic variants in DNA repair protein genes 

using a combination of precision genome editing, chemical biology, and biochemical techniques 

to provide mechanistic information on how each defective mutant cannot perform its function. 
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Figure 10. Overview of MUTYH structure and function. (A) Reactive oxygen species (ROS) readily oxidize 
guanine (G) bases in DNA into 8-oxoguanine (8-oxoG). In mammals, the glycosylases OGG1 and MUTYH initiate 
the base excision repair (BER) process of recognizing, excising, and replacing 8-oxoG lesions. If 8-oxoG is still base-
paired with cytosine (8-oxoG•C), OGG1 will recognize the lesion and initiate BER to convert it back to a canonical 
G•C base-pair. However, if the 8-oxoG•C is not repaired before DNA replication, 8-oxoG will preferentially base-
pair with adenine (A) through Hoogsteen interactions to form an 8-oxoG•A mismatch. MUTYH recognizes 8-oxoG•A 
lesions and excises A to create an apurinic/apyrimidinic site (abasic site, AP site; [O]) across from 8-oxoG (8-
oxoG•[O]), which is then further processed by downstream BER proteins back into 8-oxoG•C. If, however, MUTYH 
does not recognize or cannot repair 8-oxoG•A prior to an additional round of DNA replication, thymine (T) will be 
incorporated opposite the A, resulting in a permanent G•C to T•A mutation. (B) Structural model of MUTYH 
(AlphaFold model AF-Q9UIF7-F1), colored by domain (N-terminal catalytic domain in grey, interdomain connector 
in blue, and C-terminal substrate recognition domain in brown), and with amino acid residues mutated in this study 
labelled. Amino acids are colored according to ClinVar classification (red is pathogenic or likely pathogenic, purple 
is variant of uncertain significance, and green is benign or likely benign). There are a Zn center and FeS cluster missing 
from the AlphaFold model, and the first 86 and last 51 amino acids are omitted for clarity, as the model confidence of 
these regions is low. (C) Domain map of isoform 5 of MUTYH is shown, colored according to (B) and with mutations 
studied in this work indicated. Inset is showing a zoom-in of the first 100 amino acids and the optional regions due to 
alternative splicing. NTD: N-terminal domain; IDC: Interdomain connector; CTD: C-terminal domain; MTS: 
mitochondrial targeting signal. 
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3.2 Results 

3.2.1 Engineering Isogenic Cell Lines with MUTYH SNVs  

To study MUTYH variants in their native context and with the BER pathway intact, we 

chose to generate isogenic cell lines with endogenously mutated MUTYH loci. The generation of 

heterozygous and homozygous isogenic cell lines requires high genome editing efficiency and 

precision, and we expected this could be more easily achieved using base editing rather than 

traditional, double-strand break (DSB)-mediated methods. We initially designed BE:gRNA 

combinations to install 18 clinically relevant MUTYH SNVs, guided primarily by three 

considerations:  

1. We sought to include both pathogenic and benign variants to serve as positive and 

negative controls and VUS so our studies could provide new clinical insights. Clinical 

classifications were obtained from the ClinVar database.  

2. We focused on mutations that correspond to amino acids in the N-terminal domain of 

the MUTYH protein (amino acid residues 1-350), as this domain of human MUTYH 

has been structurally determined.127 Therefore, we could use structural information to 

guide experimental interpretations of such variants.  

3. Technical considerations were taken into account, such as predicted base editing 

efficiencies and potential bystander mutations (bystander editing occurs when the 

deaminase enzyme inadvertently edits additional Cs or As near the target base).  

We chose to use HEK293T cells as they possess a wild-type MUTYH gene,80,111 are easy 

to maintain and transfect, and have been used previously for MUTYH activity studies.117–119,128,129 

We transfected HEK293T cells with plasmids expressing either ancBE4max-NG (hereafter 

referred to as BE4)16,19 or ABE7.10max-NG (hereafter referred to as ABE7.10)31 and a custom-
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designed gRNA (Figure 3B), allowed three days for editing to occur, lysed the cells, amplified the 

MUTYH loci of interest, and sequenced the resulting amplicons with Sanger sequencing to assess 

bulk editing efficiencies and precision.  

We proceeded with the four MUTYH variants listed in Figure 11: L296L (c.802C>T), 

W131* (c.309G>A) , L111P (c.248T>C), and D271G (c.728A>G). Note that we are using the 

MUTYH amino acid numbering scheme of isoform 5, as this isoform includes all possible amino 

acids.104 This numbering system differs from that of isoform 4 (the most abundant nuclear isoform, 

which is used in ClinVar) by 28 for the majority of the protein (Figure 10C). The L296L variant 

has been detected eight times in patients, with seven likely benign interpretations and one VUS 

interpretation. The D271G variant has been observed in one patient and is a VUS. This mutation 

occurs at the interface of the catalytic and IDC domains (Figures 10B and 11E). The W131* 

variant has been detected six times and has four pathogenic and two likely pathogenic 

classifications. We also chose to include this variant as a possible knock-out control and proceeded 

with the isogenic cell lines shown despite a bystander mutation that caused a conservative V132L 

substitution. Finally, the L111P variant has been detected twice with both being classified as likely 

pathogenic. This mutation occurs in the middle of the catalytic domain. Figures 10B and 11E 

demonstrate the location of these N-terminal amino acid changes within the MUTYH protein.  

We proceeded with these variants as we successfully generated three wild-type (null) 

genotype clones, three heterozygous genotype clones, and three homozygous genotype clones for 

each. Null clones were those subjected to the base editing workflow and clonal expansion but 

resulted in no editing at the MUTYH locus, thus serving as wild-type controls (Figure 11). 

Genotyping of the heterozygous clones through NGS revealed three MUTYH alleles (chromosome 

1 p34.3–p32.1). In our interpretations, we define cells as heterozygous if at least one allele copy 

https://www.ncbi.nlm.nih.gov/clinvar/variation/183965/
https://www.ncbi.nlm.nih.gov/clinvar/variation/140811/
https://www.ncbi.nlm.nih.gov/clinvar/variation/577118/
https://www.ncbi.nlm.nih.gov/clinvar/variation/246428/
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of MUTYH was unedited while one allele was edited. Therefore, for the W131* variant, clone 1 

possesses two edited alleles and one unedited allele, whereas clones 2 and 3 possess only one 

edited allele and two unedited alleles. For the D271G heterozygous variant, all three clones contain 

two edited alleles and one unedited allele. For the L296L heterozygous variant, all three clones 

contain two unedited alleles and one edited allele. All homozygous clones possess three 

edited MUTYH alleles.  

To control for "background" mutations that may have resulted from the clonal expansion 

processes (in which case, mutations would occur in different locations in different clones), we 

established three independent cell lines for each genotype. Each cell line also served as biological 

replicates for all experiments. We additionally analyzed our cell lines for potential off-target base 

editing, in which case mutations would occur in in the same sites (those with homology to the 

gRNA spacer sequence) across multiple clones and may convolute interpretation of mechanistic 

results. To do this, we identified the top two coding and two non-coding predicted off-target sites 

per gRNA sequenced these loci in each of our 36 isogenic cell lines.22,130 Notably, we observed no 

off-target mutations at any of these sites. Overall, these data demonstrate our ability to use base 

editing to obtain both homozygous and heterozygous isogenic models of MUTYH SNVs with no 

significant off-target mutations.   
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Figure 11. Sanger sequencing of on-target locus for MUTYH isogenic cell lines. Isogenic cell lines harboring the 
A) L111P, B) W131*, C) D271G, and D) L296L mutations were generated. The MUTYH locus were sequenced with 
Sanger sequencing. Shown are the Sanger sequencing traces, zoomed in on codons, of bulk cells prior to FACS (left) 
and all nine isogenic cell lines (right), labeled with their genotype, respectively, for each variant.   
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3.2.2 Analysis of Protein Expression Levels in Isogenic Cell Lines 

We then evaluated the expression levels of the MUTYH protein in the isogenic cell lines 

by performing western blot analyses. All cell lines except the homozygous W131* mutant showed 

MUTYH expression levels within error or slightly higher than unedited HEK293T cells (Figure 

12D). In the homozygous W131* mutant cell lines, we observed an average 24.1 ± 4.3% reduction 

in MUTYH protein levels. We expected to observe reduced protein levels in the heterozygous cell 

lines and a complete knock-out of protein levels in the homozygous cell lines due to nonsense-

mediated mRNA decay (NMD) from the premature termination codon. Indeed, the ClinVar 

database proposes that this variant is pathogenic due to NMD of the MUTYH transcript,131 which 

is based on studies of other frameshifting variants in MUTYH.114,132 However, not only did we 

detect MUTYH protein in these lines, but the molecular weight of the detected protein is consistent 

with full-length MUTYH. This suggests that the mechanism of pathogenicity of the W131* 

MUTYH variant may be independent of protein truncation or knock out, although functional 

investigation in additional cell types would be necessary to confirm this. With these isogenic cell 

lines in hand, we next sought to evaluate the DNA repair capacity of each MUTYH mutant. 
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Figure 12. Generation of isogenic cell lines harboring clinically-relevant MUTYH single nucleotide variants 
(SNVs). (A-C). Shown are Sanger sequencing traces of the SNV loci after bulk editing (top left) and after isogenic 
cell line generation, with one representative isogenic cell line per genotype (null/unedited, heterozygous, and 
homozygous). (D) Quantification of Western blot data of isogenic cell line lysate for MUTYH. Bars represent the 
grand average of n=2 technical replicates of n=3 biological replicates (each data point represents the average of two 
technical replicates for each clone, with circles showing clone 1, triangles showing clone 2, and squares showing clone 
3). Error bars represent the standard deviation of the grand averages of the three biological replicates repeated in 
duplicate experiments. (E) Mutants of interest in this study and their location within the N-terminal domain. The 
structures were generated by superimposing the crystallized N-terminal domain of MUTYH (PDB: 3N5N) and the 
MutY bacterial homologue structure (PDB: 1RRQ). The DNA harboring an 8-oxoG•A substrate is shown in purple. 
The N-terminal domain is shown in grey. SNVs leading to amino acid changes are shown in turquoise and the 
premature stop codon for W131* is shown in red. For the W131*, amino acids after the STOP codon have been 
colored in white. 
 
3.2.3 Constructing Fluorescent Reporter Plasmids to Measure Repair 

of 8-oxoG•A, 8-oxoG•C, and 8-oxoG•[O] Within Live Cells 

Next, we sought to develop a method to quantify the enzymatic activities of the MUTYH 

mutants within their native cellular environments. As mentioned, WT MUTYH recognizes the 8-

oxoG•A lesion and excises the A to produce an abasic site (8-oxoG•[O]). It then coordinates with 

downstream BER proteins (most notably APE1) to convert this lesion into 8-oxoG•C (Figure 

10A). To quantify 8-oxoG•A repair by MUTYH in our isogenic cell lines, we adapted a previously 

described reporter system to measure the DNA repair activity of overexpressed MUTYH using 
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flow cytometry.117 We generated an mCherry-P2A-EGFP construct in which mCherry and EGFP 

(enhanced green fluorescent protein) are transcribed on the same mRNA transcript but translated 

into separate proteins due to ribosomal skipping of the P2A linker during translation. Within the 

EGFP gene, we incorporated dual Type IIS restriction enzyme (BsaI) sites (which we call a Golden 

Gate site, or GG site) which allow restriction digestion of the plasmid to produce custom sticky-

ends. This construct enabled us to ligate various inserts with compatible sticky ends into the 

digested backbone and produce an intact mCherry-P2A-EGFP plasmid with custom base-pairs at 

codon 34. In particular, an 8-oxoG•A mismatch could be incorporated at codon 34 to generate a 

non-fluorescent EGFP protein with a premature stop codon at position 34 (E34*, Figure 13A). 

Notably, the 8-oxoG lesion would be on the coding strand, with the mispaired A base on the 

template strand (Figure 13A). Therefore, repair of the 8-oxoG•A to 8-oxoG•C by MUTYH and 

downstream BER proteins (or back to G•C by MUTYH, OGG1, and downstream BER proteins) 

would restore EGFP fluorescence, with mCherry fluorescence reporting on transfection efficiency 

(Figure 12A). Additionally, the plasmid does not contain a mammalian-compatible origin of 

replication, so DNA replication does not interfere with the assay.  

As positive and negative controls, we cloned mCherry-P2A-EGFP constructs with either 

Glu34 (wild-type EGFP; pCAV033) or Stop at codon 34 (pCAV034). We transfected either 

plasmid into wild-type HEK293T cells, waited 24 hours, and analyzed the cells by flow cytometry. 

As expected, 99.56% of transfected cells (as determined by cells with mCherry fluorescence above 

background levels) were EGFP+ when using the Glu34 plasmid, and only 0.22% of transfected 

cells were EGFP+ when using the Stop34 plasmid, suggesting our strategy for using EGFP 

fluorescence to differentiate C (repaired) versus A (unrepaired) on the template strand was viable.  
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Finally, we used this same strategy to additionally site-specifically incorporate an 8-

oxoG•C DNA lesion (serving as a positive control since C is on the template strand or an 8-

oxoG•[O] lesion (where [O] represents an abasic site). Notably, the 8-oxoG•[O] substrate mimics 

the intermediate that MUTYH passes off to APE1, and wild-type MUTYH has an affinity for this 

lesion in addition to its canonical 8-oxoG•A substrate.122 We therefore reasoned that EGFP 

fluorescence levels in cells transfected with the 8-oxoG•[O] substrate might report on how well 

MUTYH coordinates downstream repair of 8-oxoG•A after it enzymatically processes the lesion 

to excise A. Transfection of both lesion-containing DNA constructs into wild-type HEK293T cells 

followed by flow cytometry analyses showed high levels of EGFP fluorescence; 96.5 ± 2.2% of 

transfected cells were EGFP+ when using the 8-oxoG•C-containing construct, while 91.8 ± 4.3% 

of transfected cells were EGFP+ when using the 8-oxoG•[O]-containing construct. Notably, while 

this assay has been used with 8-oxoG•A and several 8-oxoG analogs,133 it has never been used to 

measure repair of the 8-oxoG•[O] intermediate before. Having developed and validated these 

reporters for MUTYH activity, we next sought to use them to directly evaluate MUTYH-mediated 

repair in in our isogenic cell lines.  

 
3.2.4 Evaluation of 8-oxoG•A Repair Activities of MUTYH Mutants 

Within Live Cells using a Fluorescent Reporter 

We first transfected the 36 MUTYH variant isogenic cell lines with the 8-oxoG•C repair 

reporter, which we expected should show similarly high levels of EGFP fluorescence across all 

cell lines. After 24 hours, cells were analyzed by flow cytometry. As expected, all cell lines had 

similar levels of transfected cells with EGFP fluorescence to the parental, unedited HEK293T cells 

(96.5 ± 2.2%).  
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The 36 individual isogenic cell lines were then transfected with the 8-oxoG•A fluorescent 

reporter. After 24 hours, cells were imaged by fluorescence microscopy and 8-oxoG•A repair was 

quantified by flow cytometry (Figure 13B). The L296L cell lines behaved similarly to the parental, 

unedited HEK293T cells, as expected given the L296L clinical significance of “benign”. 

Specifically, we observed an 8-oxoG•A repair efficiency (which we define as the percent of 

transfected, or mCherry+, cells with EGFP fluorescence) of 97.1 ± 1.2% for the WT (null) clones, 

95.1 ± 0.12% for the heterozygous clones, and 98.1 ± 0.4% for the homozygous clones (Figure 

13B). In contrast, we observed a noticeable decrease in 8-oxoG•A repair activity for the 

homozygous W131* (pathogenic) clones. Specifically, we observed an 8-oxoG•A repair efficiency 

of 98.7 ± 0.3% for the WT (null) clones, 95.3 ± 1.2% for the heterozygous clones, and 59.2 ± 4.1% 

for the homozygous clones (Figure 13B), representing a 38% decrease compared to the parental, 

unedited HEK293T cells. This decrease in repair activity is also greater than the decrease in protein 

expression levels (24.1 ± 4.3%) for these cell lines, suggesting a mechanism of repair deficiency 

involving more than just decreased protein expression levels for this variant. Interestingly, the 

heterozygous genotype behaved similarly to the parental, unedited HEK293T cells and the WT 

(null) line, which supports reports that MUTYH-associated cancers are autosomal recessive. The 

L111P (pathogenic) clones had a similar phenotype to the W131* clones, with an 8-oxoG•A repair 

efficiency of 93.3 ± 1.4% for the WT (null) clones, 88.4 ± 4.1% for the heterozygous clones, and 

63.4 ± 9.9% for the homozygous clones (Figure 13B), representing a 34% decrease compared to 

the parental, unedited HEK293T cells. Again, the WT (null) and heterozygous clones behaved 

similarly to each other. Finally, when measuring 8-oxoG•A repair for the D271G (VUS) clones, 

we observed similar 8-oxoG•A repair efficiencies to both pathogenic variants. Specifically, we 

observed 8-oxoG•A repair efficiencies of 95.9 ± 0.6% for the WT (null) clones, 94.2 ± 3.8% for 
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the heterozygous clones, and 61.1 ± 8.9% for the homozygous clones (Figure 13B), representing 

a 36% decrease compared to the parental, unedited HEK293T cells. Once again, the heterozygous 

clones had a similar phenotype to their WT (null) counterparts. In all cases where we observed 

large reductions in 8-oxoG•A repair efficiencies, as defined as the percent of transfected cells with 

EGFP fluorescence. These data demonstrate the utility of this fluorescent reporter strategy for 

quantifying the repair capacity of MUTYH variants in live cells. Furthermore, while the sample 

size is small, we observed reduced MUTYH repair capacity to correlate with clinical 

pathogenicity. 
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Figure 13. Repair of 8-oxoG•A using a MUTYH lesion-specific plasmid reporter. (A) Schematic diagram of 
generation and use of the 8-oxoG•A-containing plasmid. The plasmid-based fluorescent reporter contains both a red 
fluorescent protein, mCherry, and an inactive enhanced green fluorescent protein (EGFP). EGFP is inactive due to a 
sequence of DNA that frameshifts the EGFP and harbors an incorporated dual Type IIS restriction enzyme (BsaI) 
recognition site (referred to as a Golden Gate site, or GG site), which allows restriction digestion to produce custom 
sticky-ends. This construct enables various inserts with compatible sticky ends to be ligated into the digested plasmid 
backbone and produce an intact mCherry-P2A-EGFP plasmid with custom base-pairs at codon 34 of EGFP. To 
evaluate MUTYH DNA repair activity, an 8-oxoG•A lesion is incorporated into codon 34. Once transfected into living 
cells harboring either WT or mutated MUTYH, both genes are transcribed in a single mRNA transcript, but are 
translated into unique and separate fluorescent proteins via the self-cleaving P2A linker. mCherry fluorescence acts 
as a transfection marker, and EGFP fluorescence occurs only there is repair of 8-oxoG•A to 8-oxoG•C or G•C by 
MUTYH and downstream base excision repair proteins. (B) Representative flow cytometry plots and gating schemes 
to quantify 8-oxoG•A repair in live cells using matching L111P MUTYH mutant cell lines as an example. The plots 
show compensated red fluorescence intensity (y-axis) versus compensated EGFP fluorescence intensity (x-axis) for 
four representative samples, left to right: unedited HEK293T cells, HEK293T cells that were transfected with the 
L111P gRNA, but produced no editing at the target site (null clone), heterozygous L111P MUTYH clone 1, and 
homozygous L111P MUTYH clone 1. 8-oxoG•A repair is quantified by calculating the percent of EGFP+ cells divided 
by the transfected, or mCherry+, cells. Scatter gates were applied to remove nonviable cells and doublets. Quadrant 
boundaries for analysis were set by using unedited HEK293T cells that were transfected with mCherry only or EGFP 
only plasmids. The numbers in each quadrant represents the percentage of cells within that population. “+”’s in the 
quadrants indicate the median EGFP fluorescence intensity of EGFP-positive cells. (C) Percentage of 8-oxoG•A repair 
in living cells harboring various MUTYH mutants. Values calculated as described in (B). Bars represent the average 
of n=3 biological replicates (circles show clone 1, triangles show clone 2, and squares show clone 3). Error bars 
represent the standard deviation of the three biological replicates. 
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3.2.5 Reductions in 8-oxoG•[O] Repair Efficiency for the W131* and 

D271G MUTYH Mutants Suggest Defective Interactions with 

Downstream BER Proteins 

To further characterize the DNA repair capacities of our MUTYH variants, we next 

transfected all 36 isogenic lines with the 8-oxoG•[O] fluorescent reporter (Figure 14A). Again, 

after 24 hours, cells were imaged by fluorescence microscopy, and 8-oxoG•[O] repair was 

quantified by flow cytometry. MUTYH is a monofunctional DNA glycosylase and thus only 

catalyzes the excision of the adenine opposite the damaged 8-oxoG lesion to produce the 8-

oxoG•[O] intermediate. APE1 is then required to cleave the DNA backbone prior to gap filling. 

We reasoned that any pathogenic MUTYH mutants that are deficient in adenine excision but still 

able to interact with APE1 for downstream processing would facilitate repair of the 8-oxoG•[O] 

lesion at levels similar to that of WT. However, mutants that are defective at interacting with APE1 

(or any other MUTYH binding partners) would have reduced abilities to repair the 8-oxoG•[O] 

lesion. The L296L cell lines again behaved similarly to the parental, unedited HEK293T cells. 

Specifically, we observed 8-oxoG•[O] repair efficiencies (which we again define as the percent of 

transfected, or mCherry+, cells with EGFP fluorescence) of 98.5 ± 0.2% for the WT (null) clones, 

98.1 ± 1.3% for the heterozygous clones, and 93.3 ± 0.5% for the homozygous clones (Figure 

14B) In the W131* cell lines, we observed 8-oxoG•[O] repair efficiencies of 92.9 ± 0.3% for the 

WT (null) clones, 94.8 ± 1.9% for the heterozygous clones, and 72.8 ± 8.3% for the homozygous 

clones (Figure 14B) indicating a deficiency in coordination of downstream BER for this variant. 

The L111P mutation within MUTYH is near the enzyme’s active site and is predicted by in silico 

methods to be defective in adenine excision.134 Correspondingly, for the L111P cell lines we 
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observed 8-oxoG•[O] repair efficiencies of 93.0 ± 0.7% for the WT (null) clones, 90.2 ± 4.3% for 

the heterozygous clones, and 87.9 ± 6.9% for the homozygous clones (Figure 14B). This indicates 

that while this variant is overall deficient in 8-oxoG•A repair, the deficiency is likely at the adenine 

excision step, as it is able to coordinate repair of the 8-oxoG•[O] intermediate. Finally, for the 

D271G cell lines, we observed 8-oxoG•[O] repair efficiencies of 93.3 ± 1.0% for the WT (null) 

clones, 97.0 ± 1.8% for the heterozygous clones, and 78.6 ± 2.3% for the homozygous clones 

(Figure 14B), indicating a deficiency in coordinating 8-oxoG•[O] repair by this variant. This 

suggested to us that the mechanism of 8-oxoG•A repair deficiency of the D271G mutant involves 

its inability to interact with downstream BER proteins, while the L111P mutant is proficient in 

coordinating downstream repair of the 8-oxoG•[O] intermediate. Notably, these data are consistent 

with the respective locations of each mutation (D271G near the IDC, and L111P in the catalytic 

domain, Figure 10A). Furthermore, these data demonstrate that this assay is able to report on the 

capacity of MUTYH to coordinate downstream repair of its substrate following adenine excision. 

   
3.2.6 Defective MUTYH-APE1 Interactions Identified by Co-

Immunoprecipitation  

The W131* and D271G MUTYH mutants were defective at repair of both 8-oxoG•A and 

8-oxoG•[O] lesions, which we hypothesized to be due to deficiencies in interacting with APE1. 

We therefore sought to probe the interaction of MUTYH with APE1 in our cell lines. We examined 

whether each of our four mutations in MUTYH impacted the corresponding protein’s ability to 

interact with APE1 by co-immunoprecipitation (co-IP) experiments. Since co-IP requires robust 

and durable protein association, we temporarily induced elevated (but still physiologically 

relevant) expression levels of MUTYH by incubating cells (wild-type and homozygous mutant 
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lines) with hydrogen peroxide for an hour to induce oxidative stress.135 We then performed a 

nuclear extraction, immunoprecipitated MUTYH from the resulting nuclear lysate, and blotted for 

APE1. The co-IP experiments were consistent with our data from the 8-oxoG•[O] repair assay 

(Figure 14C). Specifically, we detected high levels of APE1 in the immunoprecipitants from all 

wild-type, L296L, and L111P homozygous cell lines (mutants that displayed 8-oxoG•[O] repair 

activities similar to wild-type). However, this interaction was greatly reduced in the 

immunoprecipitants from the W131* and D271G homozygous cell lines (mutants that displayed 

greatly reduced 8-oxoG•[O] repair activities compared to wild-type). Quantification of APE1 

signal relative to that of MUTYH, normalized to unedited clones, is shown in Figure 14C and 

supports these observations. We observed APE1 levels similar to wild-type in the L296L (0.80 ± 

0.13 relative to wild-type levels; not significantly different, p = 0.180) and L111P (0.82 ± 0.19 

relative to wild-type levels; not significantly different, p = 0.085) homozygous lines, but this was 

greatly reduced in the W131* (0.21 ± 0.10 relative to wild-type levels, p = 0.001) and D271G 

(0.29 ± 0.07 relative to wild-type levels, p = 0.010) homozygous lines. These data support the 

notion that the 8-oxoG•[O] repair assay reflects upon MUTYH’s ability to coordinate downstream 

BER of this intermediate. This also demonstrates that the mechanism of pathogenicity of the 

D271G mutant involves its failure to interact with APE1.  
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Figure 14. Defective MUTYH-APE1 Interactions Identified by 8-oxoG•[O] repair and co-
Immunoprecipitation. (A) Schematic diagram of the fluorescent reporter for 8-oxoG•[O] repair. The backbone of 
the reporter is the same as that in Figure 13A. However, an 8-oxoG•[O] lesion is incorporated at codon 34 instead of 
8-oxoG•A. (B) Percentage of 8-oxoG•[O] repair in living cells harboring various MUTYH mutants. Values calculated 
as described in Figure 13B. Bars represent the average of n=3 biological replicates (circles show clone 1, triangles 
show clone 2, and squares show clone 3). Error bars represent the standard deviation of the three biological replicates. 
(C) Plotted are the ratios of the relative amount of APE1 protein to total MUTYH protein in MUTYH 
immunoprecipitated samples, normalized to that of untreated HEK293T cells (based on the co-immunoprecipitation 
experiments). Plotted for each experimental condition are n=3 biological replicates containing homozygous genotypes 
(circles show clone 1, triangles show clone 2, and squares show clone 3). The D271G and L296L homozygous clones 
were normalized to the average of untreated HEK293T cells from the same blot (Un.1) and L111P and W131* 
homozygous clones were normalized to the average of untreated HEK293T cells on the same blot (Un.2). Error bars 
represent the standard deviation of the three biological replicates. Data were analyzed with unpaired, one-tailed, 
parametric t-tests, and p values are marked as follows: ns=p≥0.05 not significant, and *p ≤ 0.05 , **p ≤ 0.01, and  *** 
p ≤ 0.001 are significant.  
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3.3 Discussion 

Overall, we leveraged base editing to generate cellular models of clinically-relevant 

MUTYH variants, allowing for the mechanistic study of the corresponding mutant proteins in their 

native cellular environment. Notably, studying these mutants by introducing their corresponding 

mutations into the endogenous genomic locus does not impact their native expression levels, 

resulting in conditions that more closely resemble their natural environment. To evaluate 

MUTYH-mediated repair of 8-oxoG•A in these cell lines, we adapted a fluorescence-based 

adenine glycosylase assay, in which excision of the mispaired adenine opposite the 8-oxoG 

followed by the installation of C restores EGFP expression. This fluorescent reporter allowed us 

to directly measure the MUTYH repair efficiencies of each mutant compared to wild-type in our 

cell lines. Furthermore, we modified this assay to also introduce an 8-oxoG•[O] (abasic site-

containing) substrate at the lesion site, enabling us to observe MUTYH’s ability to coordinate 

downstream repair of this intermediate with other BER factors. Together, these assays allowed us 

to assess overall 8-oxoG•A repair capacity (which correlated with clinical pathogenicity) as well 

as provided us with mechanistic information regarding each mutant’s repair deficiency. The results 

from the 8-oxoG•[O] repair assay were then complemented with co-IP studies of MUTYH and 

APE1. Notably, we found that only homozygous (and not heterozygous) cell lines demonstrated 

reduced DNA repair capacity, which supports reports that MAP is autosomal recessive.  

We used the L296L and W131* mutants as positive and negative controls, respectively. 

The L296L mutant, which is clinically classified as likely benign, is caused by a silent C>T 

mutation, while W131*, which is clinically classified as likely pathogenic, is due to a G>A 

nonsense mutation. Correspondingly, we found that all L296L cell lines (heterozygous and 

homozygous) behaved as wild-type across all assays, while the homozygous W131* lines were 
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defective at both 8-oxoG•A and 8-oxoG•[O] repair. While we expected this phenotype to be due 

to protein knock-out, we observed only a partial (average 24 ± 4.3%) reduction in MUTYH 

expression levels in these cell lines. The MUTYH protein expressed in these cell lines appeared to 

be full-length as well. While additional mechanistic investigation of this phenomenon was beyond 

the scope of this work, this observation suggests a pathogenic mechanism for this variant that may 

be distinct from NMD of the MUTYH mRNA. 

We additionally studied two missense variants, L111P (clinically classified as likely 

pathogenic) and D271G (clinically classified as VUS). The homozygous cell lines of both mutants 

had MUTYH protein expression levels within error of wild-type controls, but were found to be 

defective at 8-oxoG•A and repair. Interestingly, the L111P homozygous cell lines were proficient 

at 8-oxoG•[O] repair, suggesting that this mutant is proficient at binding to this substrate and 

interacting with downstream BER proteins. Furthermore, co-IP experiments on the L111P 

homozygous cell lines showed the MUTYH-APE1 interaction to be intact and comparable to that 

in wild-type and L296L cell lines. Taken together, these data suggest that the L111P mutant is 

likely pathogenic due to defective adenine excision of the 8-oxoG•A substrate. 

In contrast, the D271G mutant was defective at both 8-oxoG•A and 8-oxoG•[O] repair, 

suggesting a deficiency of this variant to interact properly with other BER proteins necessary to 

complete the repair back to 8-oxoG•C. Consistent with these results, co-IP experiments on the 

D271G homozygous cell lines confirmed that this mutant no longer interacts with APE1. Studies 

investigating the physical interaction between the two proteins have suggested the binding site for 

APE1 on MUTYH to be residues 293-318.106,108 While the D271G mutation is outside this region, 

the highly unconservative nature of this mutation may be responsible for impacting this interaction. 

Overall, these data suggest a faulty “baton handoff” (miscoordination) between the D271G 
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MUTYH mutant and WT APE1 necessary to process 8-oxoG•A repair within BER. Since the 

catalytic activity of the D271G mutation may also be impaired, future studies could consider 

studying this variant in vitro, which is beyond the scope of this work.   

Currently, over 1,000 MAP-associated missense variants are VUS, which will surely rise 

with the increasing use of sequencing technologies. This limited understanding of MUTYH variant 

dysfunction can be combated by generating relevant human-derived cell models and 

complementary assays for elucidating their pathogenicity. We developed here a framework for 

engineering MUTYH variant cell lines using base editing, which, prior to this study, had not been 

reported, and assessed their ability to repair DNA damage in live cells. Additionally, we modified 

a previously developed fluorescent reporter for 8-oxoG•A repair activity to also report on repair 

of the MUTYH intermediate 8-oxoG•[O]. Importantly, we characterized the DNA repair capacity 

of the D271G mutant, which is currently classified as a VUS and found that this mutation disrupts 

crucial protein-protein interactions with APE1. These findings underscore the importance of 

studying potentially pathogenic variants in relevant cell lines in which the full BER pathway is 

intact. Future applications of this genome editing framework include the clinical and mechanistic 

characterization of MUTYH variants in high-throughput.  

3.4 Methods 

3.4.1 Molecular cloning 

All primers in this study were ordered through Integrated DNA technologies (IDT). All 

PCR reactions were performed with Phusion DNA Green High-Fidelity Polymerase 

(ThermoFisher Scientific, #F534L) or Phusion U (Thermo Fisher, #F556L) where appropriate. 

gRNA plasmids were cloned by site directed mutagenesis using a 5’ tail in the forward primer to 

replace the 20nt spacer region (Protocol 132; S. pyogenes Cas9 gRNA vector Addgene plasmid 
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#47511). Primer sequences can be found in Table 5 and 6. Base editor plasmids were generated 

by taking either AncBE4max-P2A-GFP (Addgene plasmid #112100) or ABE7.10max-P2A-GFP 

(Addgene plasmid #112101) and replacing the C-terminal 300 amino acids of Cas9n with that 

from SpCas9-NG (Addgene plasmid #117919) using USER (Uracil-Specific Excision Reagent) 

cloning136 to produce CBE and ABE variants that recognize a relaxed PAM of NG. 

The intact mCherry-P2A-EGFP reporter plasmids were generated with USER cloning 

following New England Biolabs (NEB) protocols, by replacing the ABE gene in the ABE-P2A-

EGFP plasmid (Addgene plasmid #112101) with the mCherry gene from the pBAD-mCherry 

plasmid (Addgene plasmid #54630). The sequence of the mCherry-P2A-EGFP open reading frame 

used in this work can be found in the Supplementary Sequences section. All variations (i. e., point 

mutations) on this plasmid were cloned using site-directed mutagenesis.137 The pCAV035 parental 

DNA Repair reporter plasmid (Addgene plasmid #219807) with a custom Golden Gate site was 

generated via USER cloning from the pCAV033 plasmid (mCherry_P2A_EGFP construct) to 

insert a unique DNA sequence containing two BsaI recognition sites at codon 34 of EGFP. To 

generate reporter constructs with custom base-pairs at codon 34, pCAV035 was digested with 

BsaI-HFv2 (NEB, #R3733S) according to the manufacturer’s protocol and purified using a gel 

extraction kit (Qiagen, #28704). Next, pre-annealed oligos containing synthetic DNA lesions 

(sequences of which can be found in Table 5) and complementary sticky ends matching the 

digested overhangs were annealed into the digested site using T4 DNA ligase (NEB, #M0202) 

overnight at 12 °C. The ligation product was then purified using columns from the QIAquick PCR 

purification kit (Qiagen, #28106). The abasic site-containing oligo (for the for the 8-oxoG•[O] 

reporter) was produced by digestion of the oligo listed in Table 5 with Uracil-DNA Glycosylase 

(UDG; NEB # M0280S) according to the manufacturer’s protocol prior to ligation into the digested 
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pCAV035 plasmid. All plasmids used in our transfections were endotoxin-free and prepared with 

the ZymoPURE II Midiprep Kit (Zymo Research, #D4201). Sequences of the pCAV033 and 

pCAV035 constructs are available. The 8-oxoG-containing oligos was both obtained and quality 

controlled, using capillary electrophoresis and electrospray ionization mass spectrometry, from 

IDT.  

 
3.4.2 Cell culture and transfections 

HEK293T cells (ATCC CRL-3216) were cultured in high glucose Dulbecco's modified 

Eagle's medium (DMEM) supplemented with GlutaMAX (ThermoFisher Scientific, #10566-016) 

and 10 % (v/v) fetal bovine serum (ThermoFisher Scientific, #10437-028) at 37 °C with 5 % CO2. 

Cells were passaged every 3 days using TrypLE (ThermoFisher Scientific, #12605028). 

HEK293T cells were seeded at 50,000 cells/well in 250 µL media in a 48-well plate and 

transfected after 16 hours, when they were at ~70% confluency.32 Mixtures of plasmids encoding 

gRNA and appropriate BE were created in a total volume of 12.5 µL with Opti-MEM reduced-

serum medium (ThermoFisher Scientific, #31985-070) using 200 ng gRNA plasmid and 800 ng 

of CBE or ABE plasmid. These DNA mixtures were then combined with a mixture comprised of 

1.5 µL Lipofectamine 2000 regent (ThermoFisher Scientific, #11668030) and 11 µL of Opti-

MEM, incubated at room temperature for 15 minutes, and added to the plated cells. To measure 

bulk base editing efficiencies, cells were incubated for 72 hours, washed with 150 µL phosphate 

buffered saline (PBS, Gibco #10010-023), and genomic DNA (gDNA) was extracted by adding 

100 µL of freshly prepared buffer containing 10 mM Tris-HCl (pH 7.0), 0.05% SDS, and 25 μg/ml 

of Proteinase K (NEB, #P8107S,). Digestion was done at 37°C for 1 hour, followed by an 80°C 

heat treatment for 30 minutes. The gDNA was then used as a template for Sanger or next generation 

sequencing  
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3.4.3 Sanger sequencing of the MUTYH locus.  

To obtain Sanger sequencing of each MUTYH variant, a 50-μl PCR reaction was run, using 

the primers specified in Table 6, to amplify the genomic loci of interest using the Phusion high-

fidelity DNA polymerase protocol (NEB, #M0530) along with the thermocycler parameters 

previously described (Protocol 3).32 Once the presence of the predicted PCR product had been 

confirmed via gel electrophoresis, the samples were sent to the Genewiz (from Azenta Life 

Sciences) using their unpurified PCR-product Sanger sequencing service. In instances in which 

Sanger sequencing results from the unpurified PCR-product service failed, the purified PCR-

product service was used. For this service, PCR products were purified using the QIAquick PCR 

purification kit (Qiagen, #28106), and then the appropriate amount of PCR product (according to 

the Genewiz sample submission guidelines) was pre-mixed with 5 µL of either the forward or 

reverse primer (5 µM).  

3.4.4 Fluorescence activated cell sorting  (FACS)  

For the generation of isogenic cell lines, transfections were repeated as described above. 

After 72 hours, cells were washed with 150 µL of PBS and detached with 30 µL of Accumax 

(Innovative Cell Technologies, #AM-105) at room temperature. After 1 minute, cells were 

resuspended with 170 µL of cold PBS, passed through a FACS tube containing a 35 µm cell 

strainer (Falcon, #352235), and kept on ice. EGFP-positive cells were sorted into either individual 

wells of a 96-well plate containing 100 μl DMEM with 50% FBS and 1% Pen/Strep or sorted in 

bulk (at least 5,000 cells) for dilution plating as previously described.32 FACS was performed on 

a FACSAria II. Cells were expanded for 1-2 weeks and then genotyped with Sanger sequencing 

as described above or next-generation sequencing as described below. 

3.4.5 Next-generation sequencing (NGS) of isogenic cell lines 
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After isogenic cell line generation, on-target and potential off-target genome editing loci 

of isogenic cell lines were sequenced via targeted amplicon NGS.32,138 Briefly, gDNA was 

extracted from ~70,000 cells after washing the cells with 150 µL of PBS and lysing in 100 µL 

digestion buffer as described above in “Transfections for base editing experiments”. Genomic loci 

of interest were amplified via two rounds of PCR. Round 1 PCRs were completed using a 25 µL 

PCR reaction with Phusion polymerase (ThermoFisher Scientific, #F534L) comprised of 1 µL of 

genomic DNA, GC buffer, 3% DMSO, and 25% of the recommended primer amount (to reduce 

the amount of primer dimers; NGS primers are listed in Table 6; these locus-specific primers were 

designed to contain an adapter sequence, allowing for sample barcoding with a second round of 

PCR) and amplified for 24-27 cycles (minimal amount to avoid PCR bias) using an annealing 

temperature of 62 °C and an extension time of 25 seconds. After confirmation of the accurately-

sized product on a 2% agarose gel, round 2 PCR was performed to barcode samples in a 10  μL 

total reaction volume, comprised of 0.10 μL Phusion polymerase, 5.95 μL water, 2 μL 5X HF 

buffer, 0.2. μL dNTPs, 1.25 μL primer (0.0625  µM), and 0.5 μL round one PCR product, and 

amplified for 8-12 cycles using an annealing temperature of 65 °C and an extension time of 25 

seconds. Second round PCR products were pooled together based on amplicon size and purified 

from a 2% agarose gel using a gel extraction kit (Qiagen, #28704). The resulting purified libraries 

were then quantified with the Qubit dsDNA high sensitivity kit (ThermoFisher Scientific, 

#Q32854). Samples were then diluted to 1.4 pM following Illumina’s sample preparation 

guidelines. The final library was mixed with 1.4 pM PhiX sequencing control (10% v/v) and then 

sequenced on an Illumina MiniSeq via paired end sequencing (2x151 paired end reads). 
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3.4.6 Transfections for flow cytometry 

HEK293T cells were seeded at 100,000 cells/well in 250 µL media in a 48-well plate and 

transfected 16 hours after plating, when they were at ~70% confluency. 500 ng of mCherry-P2A-

EGFP reporter plasmid (intact plasmids or with custom inserts) was diluted to a total volume of 

12.5 µL with Opti-MEM reduced-serum medium. The DNA mixture was then combined with a 

solution of 1.5 µL of Lipofectamine 2000 regent in 11 µL of Opti-MEM and added to the plated 

cells, Cells were then incubated for 24 hours before harvesting for flow cytometry.  

3.4.7 Flow cytometry analysis of DNA repair with EGFP reporter 

vectors 

For all DNA reporter fluorescence measurements, the medium was removed from each 

well, and each well was washed with 150 μL of PBS. To detach cells, 30 μL of Accumax was 

added to each well. Cells were counted and diluted to a concentration of 1×106 cells/mL in PBS, 

then strained into 5 mL tubes through a cell strainer cap (Corning, #352235) and kept on ice. Flow 

cytometry data was collected using a Bio-Rad S3e cell sorter equipped with 488 nm, 561 nm and 

640 nm lasers, and analyzed using FlowJo v10.8.1 Software (BD Life Sciences). Scatter gates were 

applied to remove nonviable cells and doublets. For reporter experiments, gates were applied based 

on cells transfected with mCherry only or EGFP only plasmids. mCherry fluorescence was 

detected using FL3 (602–627 nm) and a PMT voltage of 360. EGFP fluorescence was detected 

using FL1 (510–540 nm). ∼10,000 cells (after scatter gating) were collected for each sample.  
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3.4.8 Preparation of cell extracts and Western blotting 

Roughly 20 x 106 cells were harvested from a 150 mm dish by first removing the medium 

and washing with 2 mL of cold PBS. To detach cells, 1 mL of RIPA buffer (1% Triton X-100, 

0.5% DOC, 0.1% SDS, and 50 mM of Tris, pH 7.4) plus Halt Protease and Phosphatase Inhibitor 

Cocktail (ThermoFisher Scientific, #78440) was used. The resulting suspension was then 

transferred into a pre-cooled microcentrifuge tube. The cells were then maintained at constant 

agitation for 30 min at 4°C. The cell suspension was then centrifuged for 10 minutes at 16,000 r.c.f 

at 4°C. After centrifugation, the tubes were placed on ice and the supernatant was aspirated and 

placed in a fresh tube kept on ice. Protein concentrations were determined using the Pierce BCA 

Protein Assay Kit (ThermoFisher Scientific, #23225). Equal amounts of total protein from clarified 

cell lysate solutions (40 µg of total protein) were mixed with NuPAGE LDS Sample Buffer 

(Invitrogen #NP0007) plus 10 mM dithiothreitol (DTT, ThermoFisher Scientific, #R0861) to a 

total volume of 80 µL and heated for 10 minutes at 95 °C, then 40 µL of each sample was loaded 

and electrophoresed on a 7.5% Criterion™ TGX™ Precast Midi Protein Gel (Bio-Rad, #5671024). 

The protein was then transferred to a 0.45-µm PVDF transfer membrane (ThermoFisher Scientific, 

#88585) using the Mini Trans-Blot® Cell (Bio-Rad, # 1703930; 50 V, 60 minutes). The membrane 

was then incubated with Revert Total Protein Stain (LI-COR #926-11010) and washed according 

to the manufacturer’s instructions. The membrane was then blocked with 5 mL of 5% milk in tris-

buffered saline with 0.1% Tween 20 (TBST; 20 mM Tris, 150 mM NaCl, and 0.1% Tween 20 

from ThermoFisher Scientific, #85114) for 1 hour and then incubated overnight at 4 °C with 

MUTYH (C-6) primary antibody (Santa Cruz Biotechnology #sc-374571) diluted 1:500. The 

membrane was washed three times with 5 mL TBST for each wash, then incubated with HRP-anti-

mouse IgG (Cell Signaling #7076) diluted 1:2,000 in 10 mL TBST for 1 hour at room temperature. 
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The membrane was then washed again three times with 5 mL TBST, then soaked in 200 µL 

chemiluminescent substrate (Bio-Rad #1705061) for 5 minutes and imaged with a Syngene G:Box 

Chemi XX6 imager.  

3.4.9 Co-immunoprecipitation experiments  

The homozygous cell lines and wild-type HEK293T cells were seeded into six-well plates 

at a density of 5 × 105 per well in 2 mL of media and incubated overnight. Prior to harvesting, the 

cells were treated with 0.5 mM hydrogen peroxide (H2O2) for 1 hour. The cells were then harvested 

by first removing the medium and washing with 2 mL of cold PBS. To detach cells, 200 μL of 

TrypLE (ThermoFisher Scientific, #12605028) was used. The cells were then transferred to a pre-

cooled microcentrifuge tube and then centrifuged at 500 × r.c.f. for 5 minutes at 4 °C. The cells 

were then washed by suspending the cell pellet with 1 mL of cold PBS. The cells were then 

transferred to another pre-cooled microcentrifuge tube and then centrifuged again at 500 × r.c.f. 

for 3 minutes at 4 °C. The supernatant was then carefully removed and discarded. NE-PER Nuclear 

and Cytoplasmic Extraction Reagent (ThermoFisher Scientific #78833) plus Halt Protease and 

Phosphatase Inhibitor Cocktail was used to lyse the cell pellets. Briefly, 500 μL of cytoplasmic 

extraction reagent I (CER I) was added to each tube and vortexed vigorously for 15 seconds. After 

a 10 minute incubation on ice, 27.5 μL cytoplasmic extraction reagent II (CER II) was added, 

vortexed for 5 seconds, then incubated on ice for 1 minute. The tube was then vortexed again for 

5 seconds and centrifuged for 5 minutes at 16,000 × g. The supernatant (cytoplasmic extract) was 

then immediately transferred to a clean pre-chilled tube and stored at -80 °C. The pellet faction, 

which contained the nuclei, was then resuspended with 250 μL of ice-cold nuclear extraction 

reagent (NER) and vortexed vigorously for 15 seconds. The tube was then placed on ice and 

vortexed for 15 seconds in 10 minutes increments for a total of 40 minutes. The tube was then 
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centrifuged at 16,000 × g at 4 °C for 10 minutes. The supernatant (containing the nuclear extract) 

was then transferred to a clean pre-chilled tube and placed on ice. Meanwhile, 50 µL of 

Dynabeads™ Protein G (ThermoFisher Scientific #10004D) was washed in a microcentrifuge tube 

twice with 200 µL lysis buffer (4000g, 1 minute, 4 °C). 10 µg of either MUTYH (C-6) (Santa Cruz 

Biotechnology, sc-374571,) or Normal Mouse IgG3 (Cell Signaling, 75952) antibody diluted in 

200 µL of PBS (Gibco #10010-023) mixed with 0.1% Tween 20 (ThermoFisher Scientific, 

#85114; to make PBST) was then added to beads and incubated at 10 minutes at room temperature. 

The supernatant was removed, and the beads were gently washed with 200 µL of PBST. 250 µL 

of the clarified nuclear extracted cell lysate and 750 µL of PBST was then added to the prewashed 

beads and incubated for 1 hour on a rotation wheel at 4 °C. After incubation, the supernatant was 

removed using a magnet, and the beads were gently washed three times with 500 µL of PBST after 

each wash. After the last wash step, 50 µl of 2x Laemmli sample buffer (Bio-Rad, #1610737) was 

added to the beads, and the bound complexes were eluted by boiling for 5 minutes at 95 °C. The 

boiled samples were then loaded and electrophoresed on a 7.5% Criterion™ TGX™ Precast Midi 

Protein Gel (Bio-Rad #5671024). The protein was then transferred to a 0.45-µm PVDF transfer 

membrane (ThermoFisher Scientific, #88585) using the Mini Trans-Blot® Cell (Bio-Rad, # 

1703930; 50 V, 60 minutes). The membrane was then washed with ultrapure water for two minutes 

with shaking and then treated with SuperSignal Western Blot Enhancer (ThermoFisher Scientific 

#46640). Briefly, the membrane was immersed with 10 mL of Antigen Pretreatment Solution and 

incubated at room temperature for 10 minutes with shaking. The solution was then discarded, and 

the membrane was then rinsed five times with 5 mL of ultrapure water. The membrane was then 

blocked with 5 mL of 5% nonfat dried milk in tris-buffered saline with 0.1% Tween 20 (TBST; 

20 mM Tris, 150 mM NaCl, and 0.1% Tween 20 from ThermoFisher Scientific, #85114) for 1 
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hour, and then incubated overnight at 4 °C with the following primary antibodies diluted in 10 mL 

of TBST: MUTYH (C-6) (Santa Cruz Biotechnology #sc-374571, diluted 1:2,500); APE1 

(Thermo Fisher Scientific #PA5-29157, diluted 1:2,500); Normal Mouse IgG3 (Cell Signaling# 

75952, diluted 1:3,000). The membrane was washed three times with 5 mL TBST for each wash, 

then incubated with VeriBlot for IP Detection Reagent (Abcam, #ab131366) diluted 1:100,00 in 

10 mL TBST for 1 hour at room temperature. The membrane was then washed again three times 

with 5 mL TBST and soaked in 200 µL of chemiluminescent SuperSignal West Atto Ultimate 

Sensitivity Substrate (ThermoFisher Scientific, #A38554) and imaged with a Syngene G:Box 

Chemi XX6 imager. 

3.4.10  Data analysis and statistics 

Next-generation sequencing data were collected, demultiplexed, and trimmed with 

Illumina Local Run Manager Generate FASTQ analysis module (v2.0) and MiniSeq control 

software (v2.2.1). The FASTQ files were analyzed with CRISPResso2 (version 2.0.20b) on batch 

mode (parameters: --base_edit -wc -10 -w 10 -q 30) to assess genomic base editing efficiencies.139 

All editing efficiencies values were reported as nucleotide percentages around gRNA (from 

CRISPResso2). Sanger sequencing was analyzed by aligning the .ab1 trace file to a reference 

amplicon on Benchling (RRID:SCR_013955). To analyze data obtained from flow cytometers, the 

.fcs files were analyzed and quadrant plots were made using the FlowJoTM Software Version 

10.8.1. by Becton, Dickinson and Company; 2021, 2022. Unpaired, one-tailed, parametric t-tests 

was performed when comparing unedited cells with homozygous MUTYH mutations using 

GraphPad Prism Version 10.2.1, GraphPad Software, Boston, Massachusetts USA, 

www.graphpad.com. Plots were also made using GraphPad Prism.  

 

https://www.benchling.com/
http://www.graphpad.com/
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Chapter 4 

 

Non-Thesis-Related University Service  

 

4.1 Development of a Research-Practice Partnership with Local 

High Schools in San Diego: The Genome Editing Technologies 

Program 

Outreach activities for broadening the early engagement of diverse groups is important to 

me. I knew going into graduate school that I wanted to figure out a way to leverage the experiences 

I have lived through, the good and the bad, as a way to connect with young students pursing 

science. As I explained to Michelle Franklin, who is the Director of Communications for the 

Department of School of Physical Sciences at UC San Diego, for the interview she did on the 

eventual program we developed, “It’s important for us to reach students who may not have even 

considered a career in STEM or medicine. To look in their eyes and instill confidence, to show we 

believe in them — having someone like that when I was in high school would have made a world 

of difference.”  
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Finding a PI to support me in this goal was vitally important especially given the rarity of 

this kind of feat being done. And from the very first day I met Alexis, I could tell she genuinely 

cared about sharing this goal with me.  We subsequently discussed possible outreach ideas in out 

one-on-one’s after I joined her lab. But it wasn’t until one Saturday morning in late 2018, at 

Alexis’s house, in a meeting with Mallory Evanoff, Alexis and I, that we established the foundation 

for the “Genome Editing Technologies Program”. Initially, we came up with a hands-on activity 

where students would perform base editing on bacteria and if successful, the bacteria would 

fluoresce green. However, just doing a simple hands-on activity was not good enough for me. It 

wasn’t until Alexis trusted me enough to ask me to help her with her NSF Career Grant application 

that this program became a reality. In the “Broader Impacts” section, I laid out the skeleton of a 

three-day program.  

Over several years, Mallory, Brodie and I, fully developed this three-day outreach program 

into what it is now. The "Genome Editing Technologies Program" is a program centered around a 

50-minute hands-on genome editing laboratory experiment with minimal equipment required and 

brings gene-editing technology to local high school students (Figure 15). It has been implemented 

in four high schools and has reached more than 200 students thus far. Besides genome editing, the 

program also allows us to introduce students to chemical biology – the ability to use chemistry to 

manipulate and better understand biological systems, such as human diseases. Most importantly, 

which is something I value the most about this program is it allows us to expose students to 

scientists from diverse backgrounds and invite questions about college, professional development, 

and the everyday life of a graduate student or faculty member within academia. The more we 

connect with the students throughout the three-day event, the more impact the last day is on the 

students. My work in leading this effort led to an EDI Excellence Award for the School of Physical 
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Sciences at UC San Diego in 2023. Furthermore, this outreach program has been highlighted in 

several news outlets such as UC San Diego Today and  CBS8 San Diego.  

4.1.1 Implementing the Genome Editing Technologies Program 

Our goal was not only to make base editing accessible to high school students but also to 

have students think critically and reflect on base editing in a social and cultural context. We 

developed a 3-day program that centered around the following activities: 

• Day 1: An interactive lecture on genome editing technologies (time: 50–90 min) 

• Day 2 (Figure 15): A hands-on base editing experiment and discussion of ethics (time: 

50–90 min) 

• Day 3: Reviewing experimental results and an open forum panel discussion (time: 50–

90 min). *Activity lengths can be adjusted according to the high school's classroom 

schedules. 

To implement the “Genome Editing Technologies Program”, we initially reached out to a 

local public high school with an advanced, elective biology curriculum. In our area, this was the 

Project Lead the Way (PLTW)'s biomedical sciences program. PLTW is a nonprofit educational 

organization that develops K-12 STEM curricula. Researchers can use PLTWs “school locator” to 

identify potential partners for implementing the Genome Editing Technologies Program. However, 

this program is not necessary for implementing the program; we suggest working with AP Biology, 

IB coursework students, or similar programs. 

Our first iteration included three intermediate-level biology classes consisting of 20–25 

students each. In total, 61 high school seniors participated in the first iteration of the Genome 

Editing Technologies Program. After our first implementation of the course, we were able to 

leverage connections the high school teacher had and reach out to two other high schools with 

https://today.ucsd.edu/story/high-school-students-learn-base-editing
https://www.cbs8.com/article/news/local/outreach/innovate8/high-tech-high-students-gets-hands-with-genetic-editing/509-4494e51c-c113-42b7-b293-ba2468c5a5cd
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similar advanced biology elective courses. We proceeded to iterate and improve on the material 

with three classes at two new schools, reaching 67 additional students.  

 

Figure 15. Illustration of constructs used in the “GFP-itis” activity. The inactivated GFP (dGFP) gene is in the 
pSel construct (bottom left, yellow background). Shown is the sequence of the dGFP gene, zoomed in on the 
inactivating A111V mutation that is corrected by editing of the target A to G. The protospacer is shown with a pink 
arrow, and the NG-PAM sequence is indicated with purple letters. The pBE plasmids (top left, blue background) 
contain the ABE8e editor under control of a theophylline-responsive riboswitch, and one of two gRNA sequences. In 
pBE-t, the gRNA matches the pSel dGFP mutation site (pink arrow) and will lead to correction of the GFP gene and 
green fluorescence. In pBE-nt, the gRNA has a nontargeting sequence and acts as a negative control. Instructors 
prepare all plasmids and, before student transformation, incorporate pSel into Escherichia coli to create “GFP-itis 
cells.” Base editing activity (GFP fluorescence) can be visualized 24 h post-transformation (shown on the right). 
dGFP, dead green fluorescent protein. 
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4.1.2 Discussion on Student Experiences and Evaluation of the 

Program 

As part of the outreach program, and after I worked to get Institutional Review Board (IRB) 

approval from the University of California San Diego (under IRB Project #200185, this enabled 

us to publish our survey results), we had students answer survey questions to identify areas where 

we could improve. The results from our feedback survey at our pilot school are shown in Figure 

16. We first asked the students to evaluate the accessibility of the various components of the 

program. The students indicated that most of the components were accessible (e.g., 87% of the 

students [n = 60] indicated that the lecture was accessible, and 85% of the students [n = 60] 

indicated that the ethics discussion was accessible Figure 16A). However, student-evaluated 

accessibility of the worksheet was only 43%. We have since improved the worksheet using the 

students' feedback by further clarifying some questions and updating instructions for labeling 

diagrams. We have since improved the worksheet. We were encouraged to see that student-

evaluated accessibility of the worksheet improved after using this updated worksheet (88% of 

students at our second school rated the worksheet as accessible, and 54% of students at our third 

school rated the worksheet as accessible.  

We also evaluated the engagement of the program by asking the students to quantify how 

much they liked each component (ranging from a one being “not so much” to a five being “it was 

great!,” Figure 16B). We also included an “open comments” section for anonymous feedback. 

The lowest rating was observed for the lecture, which overall scored a 3.6 out of 5 (n = 59), with 

50 students indicating a 3 or higher. In the open comments section, several students commented 

favorably on the active learning elements of the lecture, prompting us to consider including more 

of these strategies in future designs. We have since incorporated more open discussion segments 
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within the slides that allow students to reflect on the material, including a seven-question Kahoot 

quiz. 

Although the hands-on laboratory experiment was the most challenging element to prepare, 

it was the highest-rated activity in our program, with 88% of students (n = 60) saying the activity 

was accessible (Figure 16A), and an average rating of 4.61 out of 5 (n = 59; Figure 16B). The 

feedback results highlight the need for programs such as ours; not only were these students 

introduced to tools and techniques that are used in many areas of biology through the lecture, but 

also researchers provided students the opportunity to use them in a hands-on laboratory 

experiment, which has been shown to increase student learning and retention. 
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Figure 16. Student Survey Responses for Sage Creek High School. (A) Accessibility rating for each of the four 
outreach activities: (from left to right) the base editing lecture (87% accessibility rating), the base editing worksheet 
(47% accessibility rating), the base editing experiment (88% accessibility rating), and the ethics discussion (85% 
accessibility rating). In total, there were 60 student responses. (B) Activity rating of each of the outreach activities. 
Answer options ranged from 1 being “not so much” to 5 being “it was great!.” Topics measured were (from left to 
right): the base editing lecture (3.60 activity rating average), the base editing experiment (4.61 activity rating average), 
the ethics activity (4.20 activity rating average), and the open forum discussion (4.27 activity rating average). In total, 
there were 59 student responses. (C) Measurements of the students' prior knowledge to various topics covered in the 
program. Answer options include “no response,” “not at all,” “some,” and “a lot.” The topics queried were (from left 
to right): GFP, bacterial transformations, plasmids, base editing, CRISPR-Cas9, and genome editing. In total, there 
were 60 student responses. 
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4.2 Teaching at UCSD Through the Summer Graduate Teaching 

Scholars Program  

My passion for teaching stems from my childhood. I grew up as a native of South Vermont 

Avenue—a dangerous neighborhood in South Los Angeles known as “Death Alley” by the LA 

Times newspaper. Learning, teaching, being open-minded, trusting those who want the best for 

you. Care for you. It  goes a long way towards surviving. I’ve always wanted to provide safety to 

others and I found a way to do that through mentoring and teaching. I had many valuable 

experiences at SMC and at UCI. And as a graduate student, I remained true to my aspirations to 

teach and mentor students. Besides being a TA, I enrolled into the Introduction to College 

Teaching course at the Engaged Teaching Hub, led by Erilynn Heinrichsen, Noel Martin, and 

Reina Muzrahi in the Fall of 2020. This course provided me with the teaching skills such as, how 

to build effecting learning outcomes, distinguish the differences between formative and summative 

assessments, lesson delivery, and how to better implement Growth Mindset teaching (and its 

variations suggested by Dr. J. Luke Wood, a Distinguished Professor of Education at San Diego 

State University). Furthermore, to continue my development as a college educator, I also used 

money I received from the Gilliam Fellowship to attend the Original Lily Conference on College 

Teaching where I was fortunate to attend many sessions led by international and U.S. teacher-

scholars on evidence-based teaching practices to improve as an educator.  

My career goal was always to become a professor of chemistry at a 8teaching-intensive 

institution. This was the optimal career goal for me because it would allow me to continue my 

passions in mentoring and teaching. However, getting a full-time tenure-track position right out of 

a PhD is an almost impossible task. It is very common in academia for PhD graduates who are 

interested in teaching at the college level to either pursue post-doctorate work or to teach part-
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time. I did not want to pursue either of those options. The participation in Summer Graduate 

Teaching Scholars Program was critical to both my advancement as an educator and career 

aspirations. I applied, and was accepted to lead a General Chemistry course over the summer of 

2022. I excelled in this role (according to student evaluations) in large part to my mentor, Dr. 

Thomas Bussey, who provided me not only with the teaching materials, but, the guidance from a 

world-class educator. The opportunity to practice leading my own class and the responsibilities 

that came with it would help me to further develop my teaching and leadership skills. Because of 

my success, the department invited me to teach the course again in the summer of 2023, adding 

valuable teaching experiences to my resume. These experiences all played a large role in securing 

my position at Butte College.  
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Table 1. List of commonly used CRISPR-based genome editing tools. 

 

 

 

Improvement Tool Notes 
Pr

og
ra

m
m

ab
ili

ty
 

wild-type Streptococcus pyogenes (Sp) Cas9 NGG PAM on 3’ end; 
1368 aa in length 

wild-type Staphylococcus aureus (Sa) Cas9 NNGRRT PAM on 3’ end; 
1053 aa in length 

wild-type Neisseria meningitidis (Nm) Cas9 NNNNGATT PAM on 3’ end; 
1082 aa in length; 

wild-type Lachnospiraceae bacterium (Lb) 
Cas12a 

TTTV PAM on 5’ end; 
1228 aa in length 

Bacillus hisashii (Bh) Cas12b v4 mutant 
(K846R/S893R/E837G) 

ATTN PAM on 5’ end; 
1120 aa in length 

VQR SpCas9 (D1135V/R1335Q/T1337R) NGA PAM on 3’ end 

VRER SpCas9 
(D1135V/G1218R/R1335E/T1337R) NGCG PAM on 3’ end 

SpCas9-NG (R1335V/L1111R/D1135V/ 
G1218R/E1219F/A1322R/T1337R) NG PAM on 3’ end 

SpRY SpCas9 (D1135L/S1136W/G1218K/ 
E1219Q/R1335Q/T1337R) 

NRN (and to lesser extent NYN) 
PAM on 3’ end 

KKH SaCas9 (E782K/N968K/R1015H) NNNRRT PAM on 3’ end 

Sp
ec

ifi
ci

ty
 

eSpCas9-1.1 K848A/K1060A/K1003A mutations 
in SpCas9 

Cas9-HF N497A/R661A/Q926A/Q695A 
mutations in SpCas9 

HypaCas9 N692A/M694A/Q695A/H698A 
mutations in SpCas9 

Sniper-Cas9 M763I/K890N/F539S mutations in 
SpCas9 

Evo-Cas9 M495V/Y515N/R661Q/K526E 
mutations in SpCas9 

SpCas9n (D10A or H840A) Coordinate two nicking events 

fCas9 FokI-dCas9 fusion; coordinate two 
binding events 
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Table 2. CRISPR-based genome editing software. 

 

 

 

 

 

 

 

 

Software Use 

CHOPCHOP 
https://chopchop.cbu.uib.no/ 

Cas9, Cas12, and Cas13 gRNA 
design and evaluation (on-

target efficiency prediction and 
off-target prediction) 

Cas-OFFinder 
http://www.rgenome.net/cas-offinder/ 

Cas9 and Cas12 gRNA off-
target prediction 

CRISPOR 
http://crispor.tefor.net/ 

Cas9 and Cas12 gRNA design 
and evaluation 

Horizon CRISPR Design Tool 
https://horizondiscovery.com/en/ordering-and-calculation-tools/crispr-design-

tool 

Cas9 gRNA design for gene 
KOs 

IDT Design Tool 
https://www.idtdna.com/site/order/designtool/index/CRISPR_CUSTOM 

Cas9 gRNA design and 
evaluation 

Off-Spotter 
https://cm.jefferson.edu/Off-Spotter/ 

Cas9 gRNA off-target 
prediction 

Synthego CRISPR Design Tool 
https://design.synthego.com/#/ 

Cas9 gRNA design for gene 
KOs 

BE-Designer 
http://www.rgenome.net/be-designer/ automated BE gRNA design 

inDelphi 
https://indelphi.giffordlab.mit.edu/ 

prediction of indel sequences 
for a given protospacer 

BE-Hive 
https://www.crisprbehive.design/ 

prediction of CBE and ABE 
efficiencies 

PrimeDesign 
https://drugthatgene.pinellolab.partners.org/ pegRNA automated design 
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Table 3. Suggested base editors designed to maximize on-target editing or minimize off-target (OT) editing. 
 

 High-efficiency Addgene # Reduced off-target editing Notes Addgene # 

CBE 

BE4max-NG-P2A-
EGFP 

125616, 
140001 BE4max-NG (YE1) Less processive, 

narrowed window 138159 

RrAPOBEC3F 138340 RrAPOBEC3F (F130L) Retains high on-
target activity 138341 

PpAPOBEC1 138349 PpAPOBEC1 (H122A) 
Minimal OTs, 

slightly reduced 
on-target activity 

138345, 
138338 

SsAPOBEC3B 138343 SsAPOBEC3B (R54Q) Minimal OTs, 
“BC” preference 138344 

AncBE4max-P2A-
EGFP 112100 eA3A-BE3 (N57G) “(A)UC” 

preference 131315 

ABE 

ABEmax-NG-P2A-
EGFP 140005 evo-TadA (V106W) 

Inactivated or 
deleted wt-TadA 

125647, 
138495 

NG-ABE8e 138491 evo-TadA (F148A) 

131313 

ABE8.20-m 136300 evo-TadA (V82G) 
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Table 4. Primers and additional sequences used to generate custom gRNAs or amplify the target locus. 
 
Underlined sequences anneal to the gRNA plasmid backbone; Bold sequences are protospacers (replace this with 
your custom protospacer). 
 

Usage # Primer Sequence Notes 

gRNA 
cloning 

1 universal reverse GGTGTTTCGTCCTTTCCACAAG 

Site-directed 
mutagenesis 
(of spacer 

region) 

2 V270 gRNA forward GGTCCACCAGCTGCTGGGCTGTTTTAGAG
CTAGAAATAGCA 

3 E303 gRNA forward 
(adds 5’G) 

GACAGGCTCTCCACAGGGCACGTTTTAGA
GCTAGAAATAGCA 

4 L296 gRNA forward 
(adds 5’G) 

GCCACTGTGCAGCCAGTGCCCGTTTTAG
AGCTAGAAATAGCA 

5 W12 (exon 1 pmSTOP) 
gRNA reverse 

GTACCCACAGACGACTCAGGGTTTTAGA
GCTAGAAATAGCA 

6 non-targeting gRNA 
spacer GGTATTACTGATATTGGTGGG 

Spacer 
sequence 

only 

Sanger 
sequencing 

7 gRNA sequencing 1 (U6) TACGTGACGTAGAAAGTAAT 

To verify 
gRNA clones 

8 gRNA sequencing 2 
(ColE1) TTTCTCCCTTCGGGAAGCGT 

9 gRNA sequencing 3 
(backbone) GAGATTATCAAAAAGGATCT 

1
0 

gRNA sequencing 4 
(AmpR) TTGTGCAAAAAAGCGGTTAG 

1
1 

Sanger 
forward* MUTYH codons 
193–332 

AGGAGGTGAATCAACTCTGGGC *Used to 
sequence 

V270, L296, 
E303 1

2 

Sanger 
reverse MUTYH codons 
193–332 

CCGAACCCTACTCAAGCCAAGA 

NGS 

1
3 NGS rd1 adapter forward ACACTCTTTCCCTACACGACGCTCTTCCGA

TCTNNNN 
Add sequence 
to 5’ end of 

target-
specific 
primers 

1
4 NGS rd1 adapter reverse TGGAGTTCAGACGTGTGCTCTTCCGATCT 

1
5 

NGS rd1 MUTYH codons 
264–291 forward 

ACACTCTTTCCCTACACGACGCTCTTCCGA
TCTNNNNAGCAGCTCTGGTAGGATGTTGG Rd1 primers 

for V270 
example 1

6 
NGS rd1 MUTYH codons 
264–291 reverse 

TGGAGTTCAGACGTGTGCTCTTCCGATCT
CCCAGTAGGCTTACTCTCTGGC 
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Table 5. List of primers used for PCR amplification to produce gRNA plasmids 

Use Number Primer Sequence 

gRNA 
Cloning 

0 Universal FWD GTTTTAGAGCTAGAAATAGCAAGTTAAAATAAGGC 

1 W12* gRNA REV CCTGAGTCGTCTGTGGGTACGGTGTTTCGTCCTTTCCACAAG 

2 
P18L and 
CRISPRi gRNA 
REV 

ACGGCTGCTCGTGGCTTCCTCGGTGTTTCGTCCTTTCCACAAG 

3 L111P gRNA REV AGAGAAACGGGACCTACCATCGGTGTTTCGTCCTTTCCACAAG 

4 Y128H gRNA 
REV GGACAGGCGGGCATATGCTGCGGTGTTTCGTCCTTTCCACAAG 

5 W131* gRNA 
REV TTTCCCCCAGTGTGGGTCTCGGTGTTTCGTCCTTTCCACAAG 

6 Y179C gRNA 
REV GGCCACGAGAATAGTAGCCCGGTGTTTCGTCCTTTCCACAAG 

7 R182C gRNA 
REV GCAGCCGCCGGCCACGAGAACGGTGTTTCGTCCTTTCCACAAG 

8 G189E gRNA 
REV GCGGCTGCAGGAGGGAGCTCGGTGTTTCGTCCTTTCCACAAG 

9 I223V gRNA REV AAGGCGATAGAGGCAATGGCGGTGTTTCGTCCTTTCCACAAG 

10 R241W gRNA 
REV GACACGGCACAGCACCCGTGCGGTGTTTCGTCCTTTCCACAAG 

11 R245C gRNA 
REV CCAATGGCTCGGACACGGCACGGTGTTTCGTCCTTTCCACAAG 

12 V246I gRNA REV CGGGTGCTGTGCCGTGTCCGCGGTGTTTCGTCCTTTCCACAAG 

13 Q260* gRNA 
REV TCCTACCAGAGCTGCTGGGACGGTGTTTCGTCCTTTCCACAAG 

14 D271G gRNA 
REV CCTGGCCGGGCTGGGTCCACGGTGTTTCGTCCTTTCCACAAG 

15 P295L gRNA REV CTGGCTGCACAGTGGGCGCTCGGTGTTTCGTCCTTTCCACAAG 

16 L296L gRNA 
REV GGGCACTGGCTGCACAGTGGCGGTGTTTCGTCCTTTCCACAAG 

17 E303E gRNA 
REV GTGCCCTGTGGAGAGCCTGTCGGTGTTTCGTCCTTTCCACAAG 

18 S304N gRNA 
REV GTGCCCTGTGGAGAGCCTGTCGGTGTTTCGTCCTTTCCACAAG 



 

 106 

Table 6. List of primers used for Sanger sequencing and Next-generation sequencing (NGS) for MUTYH 
genomic DNA 

 

 

 

 

 

 

 

Use Number Primer Sequence 

Sanger 
Sequencing 

19 gRNA plasmid 
sequencing (U6) TACGTGACGTAGAAAGTAAT 

20 Sanger FWD: MUTYH 
codons 1-12 TCTCCCAGAGCGCAGAGGCTTT 

21 Sanger REV: MUTYH 
codons 1-12 CTCCTAGTCTAACTCCTGGGCGTGC 

22 Sanger FWD: MUTYH 
codons 16-55 GCAGAGAAACCGCCTACCCCCA 

23 Sanger REV: MUTYH 
codons 16-55 CTACAGACGCTCACCACCACGC 

24 Sanger FWD: MUTYH 
codons 56-168 AGCCAGTAGTACCACCCTGAGA 

25 Sanger REV: MUTYH 
codons 56-168 GCCCAGAGTTGATTCACCTCCT 

26 Sanger FWD: MUTYH 
codons 176-332 AGGAGGTGAATCAACTCTGGGC 

27 Sanger REV: MUTYH 
codons 176-332 CCGAACCCTACTCAAGCCAAGA 

NGS 

28 NGS rd1 adapter FWD ACACTCTTTCCCTACACGACGCTCTTCCGATCTNNN
N 

29 NGS rd1 adapter REV TGGAGTTCAGACGTGTGCTCTTCCGATCT 

30 
NGS rd1 MUTYH 
D271G and L296L 

FWD 

ACACTCTTTCCCTACACGACGCTCTTCCGATCTNNN
NAGCAGCTCTGGTAGGATGTTGG 

31 
NGS rd1 MUTYH 

D271G  and L296L 
REV 

TGGAGTTCAGACGTGTGCTCTTCCGATCTCCCAGT
AGGCTTACTCTCTGGC 

32 NGS rd1 MUTYH 
W131* FWD 

ACACTCTTTCCCTACACGACGCTCTTCCGATCTNNN
NCAGGCGGGCATATGCTGGTCAG 

33 NGS rd1 MUTYH 
W131* REV 

TGGAGTTCAGACGTGTGCTCTTCCGATCTCCCCTGG
AGTCACCTGCATCCA 
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