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Abstract

Local Operators and Quantum Chaos

by

Daniel Eric Parker

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Joel Moore, Chair

A hypothesis is presented for the universal properties of operators evolving under Hamil-
tonian dynamics in many-body systems. The hypothesis states that successive Lanczos
coefficients in the continued fraction expansion of the Green’s functions grow linearly with
rate α in generic systems, with an extra logarithmic correction in 1d. The rate α — an ex-
perimental observable — governs the exponential growth of operator complexity in a sense
that is made precise. This exponential growth prevails beyond semiclassical or large-N lim-
its. Moreover, α upper bounds a large class of operator complexity measures, including the
out-of-time-order correlator. As a result, a sharp bound is obtained on Lyapunov exponents
λL ≤ 2α, which complements and improves the known universal low-temperature bound
λL ≤ 2πT . Our results are illustrated in paradigmatic examples such as non-integrable spin
chains, the Sachdev-Ye-Kitaev model, and classical models. Finally hypothesis is used in
in conjunction with the recursion method to develop a technique for computing diffusion
constants.
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Ô =
∑

j Xj, which is a string rather than a bilinear in the Majorana fermion
representation, so this is effectively an interacting integrable model that has bn ∼√
n. XXX is H =

∑
iXiXi+1+YiYi+1+ZiZi+1 with Ô =

∑
j e

iqj(XjYj+1−YjXj+1)

that appears to obey bn ∼
√
n. Finally, SYK is (3.18) where q = 4 and J = 1 and
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Ô = Eq in H =

∑
iXiXi+1 − 1.05Zi + 0.5Xi. (a) The Lanczos coefficients for

q = 0.15 are fit to (3.50) with α = 0.35 and η = 1.74. We found it actually better

not to approximate G(N)(z) by G̃(N)(z), but instead by G̃(N+δ)(z) for some integer
offset δ so that η ≈ 1 (in the example shown, δ = 12). Large η or negative values
lead to numerical pathologies. (b) The approximate Green’s function (3.52) at
q = 0.15. The arrow shows the “leading” pole that governs diffusion. (c) The
locations of the leading poles for a range of q. One can clearly see the diffusive
dispersion relation z = iDq2/2 + O(q4). Fitting yields a diffusion coefficient
D = 3.3(5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51



vi

3.8 Exact Lyapunov exponent λL(T ) (3.97) and growth rate α(T ) with the Wightman
inner product (3.99) of the SYK model in the large-q limit as a function of temper-
ature (in units of coupling constant J ). The conjectured bound λL(T ) ≤ 2α(T )W
is exactly saturated at all temperatures, while the universal bound λL(T ) ≤ 2πT
only saturates in the zero temperature limit. . . . . . . . . . . . . . . . . . . . . 55

3.B.1Change in the growth rate near integrability for the SYK model with q = 2 and
q = 4 (3.85). The ratio of the q = 4 to q = 2 term is given by J , and the model
becomes free at J = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.C.1The size distribution of the Pauli strings in the Krylov vectors Ôn for the Hamil-
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C , the

result of the standard MPS compression. (b,c) The Schmidt spectra of Ŵ ′
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1
2

∑
n ZnZn+1 − 1.05Zn + 0.5Xn and Ô =
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Chapter 1

Invitation: Tea. Earl Grey. Hot.

Quantum chaos is responsible for transforming the microscopic, quantum mechanical, for-
mulation of our world into the macroscopic reality we are all familiar with. However, despite
the fact that quantum mechanics is now nearly a century old, there is no agreed-upon defi-
nition for quantum chaos. Understanding quantum chaos is thus a primary goal in the field
of quantum dynamics, but a highly difficult one. As an invitation to the topic, and to the
ideas in the rest of this thesis, let us start with a relatively non-technical introduction to
quantum chaos through the idea of irreversibility.

Irreversibility is a common phenomenon in everyday life.1 As an analogy, suppose you
have a nice cup of tea (say, Earl Grey. Hot.). If you add a splash of milk, it will soon
flow into whorls and eddies, then smaller eddies will branch off the eddies, and yet finer
eddies around those in an ever-more-intricate pattern. If one waits long enough, the tea
will become a uniform tan color and we say it has reached equilibrium. This process can be
hurried along by stirring the tea (say, clockwise). But if one stirs it back the other way (say,
counterclockwise), it will remain tan and never separate out into tea and milk; this process
is irreversible.

Irreversibility is a classical phenomenon and is often called the “arrow of time,” since it
only proceeds in one direction. A modern perspective of irreversibility is that one should
focus on information itself. In this case, how much information is needed to describe the
tea/milk system? At first, the milk is isolated to a stream or a few droplets and therefore
its location is easy to describe. As mixing proceeds, the boundary between the milk and
tea becomes more and more complex — more “chaotic” — and more and more information
is required to keep track of the boundary. Once the tea comes to its tan equilibrium, the
milk is a countless myriad of microscopic droplets in ever-shifting positions. At this point,
the boundary between the liquids is so complex that it is not practical or even possible to
describe it exactly. The information has been lost. However, this does not mean we cannot
understand the system. In fact, a single number, the concentration of milk in the tea, suffices

1This discussion is based on my presentation at the Pappalardo Fellowship interview on 13 December
2019.
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to describe all important (i.e. macroscopic) aspects of the system. We have thus arrived at
a low-information thermodynamic description of the system.

Chaos, roughly, is the mechanism by which information is lost in this process, and a
system is more chaotic if the rate of information loss is higher. A highly-chaotic system
takes a vast amount of information to describe exactly. But conveniently, the more chaotic a
system, the sooner a thermodynamic description will be applicable. To understand quantum
chaos, we must understand the quantum version of this analogy.

A

e−

Figure 1.1: Sketch of a highly-quantum system hooked up to a ammeter to measure electrical
transport.

Let us now suppose that we have a highly quantum system, such as a high-temperature
superconductor or a sample of twisted bilayer graphene. The first and simplest experiments
performed on a new material are usually transport measurements: how is heat or charge
transported through the system (Fig 1.1). Even in quantum systems, transport is governed
by the classical partial differential equations (PDEs) of hydrodynamics. For instance, the
energy density ε(x, t) is governed by the heat equation

∂tε = D∇2ε, (1.1)

where the constant D is called the thermal diffusivity. Once the hydrodynamic datum D
is measured by experiment, this single number suffices to describe the macroscopic flow of
heat in the system.

On the other hand, the microscopic description of the system must be quantum mechani-
cal. Suppose one has a quantum model for the system: a Hamiltonian Ĥ and, for each point
x in space, an operator Ôx corresponding to the energy density at x. The dynamics of Ôx
are governed by the by the Heisenberg equations of motion

−i∂tÔx = [Ĥ, Ôx], (1.2)

and the energy density is an observable ε(x, t) = 〈Ôx(t)〉.
To evaluate the accuracy of a quantum model, one must find the hydrodynamic descrip-

tion and compare to experiments. Specifically, one must analyze the model at long times
and large scales to determine



CHAPTER 1. INVITATION: TEA. EARL GREY. HOT. 3

Quantum Mechanics Hydrodynamics

−i∂tÔ = [Ĥ, Ô]

Unitary Dynamics

∂tε = D∇2ε

Irreversible Dynamics

Quantum Chaos

long times, large scales

Figure 1.2: Schematic of the role of chaos in quantum dynamics.

(H1). the hydrodynamic equations of motion of the system, such as the wave equation, the
heat equation, or even the Einstein field equations, and

(H2). the coefficients (“hydrodynamic data”) needed to fully specify the PDE, such as the
thermal diffusivity.

Unfortunately, this analysis is often extremely difficult or even impossible. For instance,
many reasonable-seeming models of high-temperature superconductors have been proposed
which cannot be confirmed nor falsified because it is not known how to compute the hydro-
dynamic data from the theory.

At a deeper level, this is also a structural puzzle. Quantum dynamics is unitary, so no
information is ever lost. But PDEs like the heat equation are irreversible, and information is
being lost at every moment. How, then, can we go from the quantum mechanical description
to hydrodynamics (Fig. 1.2)? This is the role of quantum chaos. Although information
is never destroyed in quantum mechanics, it can become hidden or inaccessible and thus
virtually impossible to recover.

Let us examine the problem from an information-centric perspective. If we could simulate
Eq. (1.2) to long times, we could immediately find H1 and H2. How many computational
resources (i.e. how much RAM or how many CPUs) would it take to do this? Unfortunately,
the amount of information one must keep track of to reach time t scales as et, making it
impossible to reach large t even on (classical) supercomputers.2 By contrast, the hydrody-
namical description requires only a polynomially large number of resources to simulate the
system at large times (Fig. 1.3).3 So much of the exponentially-large exact description of
the system must be unnecessary; only a small subset of the information is needed to specify
the hydrodynamics. The fundamental mathematical question involved in quantum chaos,
from this perspective, is identifying exactly which parts of the description are unnecessary.

Let us therefore examine the quantum dynamics and find the redundant information at
a conceptual level. (Making these ideas precise and more rigorous is the subject of the first

2At present, supercomputer computations cannot get much past t = O(101) even for the simplest 1d
chaotic systems.

3Of course, there is only a hydrodynamic description for a few observables. Generic observables are
probably “irreducibly difficult” to compute.
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R
es
o
u
rc
es

Time

Hydro

QM ∼ et

Figure 1.3: Sketch of the computational resources required to simulate dynamics.

few chapters.) The formal solution to Eq. (1.2) is an infinite sum of nested commutators

Ô(t) = eiĤtÔe−iĤt = Ô + it[Ĥ, Ô] +
(it)2

2
[[Ĥ, Ô], Ô] + · · · (1.3)

To visualize this, let us picture the space of operators, arranged with simple, local operators
on the left and more complicated, non-local operators towards the right, as shown in Fig.
1.4. The simple local operator Ô(t) is the black dot on the left. The commutator [Ĥ, Ô]
(represented by yellow dots) is slightly more complicated and less local, so it can be written

as the sum of a few terms in any local basis . The second commutator [[Ĥ, Ô], Ô] (blue dots)
is again more complicated and less local, so it will be the sum of a larger number of local
terms, and so on and so forth. As usual with a Taylor series, the few terms are sufficient to
describe the time-evolved operator at early times, but more and more terms are needed as
time goes on. At long times, Ô(t) becomes ever more complex and less local as it moves out
into the space of operators, as indicated by the arrows.

As time goes on, the further out one goes into the space of operators, and the harder it is
to observe the operators. Each operator involves increasingly non-local correlations, which
are exponentially hard to measure experimentally or require exponentially many resources to
simulate. So although the operator moves out into operator space under unitary dynamics,
and no information is ever lost, the difficulty of retrieving that information grows incredibly
fast. For any finite amount of resources, there will be a time at which reconstructing the full
operator is too costly, and the information is effectively lost.

To quantify this process, we use a basis specially adapted to these dynamics. As we
shall see in Chapter 3, one may always make a unitary transformation so that the dynamics
(1.3) in space of operators is mapped onto an equivalent 1d quantum mechanics problem.
Equation (1.2) is then equivalent to

−i∂tϕn = bn−1ϕn−1 + bnϕn+1; ϕn(t = 0) = δn0 , bn > 0, (1.4)
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O

ϕ0 ϕ1 ϕ2 ϕ3b1 b2 b3

ϕn(t)

n

〈n̂(t)〉 ∼ e2αt

Figure 1.4: (Top) Sketch of the space of operators, with complexity of the operator increasing
from left to right. (Bottom) The equivalent 1D chain. (Middle) The wavefunction on the 1d
chain.

where ϕn(t) is the component of the “operator space wavefunction” on the nth site and
ϕ0(t) = ε(t) is the observable of interest. The bn’s are called the Lanczos coefficients and
will play a prominent technical role in this thesis. Although (1.4) is completely equivalent
to (1.2), it is vastly easier to understand. Crucially, we know that operators further to the
right are more “complex”.

We can quantify the complexity of the operator space wavefunction via the expectation
of the position operator

〈n̂(t)〉 =
∑

n≥0
n|ϕn(t)|2. (1.5)

One can show that 〈n̂(t)〉 increases at most exponentially: for any Hamiltonian, there are
constants A,M > 0 such that

〈n̂(t)〉 ≤ AeMt. (1.6)

For non-chaotic systems, the position can grow much slower than this bound. For example,
in a free system, 〈n̂(t)〉 ∝ t. But in chaotic quantum systems, exponential growth is achieved
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and there is a constant α > 0, characteristic of the system, so that

〈n̂(t)〉 ∝ e2αt. (1.7)

In a chaotic system, therefore, the wavefunction “runs away” exponentially fast into the
space of operators of increasing complexity. Or, in other words, chaotic systems are ones
where information is effectively lost as quickly as possible. From our perspective, Eq. (1.7)
can be taken as a definition of which quantum systems are chaotic.

Not only is this characterization of quantum chaos conceptually satisfying, but also prac-
tically applicable. Once one knows the rate α at which information is lost, there is an
algorithm to compute both the hydrodynamic equations (H1) and the hydrodynamic data
(H2) of the model. This algorithm is remarkably efficient. For the simplest one-dimensional
chaotic systems, simulating the dynamics to long times (t ≈ 20) and extracting the hydrody-
namic data takes several hundred thousand CPU hours on a supercomputer. This algorithm
gives the same answer in a few seconds on a laptop. So, as often occurs, a different conceptual
viewpoint suggests a more efficient computational method.

Now that we have sketched some of the ideas of quantum chaos, we may summarize the
aim of this work. This thesis will offer a new definition of quantum chaos:

A system is chaotic if the expectation 〈n̂(t)〉 grows exponentially.

We explore two main consequences of this definition:

1. Conceptually, information is lost as soon as possible in a chaotic system.

2. Computationally, quantum chaos provides an efficient algorithm to compute emergent
hydrodynamics (H1 and H2).

In the following chapters, we will state these results more carefully, and describe the necessary
technical assumptions and caveats.

The rest of this work is organized as follows.

• Chapter 2 introduces the Lanczos algorithm. The Lanczos algorithm for tridiagonal-
izing matrices is a main technical tool in this work. Its origin is in numerical linear
algebra where it is used to find the extremal eigenvalues of a matrix. In the infinite di-
mensional setting, however, it becomes an analytical tool. We will discuss how Lanczos
gives rise to the classical orthogonal polynomials, how it can be used to approximate
distributions, and its connection to the classical Moment Problem. Several numerical
and physical applications are given as examples.

• Chapter 3 presents a universal operator growth hypothesis, which provides a formula-
tion of quantum chaos in terms of the Lanczos coefficients described above. After mak-
ing these ideas more precise, the chapter will introduce the idea of a “Q-complexity”
and show a relation between the Lanczos coefficients and out-of-time-order correlators
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and provide a new bound on measures of chaos. We will then give the algorithm for
computing the hydrodynamic coefficients and conclude with speculations about how
these results may be extended to finite temperature. The material from this chapter
is mainly drawn from [1].

• Chapter 4 will switch focus from quantum chaos to the operators themselves and an-
swer the question: what is the most efficient way to represent or approximate a local
operator in the thermodynamic limit? Working in the framework of matrix product
operators (MPOs), we shall give explicit and efficient algorithms for compressing oper-
ators, i.e. finding the most accurate representation of an operator with a fixed number
of resources. As practical applications, we show how compression can be used to run
the Lanczos algorithm with MPOs directly in the thermodynamic limit, and also how
to accurately compress long-range 2D Hamiltonians to small enough sizes to find their
ground states. The material in this chapter is mainly drawn from [2].
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Chapter 2

The Lanczos Algorithm

This chapter will explore the Lanczos algorithm, a necessary predicate to our study of oper-
ator growth, in both the finite and infinite dimensional cases.

The first part of this chapter, Section 2.1, will present the finite dimensional Lanczos
algorithm. The finite Lanczos algorithm is a tool for tridiagonalizing a matrix; just as one
can compute an eigendecompostion of a matrix A = U †DU , one can find a change of basis
A = V †TV so that T is tridiagonal. In many ways, the fact that T is nearly diagonal means
it is nearly as useful as a full eigendecomposition — but much more efficient to compute.
In fact, modern algorithms for computing eigenvalues of a matrix proceed by first reducing
the matrix to tridiagonal form, then finding the eigenvalues from there [3]. Moreover, just a
few iterations of the algorithm are sufficient to approximate the extremal eigenvalues to high
precision. The successes and applications of the Lanczos algorithm are so numerous that it
was selected as one of SIAM’s top 10 algorithms of the 20th century 1 [4]. This section will
therefore hew closely to the numerical analysis literature [3, 5].

In the second half of this chapter, Section 2.2, we upgrade to the infinite-dimensional
setting. The infinite Lanczos algorithm takes on an analytical character. We will show how
the infinite Lanczos algorithm underlies the theory of orthogonal polynomials, and briefly
discuss how it solves the classical moment problem and leads to the method of Gauss quadra-
ture for integration against distributions [6]. We shall close with a physical application: how
quadrature can be used to approximately exponentiate a Hamiltonian.

2.1 Krylov Spaces and Three-Term Recurrances

As a warm-up and motivation, let us start with the following question: given a matrix A,
what is its largest eigenvector? Computationally, perhaps the simplest way to answer this
question is with the method of power iteration.

1For comparison, the other 9 are: Monte Carlo methods, simplex method for linear programming,
(Householder) matrix decompisitions, the Fortran compiler, the QR algorithm, Quicksort, the fast-Fourier
transform, integer relation detection, and the fast multipole algorithm.
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Power Iteration

Suppose that A is a Hermitian matrix of size N , so it has eigenvalues

|λ1| ≥ |λ2| ≥ · · · ≥ |λn|, (2.1)

and corresponding (normalized) eigenvectors zk. (We keep these conditions through the rest
of this section, unless otherwise stated.)

If we start with a random vector v =
∑N

k=1 vkzk, then applying A will enhance the
component in the largest subspace:

Av =
N∑

k=1

λkvkzk,

so Av is closer to z1 than v. Iterating this,

Anv =
N∑

k=1

λnkvkzk = λn1 (v1z1 + εn); εn =
N∑

k=2

(
λk
λ1

)n
vkzk,

and the error term decays exponentially:

||εn|| ≤ max
2≤k≤n

|vk| ·
∣∣∣∣
λ2
λ1

∣∣∣∣
k
n→∞−−−→ 0,

where ||·|| is a norm on CN . So the largest vector is

z1 = lim
n→∞

vn; vn+1 =
Avn
|Avn|

, (2.2)

for any initial vector v0 = v whose overlap with z1 is non-zero. This method is known as
power iteration. Matrix-vector multiplication is an O(N2) operation, so the power method
is quite computationally efficient.

From another perspective, though, power iteration is rather wasteful. Since vk converges
quite quickly to the largest eigenvector, each new vector vk+1 is almost linearly dependent
with the one before it. Furthermore, the error term

εn =
N∑

k=2

(
λk
λ1

)n
vkzk =

(
λ2
λ1

)n [
v2z2 + ε(2)n

]
; ε(2)n =

N∑

k=3

(
λk
λ2

)n
vkzk,

is converging to z2, and the error to that converging to z3, and so on. So if we were to
only orthogonalize each vk+1 with the ones before it, we could find not only the largest
eigenvector, but all of the largest eigenvectors with the same amount of work.
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Krylov Spaces

We now formalize this idea. Given a Hermitian matrix A and a starting vector v, define the
Krylov spaces

Kn(A;v) = span{v, Av, A2v, . . . , An−1v}. (2.3)

Not only is z1 ≈ vn ∈ Kn(A;v), but we shall see that Kn contains good estimates for the n
largest eigenvectors of A, each converging exponentially fast.

We can now introduce the Lanczos algorithm, which computes a natural basis for the
Krylov space. Quite explicitly, it is the Gram-Schmidt process specialized to the case where
the vectors are chosen to be the generators {v, Av, A2v, . . . , An−1v} of a Krylov space. As
remarked above, Anv is nearly linearly dependent to the previous vector An−1v, so it makes
sense to perform the Gram-Schmidt process: start with v, then iteratively apply A and
orthogonalize against previous basis vectors. We will see that — almost miraculously — it
is only necessary to orthogonalize against a single previous vector.

Explicitly, let v1 := v and, for n > 1, iteratively define

un+1 := Avn −
n∑

k=1

vkTkn, (2.4a)

Tkn := 〈Avn,vk〉, (2.4b)

Tn+1,n := ||un+1||, (2.4c)

vn+1 := un+1/Tn+1,n (2.4d)

Assuming for the moment that Tn+1,n 6= 0 for n < N , then AvN must be linearly dependent
with the previous vk’s, so yN+1 = 0 and the process terminates. Therefore {v1, . . . ,vN}
form a complete basis. Using un+1 = Tn+1,nvn+1, we have the relation

Avn =
n+1∑

k=1

vkTkn, (2.5)

or, in matrix form,
AV = V T, (2.6)

where V is the unitary matrix whose columns are the vn’s and

T =




T11 T12 T13 · · · T1N

T21 T22 T23
. . .

...

0 T32
. . . . . .

...
. . . . . . . . . TN−1,N

0 · · · 0 TN,N−1 TNN



, (2.7)

is an upper-Hessenberg matrix (i.e. upper-triangular with one additional diagonal below the
middle).
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Since V is unitary and A is Hermitian, we have the decomposition T = V †AV , so

T † =
(
X†AX

)†
= X†A†

(
X†
)†

= X†AX = T.

Therefore T is not just upper-Hessenberg, but actually a symmetric, tridiagonal matrix:

T :=




a1 b1 · · · 0

b1 a2
. . .

...
. . . . . . . . .

...
. . . . . . bN−1

0 · · · bN−1 aN




(2.8)

where we have defined the Lanczos coefficients an := Tn,n and bn := Tn+1,n = Tn,n+1.
In other words, Avn is automatically orthogonal to vk for k < n − 1 and so we need only
orthogonalize Avn against vn and vn−1 to compute an orthonormal basis. Let us state this
result as a theorem.

Theorem 1 (Lanczos Algorithm). Suppose (V, ||·||) is an inner-product space of dimension
N . Suppose A is a Hermitian operator on V and suppose v ∈ V is a unit vector. Define
b0 := 1, v1 := v, v0 := 0, and for 1 ≤ n ≤ N − 1 iteratively define2

an := 〈vn, Avn〉 (2.9a)

un+1 := Avn − anvn − bnvn−1 (2.9b)

bn+1 := ||un+1|| (2.9c)

vn+1 := un+1/bn+1. (2.9d)

Then the Krylov vectors {v1,v2, . . . ,vn} are an orthonormal basis for Kn(A;v), satisfy
the three-term recurrance relation

bn+1vn+1 = (A− an+1)vn − bnvn−1, (2.10)

and, finally,
T = V †AV, (2.11)

is a tridiagonal decomposition of A.

A few comments on this result are in order. First, Eqns. (2.9) are called the Lanczos
Algorithm. Computationally, finding n Krylov vectors requires n matrix-vector multiplica-
tions — a relatively cheap operation, particularly if A can be expressed as a sparse matrix.
Second, even a few iterations of the Lanczos algorithm is sufficient to form good estimates for

2In principle, this process can terminate early if bM = 0 for some M < N . However, this occurs if and
only if v has overlap with only M of the eigenvectors of A. In this case, one should pick a new starting vector
vM orthogonal to all the previous ones and continue. If v is chosen randomly, this occurs almost never.
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Figure 2.1: Lanczos on a random Hermitian matrix with N = 40. The initial vector is
also chosen randomly. (Left) The true spectrum λi is represented by vertical lines, while

the eigenvalues θ
(n)
i of Tn are represented by red crosses. One can see that eigenvalues with

the largest magnitude converge first. (Right) Error in the eigenvalues versus the number of
Lanczos iterations n. The error falls off roughly exponentially.

the eigenvalues with largest magnitude. As a rule of thumb, n iterations will lead to numer-
ically precise estimates for the 2

3
n largest eigenvalues. This is illustrated in Fig. 2.1. Third,

the condition that A is Hermitian can be relaxed. If A was simply normal, then T 6= T † in
general and will be a full upper-Hessenberg matrix, so one must orthogonalize against all
previous vectors. This generalization is called the Arnoldi algorithm, and is by Eqs. (2.4).
Another variant is bi-Lanczos, which instead constructs two bases, one for Kn(A) and one
for Kn(A†). Four, the algorithm as presented here is susceptible to numerical instabilities.
Once n exceeds about 40, the accumulation of numerical error means the basis vectors lose
orthogonality. There are a large number of variants on the basic algorithm to avoid these
numerical issues, such as the Implicitly Restarted Arnoldi Method [7].

Let us examine in more detail how the eigenvalues converge under Lanczos iteration.
After n Lanczos steps, we can construct the N -by-n projector matrix Vn whose columns are
v1, . . . ,vn and the tridiagonal matrix Tn = V †nAVn, which is the upper n-by-n block of T .
Suppose we have an eigendecomposition of Tn in the Krylov space Kn(A;v):

Tnsi = θisi.

One can show[3] that θi → λi and, projecting back to the full vector space, V si → zi, the
ith eigenvector of A. We quote a theorem originally due to Saad that show this convergence
is essentially exponentially fast in n.

Theorem 2 (Saad, or Thm. 10.1.4 of [3]). After n steps of the Lanczos algorithm, for
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1 ≤ i ≤ k,

λi ≥ θi ≥ λi − (λ1 − λN)

(
κi tanφi

cn−i(1 + 2ρi)

)2

, (2.12)

where λ1 ≥ λ2 ≥ · · · ≥ λN and

ρi =
λi − λi+1

λi+1 − λn
> 0, κi =

i−1∏

j=1

θj − λn
θj − λi

, cosφi = |〈v1, zi〉|,

and cn(x) is the Chebyshev polynomial of the first kind.

In other words, the convergence of the ith eigenvalue is controlled by the gap between
the ith and (i + 1)th eigenvalues, normalized to the diameter of the spectrum. In practice,
we are interested in a particular eigenvalue (say, the third largest), as the number of Lanczos
iterations is increased. In that case,

|λi − θ(n)i | ≈ [cn−i(1 + 2ρi)]
−2 = O(e−n),

since cn(x) = 2n−1xn + o(x) blows up exponentially with n for x outside [−1, 1]. The finite
Lanczos algorithm therefore provides a quickly converging estimate for all the extremal
eigenvalues of a matrix.

2.2 Infinite Lanczos, Orthogonal Polynomials, and

Gauss Quadrature

This section will present the Lanczos algorithm in the infinite-dimensional setting, where
it becomes an analytic tool that underlies the theory of orthogonal polynomials, gives a
practical way to integrate against distributions, and is closely related the so-called ‘moment
problem’.

Orthogonal Polynomials

Let us start in the realm of orthogonal polynomials. We shall see that all the classical
families of orthogonal polynomials — Chebychev, Hermite, Laguerre, etc — all come from
the Lanczos algorithm. Our treatment will closely follow the references [8] and [9].

Definition 3. An orthogonal polynomial sequence (OPS) {pn(x)}n≥0 with respect to
a linear form L : C[x]→ C if

1. for all n, pn(x) is a polynomial of degree n,

2. L[pm(x)pn(x)] = 0 if m 6= n,

3. for all n, L[pn(x)2] 6= 0.
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The polynomials pn can be normalized arbitrarily. Two standard choices are monic
polynomials, with pn(x) = xn + · · · or orthonormal polynomials, so L[pnpm] = δnm.

The linear form is commonly given as an integral

L[p(x)] =

∫ b

a

p(x)w(x) dx (2.13)

where w(x) ≥ 0 is called a weight distribution 3

A choice of weight w makes L into an inner product:

〈p, q〉w := L[pq∗] =

∫
p(x)q(x)∗w(x) dx. (2.14)

We will also need the moments of w, defined as

µn := L[xn] =

∫
xnw(x) dx. (2.15)

These are strictly positive since w is positive.
One should think of orthogonal polynomials as an infinite-dimensional linear algebra

problem, where w(x) is the spectral distribution or density of states for an operator. Multi-
plication by the finite matrix A is therefore replaced with multiplication by x. The analogue
of the Krylov spaces Kn(A;v) are now the span of {1, x, x2, . . . , xn}. Just as before, we can
apply Gram-Schmidt to iteratively orthogonalize this sequence, producing a natural basis.

Theorem 4 (Infinite Lanczos; Thm. 3.3 of [8]). Suppose L is a linear form given by a weight
function w(x). Then there exists constants {an}n≥1, {bn}n≥1 such that

π0(x) = 1 (2.16a)

π1(x) = x (2.16b)

bn+1πn+1(x) = (x− an)πn(x)− bnπn−1(x), n > 1 (2.16c)

an = 〈πn, xπn〉w (2.16d)

bn = 〈πn, xπn−1〉w = ||πn||w (2.16e)

gives a OPS of orthonormal polynomials with respect to w (assuming that none of the bn’s
vanish).

One can see this is exactly Eq. (2.10) with vn replaced by πn and A replaced by x.

Proof. The proof is essentially the same as the finite case, but with different notation. Sup-
pose for induction that {πk}nk=0 is an OPS with respect to w, and thus forms a basis for

3There are several technical complexities associated to w(x) which we shall ignore, particularly that w(x)
must form a positive definite measure. We assume that all integrals are well-defined and

∫
p(x)w(x)dx > 0

for any polynomial p. See Chapter 2 of [8] for a more careful discussion.
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polynomials up to degree n (The base case holds by definition.) Then multiplying by x gives
a degree n+ 1 polynomial, which will define πn+1:

Tn+1,nπn+1(x) = xπn(x)−
n∑

k=0

πk(x)Tkn; Tkn = 〈xπn, πk〉 for k ≤ n.

Here Tn,n+1 is an as-yet-unknown constant so that πn+1(x) is normalized. For k < n, xπk is

a polynomial of degree k + 1, and we can expand it as xπk(x) =
∑k+1

j=0 cjπj(x). Then

Tkn = 〈xπn, πk〉 = 〈πn, xπk〉 =
k+1∑

j=0

cj〈πn, πj〉 = cnδk+1,n,

where we used the fact that x is self-adjoint. So Tnk = 0 for k + 1 < n (i.e. T is upper-
Hessenberg as an infinite matrix) and we have the relation

Tn+1,nπn+1(x) = (x− Tnn)πn(x)− Tn−1,nπn−1(x), (2.17)

where we have defined an = 〈πn, xπn〉 and bn = 〈πn, xπn−1〉 for convenience. Put

Tn+1,n := ||(x− Tnn)πn(x)− Tn−1,nπn−1(x)||
then πn+1(x) is completely defined and, by construction, orthonormal to the previous poly-
nomials. Finally, note that Eq. (2.17) implies

〈xπn, πn+1〉 = Tn+1,n = 〈πn, xπn+1〉 = 〈xπn+1, πn〉∗ = T ∗n,n+1.

But Tn+1,n ≥ 0 by definition, so Tn+1,n = Tn,n+1 (i.e. T is symmetric and tridiagonal as
a matrix). For convenience, we put an := Tnn and bn := Tn−1,n, which gives Eq. (2.16)
above.

We can package Eq. (2.16) in terms of an infinite tridiagonal matrix, often called a Jacobi
matrix:

J :=




a1 b1
b1 a2 b2

b2 a3 b3

b3 a4
. . .

. . . . . .



. (2.18)

If we write P n = (π0, π1, π2, . . . , πn−1)T , then

xP n(x) = JnP n(x) + bnπn(x)en (2.19)

where Jn is the upper-left n-by-n block of J and (en)j = δnj is the standard (column) basis
vector. This makes it easy to compute the moments. We have xπn = Jnkπk and

xπ0(x) =
∑

k

J0kπk, x2π0(x) =
∑

k,`

J0kJk`π`(x), . . . , xnπ0(x) =
∑

k

[Jn]0kπk(x)
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Polynomials Domain Weight Fcn. an bn Moments µn

Legendre [−1, 1] 1 0
√

n2

(2n−1)(2n+1
1
n/2
χe(n)

Chebyshev (1st kind) [−1, 1] 2[1− x2]−1/2 0 1
2

+ δn1/
√

2 1
4(n/2)Cn/2χe(n)

Chebyshev (2nd kind) [−1, 1] 4[1− x2]1/2 0 1
2

1
4(n/2)

(
n
n/2

)
χe(n)

Laguerre [0,∞) 2πe−x 2n+ 1 k (n+ 1)!

Hermite (−∞,∞)
√

4πe−x
2

0
√

k
2

∏n
k=1(2n− 1)χe(n)

Table 2.1: Classical orthogonal polynomial systems and their corresponding weight functions
and Lanczos coefficients from [10] or [9]. These differ between sources due to normalization
conventions — the polynomials may be monic, orthonormal, or respect some other choice
〈πn, πm〉 = z(n)δnm. Here Cn are the Catalan numbers and χe(n) is 1 for n even and 0 for n
odd.

so

µn =

∫
xnw(x) dx =

∫ ∑

k

[Jn]0kπk(x)w(x) dx = [Jn]00 (2.20)

since
∫
πk(x)w(x) dx = 〈1, πk〉 = δ0k, so long as the weight is normalized as

∫
w(x) = 1.

We have now shown one form that the Lanczos algorithm takes in the infinite-dimensional
case, namely that it takes the infinite dimensional initial data of a weight function or distri-
bution and translates it into discrete polynomials, which are often much easier to compute
and work with. Given a weight function, Gram-Schmidt on the sequence {xn} produces a
family of orthogonal polynomials. All classical families of orthogonal polynomials can be
expressed in this way, and some of the most common are given in Table 2.1.

To give a taste of the utility of the infinite dimensional Lanczos algorithm, we will now
discuss two classic topics: Gauss quadrature, and the Moment Problem. Ironically, each
of these was studied as a subject in its own right before the finite-dimensional Lanczos
algorithm was conceived of.

Gauss Quadrature

Quadrature is an efficient method of integrating functions against distributions [6]. The
technique dates back to the 1800s, when to evaluate an integral which could not be solved
analytically, one would have to evaluate the integrand by hand at many points. Gauss
quadrature provides an optimal set of points at which to evaluate the integrand to get
the quickest-converging estimation. Today, Gauss quadrature and its many variations are
the standard way to numerically evaluate integrals. We will give a brief taste of this wide
subject following [6], emphasizing the connection to the Lanczos algorithm and ending with
an application in physics.
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If w(x) is a weight function as before, a quadrature rule of order N for a function f is
a relation ∫ b

a

f(x)w(x) dx =
N∑

j=1

wjf(θj) +R[f ] (2.21)

where the wj are called the weights, the points θj are the nodes and R[f ] is a remain-
der function. One quadrature rule is Riemann integration, with evenly spaced nodes θj =
a + j(b − a)/N and equal weights wj = (b − a)/N . However, the convergence may be very
slow, especially if the weight function (distribution) has many singularities. By using irreg-
ularly spaced nodes and unequal weights, one may speed up convergence significantly. The
fundamental idea is to use Lanczos to find the ‘best’ approximation of w(x) by N δ-functions:

w(x) ≈
N∑

j=1

wjδ(x− θj). (2.22)

(We make the word ‘best’ precise below.)
Suppose that we perform the Lanczos algorithm on w(x) and find the first N polynomials

PN = (p0, p1, . . . , pN−1)T and the Jacobi matrix JN . There is a close connection between
the polynomial pn−1 and the eigenvalues of JN . Suppose {θj}Nj=1 are the zeros of pn−1(x).
Putting this into Eq. (2.19)

θjPN(θj) = JNPN(θj) + bNpN(θj)eN = JNPN(θj),

so PN(θj) is an eigenvector of JN with eigenvalue θj. Define ZN as the unitary matrix whose

columns are zj := PN(θj)/||PN(θj)||, so that ZNJNZ
†
N = ΘN = diag(θ1, . . . , θN). As our

notation suggests, the θj’s become the nodes, and the eigenvectors will become the weights.

To see this, let’s first consider a polynomial f(x) =
∑N−1

n=0 fnx
n of degree at most N and

suppose
∫
w(x) dx = 1 is normalized. Then we change basis to the πn’s,

∫
f(x)w(x) dx =

∫ ∑

n

fnx
nw(x) dx =

∑

n

fnµ
n =

∑

n

fn[Jn]00 = [f(J)]00, (2.23)

where we have used Eq. (2.20). Then we go to the eigenbasis

∫
f(x)w(x) dx = [f(J)]00 = [ZNf(ΘN)Z†N ]00 =

n∑

j=1

|e0 · zj|2 f(θj).

which is the formula for Gauss quadrature, provided we identify the eigenvalues θj of JN as
the nodes with weights

wj := |zj · e0|2. (2.24)

We have hence found the nodes and weights for Gauss quadrature and shown it is exact for
polynomials up to order N . However, even for arbitrary functions, the convergence is very
good and the error is controlled by the following theorem.
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Theorem 5 (Theorem 6.3 of [6]). Gauss Quadrature of order N is exact for polynomials of
degree 2N − 1 and, if f (2n)(x).0 for a ≤ x ≤ b, then the remainder is bounded by

|R[f ]| ≤ (b21 · · · bN−1)2 sup
x∈[a,b]

f (2N)(x)

(2N)!

N→∞−−−→ 0. (2.25)

These conditions can be relaxed, but the essential point is that the quadrature converges
quite quickly with N for arbitrary and even highly singular distributions w(x). (There are
also common variations on the Gauss quadrature rules so that the approximation to the
integral is always above or below the true integral, so a tight error bound can be found on
the true value [6].) It is somewhat unsurprising that polynomials up to degree 2N − 1 are
correctly captured, since Eq.(2.19) tells us

µ2n =

∫
xnw(x) dx = [J2n]00 = ||Jne0||2,

so as long as n < N , the matrix multiplication doesn’t spill outside of the first N dimensions
and we can replace J → JN exactly.

As a numerical technique, the procedure for Gauss quadrature is as follows. For a dis-
tribution w(x), run Lanczos to step N and find the corresponding Jacobi matrix JN and
polynomials {pn}, then compute the nodes θj and the weights wj and use them in Eq.
(2.21).

Analytically, however, perhaps the most interesting part of Gauss quadrature is Eq.
(2.22); Gauss quadrature approximates a distribution as a sum of N δ-functions such that
the first 2N moments are reproduced exactly. This deepens the results of Section 2.1. If
we take our weight function to be the spectral density of an operator or matrix A, then N
iterations of Lanczos not only gives good estimates for the extremal eigenvalues (as we saw
before), but also accurately captures the middle of the spectrum. We will use this fact to
great advantage in Chapter 3 to understand the off-diagonal distribution from ETH.

For now, though, let us give a quick application. Suppose Ĥ is a Hamiltonian and we
want to compute the time-evolution of a state

eiĤt |ψ〉 .

Even if Ĥ is too large to perform exact diagonalization and find all eigenstates (say, a spin
chain with L = 30 spins), we can still perform a few dozen steps of the Lanczos algorithm,
as that only requires cheap matrix-vector multiplication.

If we perform N Lanczos steps to find KN(Ĥ, |ψ〉), then we have the relation ĤVN =
VNTN , where TN is an N -by-N matrix. Just as Eq. (2.22) is the best approximation of w(x)
by n δ-functions, this is the best approximation of H by N eigenvectors

Ĥ ≈ VNTNV
†
N .

So
eiĤt |ψ〉 ≈ eiVNTNV

†
N t |ψ〉 = VNe

iTN tV †N |ψ〉 = VNe
iTN t · e0. (2.26)
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Figure 2.2: (Left) Comparison of the full spectral density of the Chaotic Ising model with its

approximation as a sum of δ-functions via Eq. (2.22) in the Krylov space KN(Ĥ;ψ). (Right)

Time-evolution of a state |ψ(t)〉 = e−iĤt |ψ〉 in the full Hilbert space and the Krylov spaces

KN(Ĥ;ψ). Throughout we take L = 12 (dimension 4096) with open boundary conditions,
and |ψ〉 chosen randomly.

The convergence of this approximation is subtle, and beyond our scope. However, this will
always work at least as well as expanding eiĤt in a Taylor series and often far better.

As a concrete example, consider the Chaotic Ising model

Ĥ =
L∑

n=1

σznσ
z
n+1 + hxσ

x
n + hzσ

z. (2.27)

Fig. 2.2 shows how the distribution Eq. (2.22) approximates the full distribution through
the whole spectrum and how Eq. (2.26) approximates the time-evolution for longer and
longer times as the number of Lanczos steps N grows.

The Moment Problem

In this section, we touch upon the connection between Lanczos and the classical moment
problem. The classical moment problem (due to Stieltjes in the 1890s and Hamburger in the
1920s [8]) is as follows: suppose w(x) is a distribution on R whose moments {µ0, µ1, µ2, . . .}
are all known. What is w(x)?

We will briefly sketch out a constructive solution. A complete treatment of the problem
may be found in [11]. The idea is to use the moments to find the Lanczos coefficients, then
use the Lanczos coefficients to find the nodes and weights to approximate the distribution
in a convergent way.

First, given the first 2n moments {µ0, . . . , µ2n−1}, one may compute the first n Lanczos
coefficients {a1, . . . , an} and {b1, . . . , bn}. This is because running the Lanczos algorithm



CHAPTER 2. THE LANCZOS ALGORITHM 20

does not actually require the distribution w, but only the moments. To see this, suppose
for induction that {ak}nk=0 and {bk}nk=0 are both known as we as corresponding polynomials

πk(x) =
∑k−1

j=0 p
k
jx

j for {πk}nk=0. So

an = 〈πn, xπn〉 =
n−1∑

i,j=0

pni p
n
j 〈xi, xj+1〉 =

n−1∑

i,j=0

pni p
n
j µi+j+1,

which is then entirely determined by the moments. Similarly, one may compute bn in terms
of the moments and, using Eq. (2.16), find πn+1. This allows us to translate the first 2N
moments into the first N of the a’s and b’s. We note that, computationally, this process is
incredibly ill-conditioned; to compute bn to N digits of precision, one needs O(eN) digits of
precision on the µn’s.

Equipped with the first n Lanczos coefficients, we can estimate the distribution as a sum
of δ-functions as in Eq. (2.22). Let us express this distribution in terms of the Jacobi matrix.
If Jn =

∑
j θjzjz

†
j is an eigendecomposition, then

wn(x) :=
n∑

j=1

|zj · e0|2δ(x− θi) = Im eT0 ·
∑

j

zjz
†
j

x− iε− θj
· e0 = Im

[
1

(x− iε)I − Jn

]

00

,

where we have used the Cauchy principle value formula 1
x−λ = P 1

x−λ + iδ(x − λ) (i.e. this
relation holds as a distribution). One may then write a formal solution

w(x) = lim
n→∞

wn(x). (2.28)

The question, then, is when this converges. This is a somewhat tricky question and
requires some amount of careful analysis, which is beyond our scope. Historically, the prob-
lem was treated by expressing wn(x) as a continued fraction (which follow from expanding
[(x− Jn)−1]00 via Kramer’s rule, an idea we will return to in Chap. 3 below). Studying the
convergence of the continued fractions leads to the following criterion

Theorem 6 (Hamburger; Thm. 6.1 of [8]). The Hamburger moment problem has at least
one solution if and only if the determinants

det[µi+j]
n
i,j=0 (2.29)

are strictly positive for all n.

One can check that this criterion is exactly what is needed when computing the Lanczos
coefficients from the moments for the denominators to be non-zero. However, even with this
criterion, the solution to the Hamburger problem need not be unique. If there is a unique
distribution, then the moments {µn} are called determinate, as they entirely determine the
distribution. Otherwise, the moment problem is called indeterminate and there are in fact
infinitely continuous and infinitely many discrete solutions [12]. One sufficient condition for
the moment problem to be determinate is as follows.



CHAPTER 2. THE LANCZOS ALGORITHM 21

Theorem 7 (Carleman’s Condition [12]). Suppose

lim
N→∞

N∑

k=1

µ
−1/2k
2k =∞ or equivalently lim

N→∞

N∑

k=1

1

bn
=∞, (2.30)

then the moment problem is determinate.

We can use this to give a physically useful result, which will be used many times below:
the spectral function (closely related to the off-diagonal distribution in the Eigenstate Ther-
malization Hypothesis) is well-defined in the thermodynamic limit. Suppose that we have a

spin chain with on-site dimension d, and Ĥ is a k-body translationally-invariant Hamiltonian
(i.e. each term acts on at most k sites at a time). Suppose Ô is a local, translationally-
invariant operator. We can consider this as a vector in the space of operators, equipped with
the Frobenius norm, and consider the superoperator L = [Ĥ, ·]. If Ĥ |n〉 = εn |n〉 are the
eigenvectors in the thermodynamic limit, the spectral distribution is formally defined as

Φ(ω) :=
∑

n,m

|Onm|2δ(ω − εnm)

where εnm = εn − εm and Onm = 〈n|Ô|m〉. However, computationally, this is not a useful
form to integrate against, because it would require exact diagonalization of the Hamiltonian
in the thermodynamic limit.

We show in Chap. 3 that the moments

µ2n = (Ô|L2n|Ô)

satisfy the bound
µ2n ≤ C(k)(2n)! or bn ≤ c(k)n

where C(k) and c(k) are positive constants that depend on k. Then

N∑

k=1

1

bn
≥ c(k)

N∑

k=1

1

n

N→∞−−−→∞,

so Carleman’s condition is satisfied. The spectral function is then given by (2.28) and we can
each integrate low-degree polynomials against it by working with the finite δ-function esti-
mates wn. In principle one can then compute any integral against the spectral distribution,
although in practice the convergence may be too slow for this to be workable. Nevertheless,
this allows the spectral distribution to be upgraded from a formal object to one which may
be used computationally and numerically, directly in the thermodynamic limit.

In summary, we have presented the Lanczos algorithm in several different guises. In
the finite-dimensional case, we have shown it produces an orthonormal basis for the Krylov
spaces, and gives good estimates for the extremal eigenvectors and eigenvalues of a matrix. In
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the infinite dimensional case, we have shown that the Lanczos algorithm generates the family
of orthogonal polynomials associated to a distribution. We have also demonstrated the close
connection between the Lanczos algorithm and Gauss curvature and, finally, demonstrated
how Lanczos solves the classical moment problem. In the next chapter we shall see the
utility of these ideas in the context of quantum dynamics. We shall see how the asymptotic
behavior of the Lanczos coefficients is closely connected to quantum chaos.
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Chapter 3

A Universal Operator Growth
Hypothesis

3.1 Introduction

The emergence of ergodic behavior in quantum systems is an old puzzle1. Quantum mechan-
ical time-evolution is local and unitary, but many quantum systems are effectively described
by irreversible hydrodynamics, involving familiar quantities such as electrical conductivity.
Understanding this emergent thermal behavior at both a conceptual and computational level
is a central goal of theoretical research on quantum dynamics, of which a cornerstone is the
Eigenstate Thermalization Hypothesis [13, 14, 15, 16, 17].

Recent work has shifted focus from states to operator growth in many-body systems [18,
19, 20, 21, 22, 23]. Under Heisenberg-picture evolution, simple operators generically decay
into an infinite “bath” of increasingly non-local operators. The emergence of this dissipative
behavior from unitary dynamics is believed to be at the origin of thermalization, the decay
of dynamical correlation functions, and the accuracy of hydrodynamics at large scales. This
picture was recently confirmed in random unitary models of quantum dynamics [18, 19],
and extended to increasingly realistic systems involving conservation laws [20, 21], Floquet
dynamics [23], and even interacting integrable models [22].

While random unitary models are valuable proxies for studying operator growth, one
would like to confirm this picture in genuine Hamiltonian systems. In semiclassical systems,
a quantitative measure is provided by the out-of-time-order correlation function (OTOC).
The classical butterfly effect gives rise to an exponential growth of the OTOC, characterized
by the Lyapunov exponent, which may be computed in a variety of models. It is conjectured
that the Lyapunov exponent is bounded [24] and this bound is achieved in certain large-N
strongly interacting models with a classical gravity dual, such as the Sachdev-Ye-Kitaev
(SYK) model [25, 26, 27]. Unfortunately, the OTOC does not necessarily exhibit expo-

1This chapter is mainly drawn from [1], which is joint work with Xiangyu Cao, Alexander Avdoshkin,
Thomas Scaffidi, and Ehud Altman
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nential growth outside of semiclassical or large-N limits, rendering the Lyapunov exponent
ill-defined [28, 29, 21, 30]. A general theory of operator growth under generic, non-integrable
Hamiltonian dynamics is, therefore, still lacking.

The amount of information required to describe a growing operator increases exponen-
tially in time. Computationally, this bars the exact calculation of operators at long times.
Yet, the exponential size of the problem has a positive aspect: it acts as a thermodynamic
bath, so a statistical description should emerge and become nigh-exact. This idea indicates
operator growth should be governed by some form of universality. In this work we present
a hypothesis specifying universal properties of growing operators in non-integrable quantum
systems in any dimension.

3.2 Synopsis

Our hypothesis has a simple formulation in the framework of the continued fraction ex-
pansion or recursion method, which we review in Section 3.3. This is a well-understood
technique, dating back to the 1980s [31], and has recently been used to compute conductiv-
ities in strongly-interacting systems [32, 33, 34]. It is surveyed in great detail in Ref. [10].
Essentially, it converts any linear-response calculation to the problem of a quantum particle
on a half chain, with the hopping matrix elements given by the Lanczos coefficients bn. Sec-
tion 3.4 presents our hypothesis: operators in generic, non-integrable systems have Lanczos
coefficients with asymptotically linear growth with n, suppressed by a logarithmic correction
in one dimension. The linear growth rate, denoted α, is the central quantity of this work. It
has dimensions of energy and can be bounded from above by the local bandwidth [see (3.16)
and (3.23)]. In light of this, the hypothesis essentially asserts that the Lanczos coefficients
grow as fast as possible in non-integrable systems. Although we are unable to prove the
hypothesis rigorously, we shall support it with extensive numerical evidence, calculations in
SYK models, and general physical arguments in Section 3.4. In particular, the hypothesis is
equivalent to the exponential decay of the spectral function at high frequency, which can be
(and has been) observed experimentally [35, 36, 37].

We explore several consequences of the hypothesis. In Section 3.5, we develop a precise
picture of the universal growth of operators. We show that under the hypothesis, the 1d
quantum mechanics, governed by the Lanczos coefficients bn ∼ αn, captures the irreversible
process of simple operators evolving into complex ones. Furthermore, the 1d wavefunction
delocalizes exponentially fast on the n axis, at a rate exactly given by α. Asymptotically,
the expected position of the 1d wavefunction satisfies

(n)t ∼ e2αt . (3.1)

The expectation value (n)t has a succinct interpretation as an upper bound for a large
class of operator complexity measures called “q-complexities”, which we define in section
3.5. Crucially, this class includes out-of-time-order correlators. This allows us to establish
a quantitative connection between α and the Lyapunov exponent, which will be the subject
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of Section 3.6. We show for quantum systems at infinite temperature that the growth rate
gives an upper bound for the Lyapunov exponent whenever the latter is well-defined:

λL ≤ 2α . (3.2)

For classical systems, this statement is a conjecture but it is posible to prove a somewhat
weaker bound. We check (3.2) in the SYK model and a classical tops model, and find it to
be tight in both cases.

A further application of the hypothesis, discussed in Section 3.7, is a semi-analytical tech-
nique to compute diffusion coefficients of conserved quantities. We leverage the hypothesis
to extend classical methods of the continued fraction expansion to directly compute the pole
structure of the Green’s function, thus revealing the dispersion relation of the dynamics.

Section 3.8 discusses the generalization to finite temperatures, which involves many open
questions. Nevertheless, we show that the universal bound on chaos λL ≤ 2πkBT/~ [24]
can be implied and improved by a proper finite-temperature extension of the bound (3.2),
and provide evidence supporting this conjecture. We conclude in Section 3.9 by discussing
conceptual implications of our results and perspectives for future work.

3.3 Preliminaries: The Recursion Method

We briefly review the recursion method in order to state the hypothesis. A comprehensive
treatment may be found in [10]. Consider a local Hamiltonian H and fix a Hermitian operator

Ô. We regard the operator as a state |Ô) in the Hilbert space of operators, endowed with the

infinite-temperature inner product (Ô1|Ô2) := Tr[Ô†1Ô2]/Tr[1]. We write ||Ô|| := (Ô|Ô)1/2

for the norm. We will focus on systems in the thermodynamic limit.
Just as states evolve under the Hamiltonian operator, operators evolve under the Liou-

villian superoperator L := [H, ·]. Our central object is the autocorrelation function

C(t) = Tr[Ô(0)Ô(t)]/Tr[1] = (Ô| exp (iLt) |Ô), (3.3)

where the second equality follows from Baker-Campbell-Hausdorff.
Computing C(t) is inherently difficult. Suppose Ô(t = 0) is a relatively simple operator

that can be written as the sum of a few basis vectors in any local basis 2. As the spatial
support of Ô(t) grows, the number of non-zero coefficients of Ô(t) in any local basis can
blow up exponentially. To make progress, one must compress this information. Intuitively,
there are so many basis vectors at a given spatial size or “complexity” that we can think of
them as a thermodynamic bath; no single basis vector has much individual relevance, only
their statistical properties are important. In this interpretation, the operator flows though a
series of “operator baths” of increasing size. The dynamics of an operator is then reduced to

2A local basis in, say, a spin chain is any basis related to the basis of Pauli strings by a finite-depth local
unitary circuit.
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how the baths are connected — a much simpler problem. In particular, the second law then
dictates that an operator eventually flows to the largest possible baths, running irreversibly
away from small operators. This is shown schematically in Fig. 3.1.

O

simple complex

ϕn

ne2αt

ϕ0 ϕ1 ϕ2 ϕ3

b1 b2 b3 bn∼αn

Figure 3.1: Artist’s impression of the space of operators and its relation to the 1d chain
defined by the Lanczos algorithm starting from a simple operator O. The region of complex
operators corresponds to that of large n on the 1d chain. Under our hypothesis, the hopping
amplitudes bn on the chain grow linearly asymptotically in generic thermalizing systems (with
a log-correction in one dimension, see Section 3.4). This implies an exponential spreading
(n)t ∼ e2αt of the wavefunction ϕn on the 1d chain, which reflects the exponential growth of
operator complexity under Heisenberg evolution, in a sense we make precise in Section 3.5.
The form of the wavefunction ϕn is only a sketch; see Fig. 3.5 for a realistic picture.

We now quantify this idea precisely. This is done by applying the Lanczos algorithm,
which iteratively computes a tridiagonal representation of a matrix. The idea is to find
the sequence {Ln |Ô)}, and then apply Gram-Schmidt to orthogonalize. Explicitly, start

with a normalized vector |Ô0) := |Ô). As a base case, let |Ô1) := b−11 L |O0) where b1 :=

(Ô0L|LÔ0)
1/2. Then inductively define

|An) := L |Ôn−1)− bn−1 |Ôn−2) ,
bn := (An|An)1/2 ,

|Ôn) := b−1n |An) .

(3.4)

The output of the algorithm is a sequence of positive numbers, {bn}, called the Lanczos

coefficients, and an orthonormal sequence of operators, {|Ôn)}, called the Krylov basis.

(This is a bit of a misnomer, as the Krylov basis spans an operator space containing Ô(t) for
any t, but does not usually span the full space of operators). The Liouvillian is tridiagonal
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in this basis:

Lnm := (Ôn|L|Ôm) =




0 b1 0 0 · · ·
b1 0 b2 0 · · ·
0 b2 0 b3 · · ·
0 0 b3 0

. . .
...

...
...

. . . . . .



. (3.5)

We make four remarks. First, if the operator Hilbert space is d-dimensional with d
finite (or if the subspace spanned by |Ô0) , |Ô1) , |Ô2) , . . . is so), the algorithm will halt
at n = d + 1: in this work, we work always in the thermodynamic limit and discard this
non-generic situation. Second, the Lanczos algorithm presented here is adapted to operator
dynamics. Generally, a tridiagonal matrix will have non-zero diagonal entries, but they
vanish in (3.5). This is because one can inductively show that inÔn is Hermitian for all

n, hence (Ôn|L|Ôn) = 0. Third, the knowledge of the Lanczos coefficients b1, . . . , bn is
equivalent to that of the moments µ2, µ4, . . . , µ2n, defined as the Taylor series coefficients of
the correlation function

µ2n := (Ô|L2n|Ô) =
d2n

dt2n
C(t)

∣∣
t=0

(3.6)

The non-trivial transformation between the Lanczos coefficients and the moments is reviewed
in Appendix 3.A. Fourth, the Lanczos coefficients have units of energy.

In the Krylov basis, the correlation function C(t) is:

C(t) =
(
eiLt
)
00
. (3.7)

Hence the autocorrelation depends only on the Lanczos coefficients, and not on the Krylov
basis. One way to interpret the Lanczos coefficients, which we will employ extensively
below, is as the hopping amplitudes of a semi-infinite tight-binding model — see Fig. 3.1.
The wavefunction on the semi-infinite chain is defined as ϕn(t) := i−n(Ôn|Ô(t)). Heisenberg

evolution of Ô(t) becomes a discrete Schrödinger equation:

∂tϕn = −bn+1ϕn+1 + bnϕn−1, ϕn(0) = δn0. (3.8)

where b0 = ϕ−1 = 0 by convention. The autocorrelation is simply C(t) = ϕ0(t), so the
Lanczos coefficients are completely equivalent to the autocorrelation function.

Just as different bases are well-suited for particular computations, a number of equiva-
lent representions of the autocorrelation function appear in this work, namely the Green’s
function

G(z) =

(
Ô
∣∣∣∣

1

z − L

∣∣∣∣ Ô
)

= i

∫ ∞

0

e−iztC(t) dt. (3.9)

and the spectral function

Φ(ω) =

∫ ∞

−∞
C(t)e−iωt dt . (3.10)



CHAPTER 3. A UNIVERSAL OPERATOR GROWTH HYPOTHESIS 28

In summary, we have reviewed five equivalent ways to describe the dynamics

C(t)↔ G(z)↔ Φ(ω)↔ {µ2n} ↔ {bn} (3.11)

Just as with a choice of basis, we shall use the most convenient representation for the task at
hand and translate freely between them. We note that {bn} is special in the sense that it is
a non-linear representation of the autocorrelation while all other representations are linearly
related. We provide the details on the mapping to bn in Appendix 3.A, with a particular
focus on asymptotic properties.

The nonlinearity involved in {bn} also makes them more abstract. Intuitively, we can

think of the Krylov basis {Ôn} as stratifying operators by their ‘complexity’ (with respect to

the initial operator Ô), and bn’s describe how operators of different complexities transform
into one another. The goal of this work is to study aspects of operator growth that can be
reduced to the quantum mechanics on this semi-infinite chain.

3.4 The Hypothesis

We now state the hypothesis. Informally, in a chaotic quantum system, the Lanczos coeffi-
cients {bn} should grow as fast as possible. The maximal possible growth rate turns out to be
linear (with logarithm corrections in 1D). Our precise statement is therefore as follows. Sup-
pose that H describes an infinite, non-integrable 3, many-body system in dimension d > 1
and Ô is a local operator having zero overlap with any conserved quantity (in particular,

(Ô|H) = 0). Then the Lanczos coefficients are asymptotically linear:

bn = αn+ γ + o(1), (3.12)

for some real constants α > 0 and γ. This linear growth is an example of universality.
We will refer to α as the growth rate, and it will play a multitude of roles. In fact, it
quantitatively captures the growth of “operator complexity” in a precise sense (Section 3.5).
On the other hand, it is observable by standard linear response measures (Section 3.4). This
section first describes why linear growth is maximal, amasses a weight of evidence in favor
of the hypothesis, and finally discusses the special case of one dimension.

We note that the idea of classifying operator dynamics by Lanczos coefficients asymptotics
is as old as the recursion method itself. Many examples have been explored, resulting in a
broad zoology, as surveyed in [10]. In particular, it is known that non-interacting models
(such as lattice free fermions) give rise to a bounded sequence bn ∼ O(1). If we start with

a two-body operator Ô in such free models, all Ôn’s will remain two-body. In this sense,
the operator dynamics is simple. In this work, we focus on the opposite extreme of generic
chaotic dynamics. To our knowledge, the ubiquity of asymptotically linear growth in these

3As a working definition, we say that a system is integrable if it has an extensive number of quasi-local
conserved quantities.
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Asymptotic Growth Rate System Type

bn ∼ O(1) constant Free models

bn ∼ O(
√
n) square-root Integrable models

bn ∼ αn linear Chaotic models

bn  O(n) superlinear Disallowed

Table 3.1: Asymptotic behavior of Lanczos coefficients. The first and last rows are known
rigorously, while the middle two are conjectures supported by many specific examples. We
will see below that the conjecture for chaotic models is slightly modified in 1 + 1d.

systems and its consequences have not been systematically studied in quantum systems.
Interacting models with obstructions to thermalization (e.g., integrable systems) lead to
more involved behaviors, which have not been thoroughly explored. Nevertheless, a square
root behavior bn ∼

√
n has been observed in a few examples ([10, 38], see also Fig. 3.2).

The situation is summarized in Table 3.1 and a number of examples either from our work or
previous literature are given in Table 3.2.
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Figure 3.2: Lanczos coefficients in a variety of models demonstrating common asymptotic
behaviors. “Ising” is H =

∑
iXiXi+1 + Zi with Ô =

∑
j e

iqjZj (q = 1/128 here and below)

and has bn ∼ O(1). “X in XX” is H =
∑

iXiXi+1 + YiYi+1 with Ô =
∑

j Xj, which is a
string rather than a bilinear in the Majorana fermion representation, so this is effectively an
interacting integrable model that has bn ∼

√
n. XXX is H =

∑
iXiXi+1 + YiYi+1 + ZiZi+1

with Ô =
∑

j e
iqj(XjYj+1 − YjXj+1) that appears to obey bn ∼

√
n. Finally, SYK is (3.18)

where q = 4 and J = 1 and Ô =
√

2γ1 with bn ∼ n. The Lanczos coefficients have been
rescaled vertically for display purposes. Numerical details are given in Appendices 3.B and
3.C.
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Model Op. Dynamics Lanczos Evidence Ref.

Ising Ẑ Free O(1) Analytic [10]

XX Ẑ Free O(1) Analytic [10]
SYK(2) γ Free O(1) Analytic [24]

XX X̂ Free* O(
√
n) Analytic [10]

Free Fermions in Disguise Ẑ Free* O(
√
n) Numerical [39]

XXZ Ẑ Int. O(
√
n) Numerical Fig. 3.2, [40]

Chaotic Ising Ẑ Chaotic O(n) Numerical Fig. 3.2

XXZ + NNN ẐẐ Chaotic O(n) Numerical [40]
SYK(4) γ Chaotic O(n) Numerical Fig. 3.2
SYK(∞) γ Chaotic O(n) Analytic [41]
SYK Hopping γ Chaotic O(n) Analytic

2D Fermi Hubbard Ĵ Chaotic O(n) Numerical [42]

Bouch Model X̂ Chaotic O(n) Analytic [43]

Table 3.2: Examples of free/integrable/chaotic models where the Lanczos coefficients have
constant/square-root/linear growth. The dynamics of the model are determined by level
statistics and “Free*” means the model is free, but the operator in question does not have
a simple or local representation in the free particle description. Analytical evidence means
either an exact formula for the coefficients is available or analytical bounds are used to
deduced the asymptotics. Numerical evidence means that the Lanczos coefficients were
computed numerically and appear to have a clear trend.

Upper Bounds

We start by showing that linear growth is the maximal possible growth of the Lanczos
coefficients. This is most easily done starting with the spectral function. In interacting
many-body systems, the spectral function has a tail extending to arbitrarily high frequencies.
The asymptotic behavior of the tail is directly related to the Lanczos coefficients, with faster
growth of Lanczos coefficients corresponding to slower decay of Φ(ω). The precise asymptotic
behavior is [44, 45]

bn ∼ nδ ⇐⇒ Φ(ω) ∼ exp(−|ω/ω0|1/δ) (3.13)

for any δ > 0 and some constant ω0. In particular, δ = 1 corresponds to asymptotically
linear Lanczos coefficients and an exponentially decaying spectral function.

The decay of the spectral function is constrained by a powerful bound. A rigorous and
general result of Refs [46] (see also [47, 48, 49], and Appendix 3.F for a self-contained proof)
is that, given an r-local lattice Hamiltonian H =

∑
i hi in any dimension,

Φ(ω) ≤ Ce−κ|ω|, κ =
1

2eGr||hi||
(3.14)
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for some C > 0 and a known O(1) geometrical factor Gr. We may conclude δ ≤ 1 in (3.13),
so the Lanczos coefficients grow at most linearly.

When linear growth of the bn’s is achieved, the growth rate α is quantitatively related
to the exponential decay rate in the spectral function. In fact, Appendix 3.A shows the
following asymptotics are equivalent (see Fig. 3.3):

bn = αn+ O(1) , (3.15a)

Φ(ω) = e
− |ω|

ω0
+o(ω)

, ω0 =
2

π
α, (3.15b)

We stress that this is a purely mathematical equivalence, which holds independently of
physical considerations such as the dimension, the temperature, or even if the system is
quantum or classical. However, this equivalence has a key physical consequence: it implies
that α is observable in linear response measurements. In fact, high-frequency power spectra
for quantum spin systems can be measured with nuclear magnetic resonance, and exponential
decays were reported for CaF2 [35, 36, 37]. This experimental technique therefore provides
a practical way of measuring α. On a theoretical note, the spectral function also appears
in the off-diagonal Eigenstate Thermalization Hypothesis, which is therefore related to our
hypothesis.

Additionally, comparing (3.14) and (3.15) shows that α ≤ π/2κ, so the growth rate is
limited by the local bandwidth of the model and the geometry:

α ≤ πeGr||hi|| , (3.16)

c.f. (3.14). This inequality is the consequence of the natural energy scale for the Lanczos
coefficients being set by the local bandwidth. However, we shall see that α itself is not merely
the bandwidth, but contains a great deal of physical information about the system.

We find it useful to dispel a possible misconception related to the high-frequency tail of
the spectral function Φ(ω). On dimensional grounds it is tempting — though ultimately
erroneous — to interpret (3.15) as a statement about the short-time behavior of C(t). To
see why this is wrong, notice that the short-time behavior is captured by the first moment
alone, as C(t) = 1 − µ2 t

2/2 + O(t4). The high-frequency information instead governs the
asymptotics of moments µ2n as n→∞ (which involve increasingly large operators) and the
analytical structure of C(t) on the imaginary-t axis, as shown in Fig. 3.3. In particular, the
exponential decay rate sets the location of the closest pole to the origin on the imaginary
axis. The high-frequency information also does not control the large time limit t → +∞;
we will come back to this point in Section 3.7 below. In brief, the hypothesis governs
large ω behavior of Φ(ω) and, correspondingly, the behavior of C(t) on the imaginary axis.
Explicitly, a growth rate of α gives rise to a singularity at

t = ± iπ
2α

. (3.17)
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Figure 3.3: Illustration of the spectral function and the analytical structure of C(t), t ∈ C.
When the Lanczos coefficients have linear growth rate α, Φ(ω) has exponential tails∼ e−|ω|/ω0

with ω0 = 2α/π; C(t) is analytical in a strip of half-width 1/ω0 and the singularities closest
to the origin are at t = ±i/ω0. See Appendix 3.A for further discussion.

Analytical Evidence

The upper bounds of the previous section show that the Lanczos coefficients cannot grow
faster than linearly. We now show that this bound is tight through two analytic examples.

It is an ironic point that the assumptions for the hypothesis (3.12) fail in virtually all
known solvable models, as those are often integrable, or even non-interacting. This explains
why, to the best of our knowledge, linear growth was not recognized in any of the extensive
literature on the recursion method as a universal behavior (except for certain classical sys-
tems [50]). However, there is one solvable model where we can compute the linear behavior
analytically: the SYK model (see, e.g. [26, 27, 25]). Its Hamiltonian is

H
(q)
SYK = iq/2

∑

1≤i1<i2<···<iq≤N
Ji1...iqγi1γi2 · · · γiq (3.18)

where the γi’s, with 1 ≤ i ≤ N , are Majorana fermions with anti-commutators {γi, γj} = δij,
and the Ji1...iq ’s are disordered couplings drawn from a Gaussian distribution with mean

zero and variance (q − 1)!J2/N q−1. We study the dynamics of a single Majorana Ô =
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√
2γ1 [41]. To leverage the SYK solvability, we shall compute the moments µ2n = (Ô|L2n|Ô),

averaged over disorder in the large-N limit. For any finite q, the moments can be computed
efficiently, thanks to the well-known large-N Schwinger-Dyson type equations satisfied by
the correlation functions. The self-averaging properties of the SYK model allows the typical
Lanczos coefficients to be computed from the averaged moments via a general numerical
procedure [10]. This is described in detail in Appendix 3.B.

We find that the Lanczos coefficients follow the universal form (3.12) quite closely, as
shown in Fig. 3.4(a). In the large-q limit, there is a closed form expression for the coefficients,
computed in Appendix 3.B:

bSYK
n =

{
J
√

2/q + O(1/q) n = 1

J
√
n(n− 1) + O(1/q) n > 1 ,

(3.19)

where J =
√
q 2(1−q)/2J . Therefore in the large-q limit, the SYK model follows the universal

form (3.12) with α = J . We may conclude that our hypothesis is obeyed in a canonical model
of quantum chaos and that the upper bound of linear growth of the Lanczos coefficients is
tight.

The SYK model is quite unusual in several respects: it is a disordered, large-N model
in zero dimensions. However, none of these special features are required to achieve linear
growth. To demonstrate this we turn to a model studied in the mathematical literature,
defined on the 2d square lattice [43]:

H =
∑

x,y

Xx,yZx+1,y + Zx,yXx,y+1 (3.20)

where X and Z are the normal Pauli matrices. A theorem [43] states that the moments of
the operator X0,0 grow as

µ2n = n2neO(n) (3.21)

which implies that the Lanczos coefficients grow linearly (see Appendix 3.A for translation
between asymptotics). Thus linear growth (3.12) is a tight-upper bound for the growth of
the Lanczos coefficients in dimensions greater than one for “realistic” spin models. The
content of our hypothesis is that achieving this upper bound is generic in chaotic systems.

The Special Case d = 1

We now turn to the special case of one dimensional systems. Let us first present some nu-
merical evidence. Fig. 3.4(a) shows the Lanczos coefficients for a variety of spin models in
the thermodynamic limit. (Numerical details are given in Appendix 3.C.) One can clearly
see that the asymptotic behavior still appears linear whenever the model is non-integrable.
There is often an onset period before the universal behavior sets in; the first few Lanczos co-
efficients are highly model-dependent. We have observed that the more strongly-interacting
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Figure 3.4: (a) Lanczos coefficients in a variety of strongly interacting spin-half chains: H1 =∑
iXiXi+1 + 0.709Zi + 0.9045Xi, H2 = H1 +

∑
i 0.2Yi, H3 = H1 +

∑
i 0.2ZiZi+1. The initial

operator Ô is energy density wave with momentum q = 0.1. (b) Cross-over to apparently
linear growth as interactions are added to a free model. HereH =

∑
iXiXi+1−1.05Zi+hXXi,

and Ô ∝ ∑i 1.05XiXi+1 + Zi. The bn’s are bounded when hX = 0 but appears to have
asymptotically linear growth for any hX 6= 0. Logarithmic corrections are not clearly visible
in the numerical data. Numerical details are given in Appendix 3.C.

the system, the sooner universal behavior appears 4. Fig. 3.4(b) shows the robustness of this
asymptotic behavior. The pure transverse field Ising model may be mapped to free fermions
so, as expected, the Lanczos coefficients are bounded. But as soon as a small integrability-
breaking interaction is added, the coefficients appear to become asymptotically linear, and
the asymptotic behavior sets in at smaller n as the strength of the interaction increases.
This is reminiscent of the crossover from Poisson to GOE distributed level statistics as in-
tegrability is broken [51, 52]. Observe also that the slope of the asymptotic growth depends
only weakly on the (integrability breaking) interaction strength. This seems to be a general
phenomenon, as it occurs also in the SYK model plus two body interactions, see Fig. 3.B.1
for details.

The numerical evidence is apparently compatible with linear growth of the Lanczos coef-
ficients in 1d — but only apparently. We can see this by considering the singularity structure
of the correlation function. When the Lanczos coefficients achieve linear growth, there is a
singularity in C(t) on the imaginary axis, given by Eq. (3.3). However, there is a classi-
cal theorem [53] which says, roughly, that C(t), t ∈ C, is entire for any local system in
one dimension. Lanczos coefficients, therefore, must have strictly sublinear growth in one
dimension. We note that this is an entirely geometric constraint, and has been previously
noted by several works in a variety of contexts [46, 49], and derive it from first principles in
Appendix 3.F.

4This is quite fortuitous, computationally: as a general rule, in more strongly interacting systems,
exponentially more parameters are required to compute a given bn, so fewer bn’s may be computed overall.
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To formulate the hypothesis in one-dimension, we return to the informal version: the
Lanczos coefficients should grow as fast as possible. More concretely, the Lanczos coefficients
should achieve the upper-bound imposed by the geometry. Following [43], we compute this
bound in Appendix 3.F and can therefore formulate the hypothesis as follows. Suppose H
describes an infinite, non-integrable, many-body system in dimension d and Ô is a local
operator having zero overlap with any conserved quantity. Then the asymptotic behavior of
the Lanczos coefficients is

bn =

{
A n
W (n)

+ o(n/ lnn) ∼ A n
lnn

+ o(n/ lnn) d = 1

αn+ γ + o(1) d > 1
(3.22)

for some constants α, γ, A and W is the Lambert W -function which is defined by the implicit
equation z = W (zez) and has the asymptotic W (n) = lnn− ln lnn + o(1). In other words,
the hypothesis acquires a logarithmic correction in one dimension. The coefficient A, like the
growth rate α, has dimensions of energy and can be bounded above by the local bandwidth;
for Hamiltonians with nearest-neighbor local term hx, we have (see Appendix 3.F)

A ≤ 4

e
||hx|| . (3.23)

We note that, unlike in higher dimensions, we are not aware of any analytic examples which
achieve the maximal growth rate in 1D, leaving open the possibility that the first line of
(3.22) is an over-estimate.

In some sense, the linear growth “barely breaks” in one dimension; the Lanczos coeffi-
cients can still grow faster than bn ∼ nδ for any δ < 1. The phenomenological difference
between linear growth in all dimensions and (3.22) is often slight — such as in Fig. 3.4.
Indeed, resolving logarithmic corrections in numerical data is a hard problem that often
requires several decades of scaling. Altogether, we see that there is a subtle logarithmic
correction to the operator growth hypothesis in one dimension.

3.5 Exponential Growth of Complexities

Now that we have presented evidence in favor of the hypothesis, we shall turn to the
analysis of its consequences. In this section we study the universal behavior of operators
which have linear growth of Lanczos coefficients with rate α. This is done in two steps.
First, by studying the quantum mechanics problem (3.8) on the semi-infinite chain, we show
that α measures the rate of exponential growth in operator complexity, in a sense we shall
make precise below. Second, we prove that α gives an upper bound on a large class of
operator complexity measures. Finally we shall remark on the case of linear growth with
log-corrections.

We remark that our notion of complexity is prima facie distinct from other notions
bearing the same name, such as circuit complexity (see the reviews [54, 55] and references
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Figure 3.5: The exact solution wavefunction (3.25) in the semi-infinite chain at various times.
The wavefunction is defined only at n = 0, 1, 2 . . . , but has been extrapolated to intermediate
values for display.

therein). Indeed, a satisfactory definition of operator complexity of any sort is an unresolved
problem, and may not have a unique answer.

Exponential Growth in the Semi-infinite Chain

Recall that the Lanczos algorithm reduces the operator dynamics to a discrete Schrödinger
equation (3.8),

∂tϕn = −bn+1ϕn+1 + bnϕn−1, ϕn(0) = δn0 .

We shall analyze this quantum mechanics problem when the hypothesis is satisfied in d > 1,
i.e. bn = αn+ γ + o(1).

As a first step, we take the continuum limit, by linearizing around momenta 0 and
π. This yields a Dirac equation ∂tϕ = ±2αx∂xϕ, whose characteristic curves x ∝ e±2αt

show the wavefunction spreads exponentially fast to the right in the semi-infinite chain with
rate 2α. We remark that among all power-law Lanzcos coefficient asymptotics bn ∼ nδ,
the linear growth δ = 1 is the only one which results in exponential spreading. When
δ > 1, the characteristic curves reach x = ∞ at finite time 5. When δ < 1, the spreading
follows a power law x ∼ t1/(1−δ). In the case of d = 1, with the logarithmic correction,
the wavefunction spreads as a stretched exponential — faster than any power law, but still
slower than exponential.

To undertake a more careful analysis of the wavefunction on the semi-infinite chain, we
employ a family of exact solutions. Suppose

b̃n := α
√
n(n− 1 + η)

n�1−−→ αn+ γ, (3.24)

5This seems non-physical and indeed, has only been observed in exotic classical systems [50]. It is ruled
out whenever the dynamics are local by Eq. (3.14).



CHAPTER 3. A UNIVERSAL OPERATOR GROWTH HYPOTHESIS 37

where η = 2γ/α+ 1. For any system when the hypothesis is satisfied, the bn’s will approach

the b̃n’s asymptotically, so the properties of the exact solution using the b̃n’s are universal
properties at large n. It is shown in Appendix 3.D that the full wavefunction for the operator
evolving under the b̃n’s is

|Ô(t)) =
∞∑

n=0

√
(η)n
n!

tanh(αt)n sech(αt)ηin |Ôn) (3.25)

where (η)n = η(η+ 1) · · · (η+ n− 1) is the Pochhammer symbol and |Ôn) is the nth Krylov
basis vector. Note that this example is not artificial but arises naturally in the SYK model,
studied in Section 3.6 below.

The exact solution (3.25) benefits from a detailed analysis. Recall that the component

of the wavefunction at some fixed site n is ϕn(t) = (−i)n(Ôn|Ô0(t)). For each n, ϕn(t) is
a purely real function which starts at 0 (for n > 1), increases monotonically until reaching
a maximum at t ∼ lnn, then decreases as ∼ e−αηt. The fact that exponential decay,
reminiscent of dissipative dynamics, emerges under unitary evolution is quite remarkable,
and is only possible in an infinite chain 6. Physically, the wavefunction is decaying by
“escaping” off to n → ∞, which serves as a bath. Note, however, that the hypothesis is
not sufficient to show that ϕn(t) decays exponentially with time for small n, a fact whose
consequences are studied in 3.7 below.

We now come to a central consequence of the linear growth hypothesis: the exponential
spreading of the wavefunction. At any fixed time and large n, the wavefunction (3.25) has
the form |ϕn(t)|2 ∼ e−n/ξ(t), where ξ(t) is a “delocalization length” that grows exponentially
in time: ξ(t) ∼ e2αt for αt � 1. This exponential spreading is reflected in the expected
position of the operator wavefunction (3.25) on the semi-infinite chain

(n)t := (Ô(t)|n|Ô(t)) = η sinh(αt)2 ∼ e2αt , (3.26)

More generally, (nk)t ∼ e2kαt for k ≥ 1. This result agrees, of course, with the one obtained
in the simple continuum-limit above. We believe that the asymptotic growth in (3.26) holds
whenever the Lanczos coefficients grow linearly. Although we have not proven this assertion,
we have checked that it holds for many cases, such as artificially generated sequences of
Lanczos coefficients bn = αn+γn with various kinds of bounded “impurity” terms γn ∼ O(1).
We will consider (3.26) as a fact that follows directly from the hypothesis: the position of
an operator in the abstract Krylov space grows exponentially in time.

We may interpret this exponential growth as a quantitative measure of the irreversible
tendency of quantum operators to run away towards higher “complexity” [56]. Indeed, we
identify the position on the semi-infinite chain (n)t as a notion of operator complexity. We
refer to (n)t as the “Krylov-complexity” (or “K-complexity” for short) of an operator. After

6This shows the importance of the thermodynamic limit. With any finite-dimensional Hilbert space, the
chain would be finite, and the results in this section would be affected.
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all, as n increases, the operators Ôn becomes more “complex”, in the following sense: in the
Heisenberg-picture, the equations of motions for Ôn’s form a hierarchy:

−i ˙̂O0(t) = b1Ô1(t) ,

−i ˙̂O1(t) = b1Ô0(t) + b2Ô2(t) ,

−i ˙̂O2(t) = b2Ô1(t) + b3Ô3(t) ,
...

(3.27)

that is, the dynamics of Ôn(t) depends on Ôn+1(t). This is analogous to the BBGKY hierar-
chy in statistical mechanics, in which the evolution of the n-particle distribution depends on
the (n+ 1)-particle one. Similarly, as n increases, the Ôn’s becomes less local in real space,
involve more basis vectors in any local basis, and are more difficult to compute. We remark
that K-complexity is a distinct notion from precise terms such as circuit complexity and no
relation should be inferred between the two. Closer precedents are the ideas of f-complexity
and s-complexity [57].

We know from Section 3.4 that linearly growing Lanczos coefficients are the maximal
rate so, in turn, the wavefunction may not spread faster than exponentially. Thus the hy-
pothesis in d > 1 implies that non-integrable systems have maximal growth of K-complexity:
exponential, with rate 2α.

A Bound on Complexity Growth

The physical meaning of K-complexity is far from transparent. After all, it depends on the
rather abstract Krylov basis, the initial operator, and the choice of dynamics. To help pin
down the idea of K-complexity, we study its relation to more familiar quantities. We shall
consider a class of observables, “q-complexities” (q stands for quelconque), that includes
familiar notions like out-of-time-order correlators and operator size. We will show that the
growth of any q-complexity is bounded above by K-complexity.

We now define the q-complexity. Suppose Q is a superoperator that satisfies two prop-
erties:

1. Q is positive semidefinite. We denote its eigenbasis as |qa), indexed by a, so that

Q =
∑

a

qa |qa) (qa| , qa ≥ 0 . (3.28a)

2. There is a constant M > 0 such that

(qb|L|qa) = 0 if |qa − qb| > M , (3.28b)

(qa|Ô) = 0 if |qa| > M . (3.28c)



CHAPTER 3. A UNIVERSAL OPERATOR GROWTH HYPOTHESIS 39

Then q-complexity is defined to be the expectation value

(Q)t := (Ô(t)|Q|Ô(t)), (3.29)

where Ô(t) is evolved under the Liouvillian dynamics of L. A q-complexity is, in principle,
an observable, and requires Hamiltonian (or Liouvillian) dynamics. The rationale for the
conditions is as follows: (3.28a) ensures the q-complexity is always non-negative, (3.28b)
guarantees it cannot change too much under one application of the Liouvillian, and (3.28c)
assigns a low complexity to the initial operator. To illustrate this concept, we now consider
three examples: K-complexity, operator size, and out-of-time-order correlators.

Example 1: K-complexity.The K-complexity is always a q-complexity, with

Q =
∑

n

n |Ôn) (Ôn| .

The basis |qa) is just the Krylov basis |Ôn) and the conditions (3.28b) and (3.28c) are satisfied
by construction of the Krylov basis with M = 1.

Example 2: operator size. A second example of a q-complexity is provided by operator
size [41]. For concreteness, we work in the framework of a spin-1/2 model (though Majorana
fermions or higher spins work equally well). Consider the basis of Pauli strings, e.g. strings
IXY ZII · · · with finitely many non-identity operators. Define Q to be diagonal in this
basis, where the action of Q on a Pauli string is the number of non-identity Pauli’s. So,
for instance, Q |IXY ZI · · · ) = 3 |IXY ZI · · · ). The eigenvectors of Q have non-negative
eigenvalues, so Q is positive semi-definite.

Any choice of dynamics with at most M -body interactions (even long-ranged ones) will

satisfy (3.28b), while (3.28c) requires simple that Ô is d-local. So, under these conditions,

the q-complexity (Q)t becomes the average size of Pauli strings contained in Ô(t):

(Q)t =
∑

π∈Pauli strings
size(π) |(π|Ô(t))|2 . (3.30)

Example 3: OTOCs. Our third — and most interesting — example of q-complexity is out-
of-time-order commutators (OTOCs). Given Ô(t), each choice of local operator V defines

an OTOC ([V, Ô(t)] | [V, Ô(t)]). For simplicity, we work with a many-body lattice model,
and consider an on-site operator Vi. We then define the OTOC superoperator by

Q :=
∑

i

Qi, (A|Qi|B) := ([Vi, A] | [Vi, B]), (3.31)

where the sum runs over all lattice sites i. Provided the Hamiltonian and initial operator
are r-local, and that the dimension D of the on-site Hilbert space is finite, (3.31) is a q-
complexity.
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To see this, let us work in the eigenbasis of Q. For each site i, there is a basis Qi |qi,a) =
qi,a |qi,a) with 1 ≤ a ≤ D2. We take |qi,0) to be the identity operator with eigenvalue 0, and
note that 0 ≤ qi,a ≤ Q for some finite Q. Since [Qi,Qj] = δij, the eigenbasis for the full
operator space is the tensor product of the on-site bases. So for any sequence a = {ai},
|qa) := ⊗i |qi,ai) is an eigenvector satisfying

Q |qa) = qa |qa) , qa =
∑

i

qi,ai ≥ 0. (3.32)

For the eigenvalue to be finite, ai must be zero for all but a finite number of i’s and all
eigenvalues are non-negative, so Q is positive semidefinite. Since the Hamiltonian is r-local,
the matrix element (qa|L|qb) 6= 0 only if a and b differ on at most r sites. So by (3.32),
we may bound the difference |qa − qb| ≤ M = rQ. Similarly, any r-local operator satisfies
(3.28c). Having verified all the properties (3.28), we may conclude that OTOCs of this form
are a q-complexity.

OTOCs are known to be closely related to the operator size [41, 24]. It is usually possible
to bound either quantity from the other, and to choose Vi such that the OTOC reduces to
the operator size.

We have now seen three examples of q-complexities, two of which are quantities that
have been studied in recent times to understand the complexity of operators. We remark
that q-complexities (including K-complexity) are quadratic in O(t) and not linear response
quantities, although the growth rate α is, via the spectral function. We will see in Section
3.6 that q-complexities may also be applied to classical systems, though they work somewhat
differently there.

A rigorous argument in Appendix 3.E proves that, for any q-complexity,

(Q)t ≤ C(n)t, C = 2M . (3.33)

The following section will focus on the application of this general bound in the specific case
of OTOCs.

To close this section, we show how the above results are affected by the log-correction to
linear growth in 1d from Eq. (3.22): bn ∼ An/ lnn. The continuum Dirac equation analysis
yields a stretched exponential growth of K-complexity:

(n)t ∼ e
√
At , (3.34)

which is slower than any exponential growth but faster than any power law. Combined with
(3.33), we conclude that all q-complexities have at most stretched exponential growth in 1d.

3.6 Growth Rate as a Bound on Chaos

We showed in the preceding section that K-complexity provides an upper bound for any
q-complexity whatsoever, which includes certain types of OTOCs. Combining (3.33) and
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(3.26), we see that q-complexities grow at most exponentially in time, at least when the
hypothesis holds for d > 1. If that is the case, with (Q)t ∼ eλQt, then the exponent is
bounded above by 2α:

λQ ≤ 2α . (3.35)

In the rest of this section we focus on the case where the q-complexity is an OTOC.
When the OTOC grows exponentially at late times,

(QOTOC)t ∼ eλLt , (3.36)

its growth rate λL is called the Lyapunov exponent, since in the classical limit it reduces
to the Lyapunov exponent characterizing the butterfly effect in classical deterministic chaos
7. We can then state following bound on Lyapunov exponents: for any system at infinite
temperature where the operator growth hypothesis holds, then

λL ≤ 2α, (3.37)

where we put λL = 0 whenever the OTOC grows slower than exponentially, and similarly
for α. This follows directly from (3.33) and (3.26), so we have essentially proven (3.37) as a
mathematical proposition.

It is interesting to note that, as λL is defined via a four-point correlation function (the
OTOC), while α depends on a two-point correlation function (C(t)), the bound (3.37) can
be interpreted as a relation between correlation functions of distinct nature. Such a relation
is, to our knowledge, rather unusual (see [59] for a recent result). However, this point of
view is not how we derived (3.37); an alternative proof working directly with the correlation
functions would be illuminating.

Remarkably, the bound (3.37) appears to be valid under much less restrictive assumptions
— at any temperature and in either classical or quantum systems. In this section, we examine
the cases of quantum and classical systems at infinite temperature, and leave that of finite
temperatures to Section 3.8 below.

SYK Model

We illustrate the bound (3.37) for the SYK model (3.18). At infinite temperature, no analytic
formula for the Lyapunov exponent is available, but it has been computed numerically in,
e.g. [41, 25]. Table 3.3 shows that not only does (3.37) hold for the whole range of q-SYK
models, but α is almost equal to λL/2, with exact agreement in the limit q → ∞ 8. These
results show that the bound λL ≤ 2α is tight: the prefactor cannot be improved in general.
Moreover, in the large q limit, the probability distribution |ϕn(t)|2 on the semi-infinite line
is identical to the operator size distribution of γ1(t) [41]. (See (3.95) in Appendix 3.B for the

7To be precise, the OTOC measures a generalized Lyapunov exponent with q = 2, which is greater or
equal to the typical one [58]

8Indeed, the difference may well be a numerical effect, see [41].
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precise statement.) So the large-q SYK model is an instance where the quantum mechanics
problem on the semi-infinite chain can be concretely interpreted.

We remark that in models with all-to-all interactions like SYK and its variants may be the
only circumstances where the bound (3.37) can be nearly saturated. For spatially extended
quantum systems with finitely many local degrees of freedom, Lieb-Robinson bounds [60]
and its long-range generalizations [61] guarantee that the OTOC has slower-than-exponential
growth in most physical systems at infinite temperature 9.

Such a difference can be understood as follows. Due to the lack of spatial structure
in the SYK model, we expect operator complexity (by any reasonable definition) is almost
completely captured by operator size which, in turn, is directly probed by OTOCs. In
finite-dimensional systems, complexity should be a distinct concept from operator size. For
instance, long Pauli strings generated in the non-interacting Ising models have nonethe-
less low complexity, since they can be transformed to simple few-body operators under the
Jordan-Wigner transform. In non-integrable systems, by contrast, operator size growth is
limited by Lieb-Robinson, while complexity can grow exponentially in the bulk of an opera-
tor’s support.

q 2 3 4 7 10 ∞
α/J 0 0.461 0.623 0.800 0.863 1

λL/(2J ) 0 0.454 0.620 0.799 0.863 1

Table 3.3: The growth rate α versus half the OTOC-Lyapunov exponent λL/2 in the q-SYK
model (3.18) in units of J =

√
q2(1−q)/2J . Here α is obtained by exact numerical methods

discussed in Appendix 3.B, while λL is taken from the Appendix of [41]. The q-SYK is
physical only for even integers q, but large-N methods allow an extrapolation to any q ≥ 2.

Classical Chaos

We now transition to the classical setting. After briefly explaining how the recursion method
carries over almost verbatim to classical systems, we shall examine the classical form of the
bound (3.37). However, the arguments of Section 3.5 do not carry over in full, and we are
only able to prove a weaker bound. We close with a numerical case-study that suggests the
stronger conjectural bound may well be true (and tight).

A (Weaker) Bound on Classical Chaos

The recursion method applies to classical and quantum systems in exactly the same man-
ner [10]. Classically, operator space is the space of functions on classical phase space and

9Indeed, generalized Lieb-Robinson bounds state that the OTOC between Ô(t) and Vi is exponentially
small if the site i lies out of some volume which grows sub-exponentially. Then, a sum like (3.31) is essentially
that volume.
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the Liouvillian L = i{H , ·} is defined by the Poisson bracket against the classical Hamil-
tonian H (we take ~ = 1). The appropriate classical inner product at infinite temperature
is (f |g) =

∫
f ∗g dΩ, where dΩ is the symplectic volume form on the phase space 10. The

Liouvillian L is a self-adjoint operator, and the entire framework of the Lanczos coefficients
carries over wholesale.

Indeed, the Lanczos coefficients have been studied more in the classical context. It
is known [50, 10] that linear growth of the Lanczos coefficients appears in general finite-
dimensional, non-linear systems, to which we restrict ourselves 11. The growth rate α is
well-defined in such systems, as is the (classical) Lyapunov exponent λL, and the bound (3.37)
takes on the same form as before: λL ≤ 2α. In short, the similarity of classical and quantum
Liouvillian evolution means that the recursion method — and its consequences — carry over
unchanged.

There is, however, one important caveat: a classical OTOC does not generally qualify
as a q-complexity. We will demonstrate this through an explicit, and instructive, example.
Let us consider a single classical SU(2) spin. Its classical phase space is the two-sphere, and
classical operator space is spanned by the basis of spherical harmonics |Y m

` ), ` = 0, 1, 2 . . . ,
m = −`, . . . , `.

A typical Hamiltonian is a polynomial of the classical spin operators S x,S y,S z with
Poisson bracket {S a,S b} = −εabcS c. We consider the simple non-linear example

H = JS zS z + hxS
x. (3.38)

Using Clebsch-Gordon coefficients one can show that the classical Liouvillian is quite sparse,
and only the following matrix elements are non-zero:

(Y `±1
m |L |Y `

m) 6= 0 , (Y `
m±1|L |Y `

m) 6= 0, (3.39)

whenever the states in question exist.
We now examine the classical OTOC for the local operator S z, given by matrix elements

of a super-operator Qz. This operator is diagonal in the basis of spherical harmonics

(Y k
n |Qz|Y `

m) :=({S z, Y n
k }|{S z, Y m

l })
=m2δnmδk`,

(3.40)

and we may immediately read off the eigenvalues as m2. When m changes by 1 upon
application of the Liouvillian, the eigenvalue m2 changes by 1±2m, which can be arbitrarily
large. Hence the condition (3.28b) cannot be satisfied for any finite constant d. It is helpful
to recall that Section 3.5 showed the quantum OTOC is a q-complexity whenever the on-site
Hilbert space is finite-dimensional. This fails in the case of a spin s, whose on-site dimension
2s + 1, in the classical limit s → ∞. We have therefore seen that classical OTOCs are not

10We therefore require a compact phase space, such as in a classical spin model.
11Note that even if the phase space is finite-dimensional, the operator space is infinite-dimensional, al-

lowing an infinite sequence of Lanzcos coefficients.
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q-complexities and, hence, the bound (3.37) does not follow from the reasoning of Section 3.5
in the classical case, and remains a conjecture.

Nonetheless, for any Hamiltonian and initial operators that are polynomials of the spin
variables S a, we can show the following general bound

λL ≤ 4α , (3.41)

which is weaker than the conjectured λL ≤ 2α.

To show (3.41), observe that by (3.40), the superoperatorRz := Q
1
2
z satisfies (3.28b), since

its has eigenvalue m for Y `
m, which can change only by δ upon one Liouvillian application,

where δ is the polynomial degree of the Hamiltonian. Other conditions in (3.28) are satisfied
straightforwardly. We then have

eλLt ∼ (Qz)t = (R2
z)t ≤ C2(n2)t ∼ e4αt , (3.42)

which implies (3.41). Here the first ∼ is by definition, the the inequality is a straightforward
generalization of the bound on q-complexity, Eq. (3.127) of Appendix 3.E, and the last ∼ is
a generalization of (3.26) (see below that equation).

This argument carries over to the OTOC with spin variables in any direction by spherical
symmetry, and applies almost verbatim to systems with a few spins, S x,y,z

i , i = 1, . . . , N . A
Lyapunov exponent associated with a finite sum such as

N∑

i=1

∑

a=x,y,z

({S a
i , Ô(t)}

∣∣∣{S a
i , Ô(t)}) (3.43)

satisfies the same bound since every term does so. In summary, (3.41) is established in
general classical few-spin models. We expect it is possible to show (3.41) rigorously.

An interesting corollary of (3.41) is a relation between chaos and the decay rate of the
spectral function. Recall that the linear growth of Lanczos coefficients is equivalent to the
exponential decay of the spectral function Φ(ω) ∼ exp(−|ω|/ω0) at high frequency, where
ω0 = 2

π
α. Then (3.41) is equivalent to

λL ≤ 2πω0 . (3.44)

(The conjectured bound would instead imply λL ≤ πω0.) In numerous classical systems, the
power spectrum decay of time series has been used as an empirical probe of deterministic
chaos [62, 63, 64, 65, 66, 67, 68]. To the best of our knowledge, the bound (3.44) provides
the first quantitative justification for this usage.

We mention that the relation between chaos and long-time decay of correlation functions
has also been studied: long-time relaxation to equilibrium was shown to be controlled by
Ruelle resonances in specific chaotic models [69, 70]. However, the long-time and high-
frequency behaviors are a priori unrelated, as we discuss further in Section 3.7.
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We stress that the growth rate is an upper bound, but not a diagnostic of classical
chaos. Indeed, our bound is correct but not tight for most classical integrable systems
which, generically, have non-zero growth rate but no chaos [50].

Unfortunately, we are not able to improve the argument and prove the stronger conjec-
tured bound. Instead, we resort to testing the validity of the conjectured bound (3.37) in a
canonical example of classical chaos.

Numerical Case Study

The Feingold-Peres model of coupled tops [71] is a well-studied model of few-body chaos,
both classically and at the quantum level [72, 73]. The quantum model is a system of two
spin-s particles, 1 and 2, with Hamiltonian

HFP = (1 + c) [Sz1 + Sz2 ] + 4s−1(1− c)Sx1Sx2 (3.45)

where c ∈ [−1, 1] is a parameter and Sαi satisfy the SU(2) algebra [Sαi , S
β
j ] = i~δijεαβγSγi

and act on a spin-s Hilbert space. This is non-interacting when c = ±1 and chaotic in the
intermediate region. Correspondingly, the Lanczos coefficients are asymptotic to a constant
at c = ±1 and increase linearly in intermediate regions. However, since the operator space
dimension is finite (equal to (2s+ 1)4), the sequence of Lanczos coefficients is finite; in fact,
the Lanczos coefficients saturate. The classical limit is obtained by taking s to infinity.
There the Hamiltonian becomes

HFP,cl = (1 + c) [S z
1 + S z

2 ] + 4(1− c)S x
1 S x

2 (3.46)

where S α
i , i = 1, 2 are two sets of classical SU(2) spins. As an SU(2) representation, the

classical operator space contains all integer spins, whereas the quantum operator space has
only integer spins up to 2s.

We compute the classical Lanczos coefficients for the operator Ô ∝ Sz1S
z
2 (S z

1 S z
2 in the

classical case). As shown in Fig. 3.6(b), the quantum Lanczos coefficients converge to the
classical ones as s→∞, as expected, and they increase linearly near c = 0. We have checked
that α does not depend on the choice of initial operator Ô, so long as Ô does not overlap
with any conserved quantity.

To test the conjectured bound (3.37), we compare the growth rate α with the classical
Lyapunov exponent (λL/2 in our notation), which can be calculated by the standard vari-
ational equation method [74]. Remarkably, the data shown in Fig. 3.6(a) corroborates the
conjectured bound α ≥ λL/2 in the parameter region explored, with equality up to numeri-
cal accuracy in the regime c ≈ 0, where the model is known to be maximally chaotic, with
almost no regular orbits [72, 71]. Enlarging the parameter space, for instance by adding
terms such as S z

i to the Hamiltonian, give further results consistent with the bound. It is
thus possible that the conjectured bound is valid in classical systems and becomes tight in
highly chaotic ones.
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Figure 3.6: (a) The growth rate α versus the classical Lyapunov exponent λL/2 in the
classical Feingold-Peres model of coupled tops, (3.46). α ≥ λL/2 in general, with equality
around the c = 0 where the model is the most chaotic. The growth rate appears to be
discontinuous at the non-interacting points c = ±1, similarly to Fig. 3.4-(b). (b) The first 40
Lanczos coefficients of quantum s = 2, . . . , 32 and classical (s =∞) FP model, with c = 0.

3.7 Application to Hydrodynamics

Structural information about quantum systems can enable numerical algorithms. As an
example, the success of the density matrix renormalization group algorithm is a consequence
of the area law of entanglement entropy [75, 76]. We now apply the hypothesis to develop a
semi-analytical technique to calculate decay rates and autocorrelation functions of operators
and, in particular, compute diffusion coefficients of conserved charges. The key idea is to use
the hypothesis to make a meromorphic approximation to the Green’s function. This section
introduces the continued fraction expansion of the Green’s function, describes the zoology
of operator decay, and finally presents the semi-analytical method.

Continued Fraction Expansion: Brief Review

We briefly review the continued fraction expansion of the Green’s function [10]. The Green’s
function (3.9) is related to the autocorrelation C(t) by the following transform:

G(z) = i

∫ ∞

0

C(t)e−iztdt , C(t) =

∮
G(z)eizt

dz

2πi
, (3.47)
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where the integration contour is taken to be the shifted real axis shifted down by −iε for
some small ε > 0. Since C(t) is bounded on the real axis, G(z) is analytic in the lower
half-plane, but may contain singularities on the upper half plane. We shall refer to (3.47) as
the Laplace transform, despite the fact that it differs from the usual definition by a factor
of i.

In the Krylov basis, G(z) = [z − L]−100 corresponds to all paths that start on the first
site, propagate through the chain, and return. We can divide all paths into those that stay
on the first site, and those that first hop to the second site, propagate on sites n ≥ 2, and
then return. More formally, for each n ≥ 0, let L(n) := Lp≥n,q≥n be the hopping matrix on

the semi-infinite chain restricted to sites n and above, and let G(n)(z) :=
[
z − L(n)

]−1
nn

be

the corresponding Green function. (Note that G(0)(z) = G(z).) We then have the following
recursion relation — hence the name “recursion method” —

G(n)(z) =
1

z − b2n+1G
(n+1)(z)

, n ≥ 0 . (3.48)

(For a quick derivation [34], consider the polynomial Pn(z) := det(z−L(n)). By Cramer’s rule
we haveG(n)(z) = Pn+1(z)/Pn(z); a cofactor expansion gives Pn(z) = zPn+1(z)−b2n+1Pn+2(z).
Then (3.48) follows from the two preceding equations.)

Applying Eq. (3.48) recursively yields the continued fraction expansion:

G(z) =
1

z − b21

z − b22

z − . . .

. (3.49)

To save space, we denote the recursion 3.48 by G(n) = Mn+1 ◦ G(n+1), where Mn is the
Möbius transform w 7→ 1/(z− b2nw) and “◦” denotes function composition. It is crucial that
the convergence of the continued fraction expansions is quite subtle and quite different from
the convergence of, say, Taylor series. Practically speaking, one can compute only a finite
number of the bn’s in most situations. Truncating the expansion by taking the rest of the
bn’s to be zero (or any constant) rarely provides a good approximation to the whole function
[10].

Hydrodynamical Phenomenology

Long-time and large-wavelength properties of correlation functions are governed by emergent
hydrodynamics. For each conserved charge (e.g. energy, spin), the density field should relax
to equilibrium in a manner prescribed by a classical partial differential equation. Often this
is a diffusion equation, though more exotic possibilities such as anomalous diffusion and
ballistic transport (infinite conductivity) can also appear.

A numerical (and sometimes experimental) protocol to probe the emergent hydrodynam-

ics is to study the autocorrelation function of the density wave operator Ôq =
∑

x e
iqxQx
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(here Qx is the operator of the conserved charge at x) at a range of momenta q. The behavior
at large time is of especial interest, and can, in turn, be read off from the singularity structure
of the Green’s function. Let us give a few examples. If the closest pole to the origin is at
z = iγ, then the autocorrelation function will decay exponentially as e−γt, while if the loca-
tion of the closest pole varies quadratically as z = iDq2/2, then the dynamics are diffusive.
However, the presence of non-linear terms in addition to the linear diffusive ones can give
rise to exotic behavior where the diffusion constant itself becomes a function of frequency.
An example of this is G(z) = [z − iD(z)q2/2]

−1
, where D(z) = D0 +D1

√
z. At any fixed q,

G(z) has a branch cut in addition the diffusive pole, so although the diffusion constant D0 is
still well-defined, autocorrelation functions decay [77] as a power law in time 12. Regardless,
the full singularity structure of the Green’s function determines the long-time behavior.

Of course, computing the singularity structure of the Green’s function is a demanding
task. Even in integrable models, determining if the correct hydrodynamics is, say, diffu-
sion or anomalous diffusion is non-trivial — let alone computing diffusion coefficients (see
Refs [78, 79, 80, 81, 82, 83] for recent developments). Indeed, accurately computing diffusion
coefficients has been the goal of much recent numerical work [84, 85, 86]. This difficulty is
reflected in the continued fraction expansion (3.49): the location of the poles change with
each new fraction, so the full analytic structure of G(z) depends on all of the bn’s.

Knowing that the coefficients obey the universal form (3.12) is not enough, because
even though the wavefunction is spreading out into the semi-infinite chain exponentially
fast, we are given no guarantee about the wavefunction at the origin n = 0. For instance,
the correlation functions C1(t) = sech(αt) and C2(t) = (1 + t2)

−γ
[10] both correspond to

Lanczos coefficients that grow linearly But C1(t) decays exponentially while C2(t) decays
as a power law, so clearly the asymptotics of bn alone is insufficient to establish long-time
behavior. The power law decay is nonetheless reflected in the Lanczos coefficients for C2(t),
which have an alterating subleading tail. Precisely, they have the form bn = αn+γ+(−1)nfn
where the fn’s are positive and decay to zero. Therefore determining the long-time tail of C(t)
probably requires additional information about the subleading corrections to the hypothesis.
In particular, the results in this work are prima facie unrelated to a bound on transport [87].

Numerical Diffusion Coefficients

Despite the complex behavior of autocorrelation functions in the time domain, there are
situations where the hypothesis alone suffices to compute diffusion coefficients. In the case
where the bn’s approach the universal form (3.12) especially quickly and regularly, we are
able to make a meromorphic approximation to G(z). The idea is as follows. In the semi-
infinite chain picture, we may hope to calculate the first few Lanczos coefficients exactly, so
we may describe behavior near the origin n = 0 exactly. For large n, on the other hand, the
hypothesis gives the coefficients almost exactly, so we can describes the dynamics by some
exact solution. By stitching the dynamics at large and small n together, we can hope to find

12We thank Achim Rosch for pointing out this possibility.
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the dynamics on the whole chain. This allows us to recover a diffusive dispersion relation
and numerically extract the diffusion constant in specific models.

We remark that there are a number of existent extrapolation schemes to determine the
Green’s function from the first few Lanczos coefficients [10, 34]. The new ingredient here is
the hypothesis, which controls the approximation.

To make this idea into a precise numerical technique, we need three ingredients: a way
to compute the Lanczos coefficients at small n, an exact solution at large n, and a robust
way to meld them together. For a 1D spin chain in the thermodynamic limit of large system
size, it is straightforward to compute the first few dozen Lanczos coefficients exactly through
repeated matrix multiplication. Details are given in Appendix 3.C.

To find the large n-behavior, we employ an exact solution for the quantum mechanics
problem on the semi-infinite chain. If the hypothesis is obeyed, then the bn’s also asymptot-
ically approach the form

b̃n = α
√
n(n− 1 + η)

n�1−−→ αn+ γ, (3.50)

where η = 2γ/α+ 1. The agreement is better, of course, at large n. The coefficients b̃n have
the virtue that the quantum mechanics problem they describe on the semi-infinite chain is
exactly solvable. Appendix 3.D applies the theory of Meixner orthogonal polynomials of the
second kind to determine the autocorrelation analytically: C(t) = sech(αt)η. (This is the
same exact solution used in Section 3.5 above.) By Laplace transform, the corresponding
Green’s function is

G̃α,γ(iz) =
1

α
H(z/α; η), (3.51a)

H(z; η) =
2η

z + η
1F2(η,

z + η

2
,
z + η

2
+ 1;−1), (3.51b)

G̃(n)(z) = M̃n

−1 ◦ · · · ◦ M̃1

−1 ◦ G̃(z) (3.51c)

Here 1F2 is the hypergeometric function and M̃k depends on b̃k. It is crucial that G̃(n)(z) is
known analytically, so that (3.51) provides the asymptotically exact large n-behavior.

Now we stitch the small and large n information together. The true Green’s function
G(N)(z) only depends on the coefficients bn with n ≥ N . So for sufficiently large N , where

the bn’s are approximately the same as the b̃n’s, we may approximate

G(z) = M1 ◦ · · · ◦MN ◦G(N)(z)

≈M1 ◦ · · · ◦MN ◦ G̃(N)
α,γ (z),

(3.52)

an approximation that becomes better at large N . Equation (3.52) is our semi-analytical
approximation to the Green’s function. One can check that this is a meromorphic approxi-
mation for G(z), whose poles lie only in the upper half plane.

In practice, one must calculate the bn’s until the universal behavior appears and fit α and
η. Then the approximate G(z) can be calculated from (3.51) and a sequence of two-by-two
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matrix multiplications. One can then find the location of the first pole on the imaginary axis
for a range of wavevectors q and fit z = iDq2/2 + O(q4) to extract the diffusion coefficient
D. This procedure is illustrated for the energy diffusion in chaotic Ising model in Fig. 3.7.
Almost all the computational effort goes into in computing the first few bn’s exactly. We
also note that the extrapolation is carried out with a linear fit to the Lanczos coefficients
which is not strictly appropriate to d = 1 (the log-correction is missing). Nevertheless, the
numerical value of the diffusion coefficient appears to match other methods to within a few
percent.13 Further numerical tests on this example indicate the the exact asymptotics of
Lanczos coefficients may not be necessary to compute D to a decent precision.

In short, the hypothesis is sometimes sufficient to describe the emergent hydrodynamic
behavior of operators, even if we ignore the log correction in 1d. We reiterate that the
hypothesis governs the leading order asymptotics of the Lanzcos coefficients only, while
the autocorrelation depends on further corrections, so there is no a priori reason it should
be computable just from the hypothesis. On the other hand, in the better scenarios, less
knowledge on the Lanczos coefficients is required to capture the hydrodynamic coefficients.
We will provide further examples of this algorithm and discuss its theoretical and practical
accuracy in subsequent work.

3.8 Finite Temperature

So far our discussion has been confined to infinite temperature. In this section we generalize
to finite temperature. Only a minor modification is required to carry out the Lanczos
algorithm at finite temperature so many of our results carry over unaffected. A summary is
provided in Table 3.4 for the reader’s convenience.

T =∞ T <∞

Inner Product (A|B) ∝ Tr[A†B] Eq. (3.53)
Lanczos Algorithm Eq. (3.4) Eq. (3.55)
C(t), G(z),Φ(ω), µ2n Section 3.3 Eq. (3.56)
bn ↔ C ↔ G↔ Φ↔ µ App. 3.A App. 3.A
Hypothesis Eq. (3.22) Eq. (3.58)
bn ∼ αn for SYK Eq. (3.93) Eq. (3.99)
Bound λL ≤ 2α Proven Conjectured

Table 3.4: Correspondence between finite and infinite temperature definitions and results.

13We are greatful to Francisco Machado and Biantian Ye for sharing their density matrix truncation
(DMT) results with us.
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Figure 3.7: Numerical computation of the diffusion coefficient for the energy density oper-
ator Ô = Eq in H =

∑
iXiXi+1 − 1.05Zi + 0.5Xi. (a) The Lanczos coefficients for q = 0.15

are fit to (3.50) with α = 0.35 and η = 1.74. We found it actually better not to approximate

G(N)(z) by G̃(N)(z), but instead by G̃(N+δ)(z) for some integer offset δ so that η ≈ 1 (in the
example shown, δ = 12). Large η or negative values lead to numerical pathologies. (b) The
approximate Green’s function (3.52) at q = 0.15. The arrow shows the “leading” pole that
governs diffusion. (c) The locations of the leading poles for a range of q. One can clearly
see the diffusive dispersion relation z = iDq2/2 + O(q4). Fitting yields a diffusion coefficient
D = 3.3(5).

Choice of Inner Product

A single modification is required to adapt the formalism of recursion method to finite tem-
perature: an operator inner product which incorporates the thermal density matrix. At
temperature T = 1/β (we set kB = 1), a general operator scalar product is defined by the
integral [10]:

(A|B)gβ :=
1

Z

∫ β

0

g(λ) Tr[yβ−λA†yλB] dλ (3.53)
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where g(λ) is some even function on the thermal circle [0, β], y := e−H , and Z := Tr[yβ] 14.
The choice of the inner product is not arbitrary, but is equivalent to the choice of the
correlation function

Cg
β(t) = (Ô|Ô(t))gβ =

∫ β

0

g(λ)Tr[ρβÔ†Ô(t+ iλ)]dλ (3.54)

(where ρβ = e−βH/Z), which is in turn determined by the physical context; in fact, only a
few choices of g are physically relevant, such as (3.59) and (3.60) below.

Once the inner product is chosen, the Lanczos coefficients are defined by the same Lanczos
algorithm with the new norm. Quite explicitly, the recursion is:

|An) := L |Ôn−1)
g

β − b
(g)
n−1,T |Ôn−2)

g

β ,

b
(g)
n,T := [(An|An)gβ]1/2 ,

|Ôn)
g

β :=
(
b
(g)
n,T

)−1
|An) ,

(3.55)

for n = 1, 2, 3, . . . , starting from |Ô0)
g

β := |Ô), |Ô−1)
g

β := 0 and b
(g)
0,T := 0. We emphasize

that only the inner product has been changed compared to the infinite-T version. In fact,
the Krylov subspaces span{|Ô) ,L |Ô) , . . . ,Ln |Ô)} are unchanged at finite temperature, and
only the notion of orthogonality is different, giving us a new orthogonal basis for those spaces.
Also, we have the same relationships between the Lanczos coefficients and the correlation
function (3.54), as well as its linear transforms, the Green’s function and spectral function

Gg
β(z) := i

∫ ∞

0

e−iztCg
β(t)dt, (3.56a)

Φg
β(ω) :=

∫ ∞

−∞
e−iωtCg

β(t)dt , (3.56b)

where the superscript g is not an exponent. For example, the Green function (3.56a) admits
the continuous fraction expansion

G(z) =
1

z −
∆

(g)
1,T

z −
∆

(g)
2,T

z − . . .

, ∆
(g)
n,T :=

(
b
(g)
n,T

)2
, (3.57)

which is identical to (3.49), except that bn are replaced by the finite-T Lanczos coefficients.
Similarly, the results of Appendix 3.A carry over directly.

14Precisely, g must satisfy g(λ) ≥ 0, g(β − λ) = g(λ), and β−1
∫ β
0
dλg(λ) = 1. We also restrict to the

subspace of operators with zero thermal expectation value, and omit the disconnected term in (3.53).
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The statement of the hypothesis at finite temperature is also directly analogous. We
hypothesize that a chaotic system should have maximal growth of the Lanczos coefficients,

b
(g)
n,T = α

(g)
T n+ γ + o(1), (3.58)

under the same conditions as before. Here α
(g)
T ≥ 0 depends on the inner product. Evidence

for the hypothesis at finite T will be provided in Section 3.8.
Though the Lanczos algorithm proceeds in the same way for any choice of inner product,

this choice will determine what physical correlation function we end up computing. There
are two prominent choices of inner products:

• In linear response theory, we use the “standard” inner product given by g(λ) = [δ(λ)+
δ(λ− β)]/2:

(A|B)Sβ :=
1

2Z
Tr[yβA†B + A†yβB] (3.59)

that leads to the usual thermal correlation function.

• In quantum field theory, it is often natural to consider the Wightman inner product,
which corresponds to g(λ) = δ(λ− β/2):

(A|B)Wβ :=
1

Z
Tr[yβ/2A†yβ/2B] . (3.60)

In particular, this inner product allows us to relate our bound on chaos (3.37) and the
finite-temperature bound of Ref. [24].

In equations (3.59) and (3.60) and below, we replace the g by S or W to indicate the choice
of standard and Wightman inner product, respectively. At infinite temperature, both inner
products reduce to the one (A|B) = Tr[A†B]/Tr[1] considered previously.

The spectral functions of the two choices are related by a well-known identity:

ΦW
β (ω) = sech

(
ωβ

2

)
ΦS
β(ω)

ω�T−−−→ e−βω/2ΦS
β(ω) , (3.61)

which follows directly from the definition (3.10). The Wightman inner product therefore
imposes an extra temperature-dependent exponential decay to the spectral function, due to
the suppression of high energy excitation by the two e−βH/2 factors in (3.60). This observation
will be crucial in the following section. On the other hand, it would be very interesting to
understand how the high-frequency tail of Φ(ω)Sβ depends on the temperature.

Bound on Chaos

A key result on quantum chaos at finite temperature is the bound on chaos of Ref. [24].
This universal bound was derived for quantum field theories at finite temperature T = β−1,
and reads as follows

λL,T ≤ 2πT (3.62)
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in natural units ~ = kB = 1. It is nontrivial in finite-temperature quantum systems, and is
therefore complemented by our bound λL ≤ 2α (3.37) which applies to infinite temperature
quantum and classical system. This leads to two natural questions. Can our bound be
extended to finite temperature? How does it compare to the universal one?

Since α
(g)
T depends on the inner product, and the finite-T OTOC admits various regular-

izations, it is already a nontrivial task to find the correct formulation of the extension. To
make progress we consider the regularization scheme used for four-point OTOCs in [24] to
derive the universal bound. This scheme inserts the operators in the thermal circle [0, β) with
even spacing, as does the Wightman inner product (3.60). This suggests that an extension
of the bound λL ≤ 2α to finite temperature can be obtained by comparing the finite-T Lya-
punov exponent (as defined in [24]) and the finite-T growth rate defined with the Wightman
inner product:

λL,T ≤ 2α
(W )
T (conjecture) . (3.63)

We stress that this is a conjecture below infinite temperature. Nevertheless, as we show
in Section 3.8 below, exact results in the q-SYK model suggest that (3.63) is plausible and
tight.

We now turn to the relation between the conjecture (3.63) and the universal bound, and
show that the former infers the latter. By (3.61), the Wightman spectral function decays at
least as fast as e−βω/2 at high frequency (because ΦS

β(ω) ≤ 1). By (3.15), this is equivalent
to the following upper bound on the Lanczos coefficients growth rate:

α
(W )
T ≤ πT , (3.64)

where α
(W )
T denotes the growth rate with Wightman inner product. Therefore, the conjecture

(3.63), if true, would be tighter than the universal one λL,T ≤ 2πT (3.62). At low temperature

(β →∞ limit), the decay of ΦW
β (ω) is dominated by the factor e−βω/2, so α

(W )
T /(πT )→ 1 and

the conjectural bound (3.63) becomes equivalent to the universal one (3.62). This equivalence
suggests further the plausibility of the conjecture (3.63).

SYK Model

To illustrate the foregoing discussion, and provide some evidence for the hypothesis at finite-
T (3.58) and the conjectural bound on chaos (3.63), let us consider again the example of
SYK model.

At low temperatures T = 1/β � J , it is well-known that λL,T = 2πT [26] saturates
the universal quantum bound (3.62). In this limit, the finite-T autocorrelation function of

Ô =
√

2γ1 may be computed exactly by conformal invariance [25]. Choosing the Wightman
inner product, we have

CW
β (t) ∝ sech (tπT )2/q . (3.65)

This is the autocorrelation function of the exact solution (3.25), and corresponds to Lanczos

coefficients b
(W )
n,T = πT

√
n(n− 1 + η). They satisfy the hypothesis (3.58) with α

(W )
T = πT
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Figure 3.8: Exact Lyapunov exponent λL(T ) (3.97) and growth rate α(T ) with the Wightman
inner product (3.99) of the SYK model in the large-q limit as a function of temperature (in
units of coupling constant J ). The conjectured bound λL(T ) ≤ 2α(T )W is exactly saturated
at all temperatures, while the universal bound λL(T ) ≤ 2πT only saturates in the zero
temperature limit.

(3.64). Therefore the low-temperature SYK model saturates also our conjectural bound
(3.63).

At finite (but not necessarily low) temperatures, using analytic results in the large-q
limit [25], it is not hard to check (see Appendix 3.B) that our conjectured bound (3.63) is
saturated, whereas the universal bound (3.62) is not, see Fig. 3.8. This result indicates that
an extension of our bound on chaos to finite temperature is at least plausible. The exact
agreement between α

(W )
T and λL,T is notable given that the former is defined solely from

2-point correlators whereas the latter requires 4-point functions.
We reiterate that the above SYK results depend crucially on the Wightman inner product.

If the “standard” inner product (3.59) is chosen instead, the Lanczos coefficients b
(S)
n,T cannot

be extracted from the conformal solution, since that would require the Taylor expansion of
CS
β (t) around t = 0, at which the conformal solution is non-analytic. A numerical high-

temperature expansion (extending the method of Appendix 3.B) and an exact calculation
in the large-q limit both indicate that the Lanczos coefficients still grow linearly, but the
growth rate increases as the temperature decreases.

To summarize, exact calculations in the SYK model support the universal operator
growth hypothesis at finite temperature, and the conjectural bound on chaos.

3.9 Conclusions

Discussion

We have presented a hypothesis on the universal growth of operators: the Lanczos coefficients
follow the asymptotically linear form bn = αn + γ + o(1) in non-integrable systems, with a
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logarithmic correction in 1d. We have seen copious evidence that the hypothesis is satisfied
in a wide variety of non-integrable models. Over the course of this work, the growth rate α
has emerged as a quantity of prime importance, tying a diverse array of seemingly-disparate
ideas together. Let us recount them now:

• α > 0 is the slope of asymptotically linear growth of the Lanczos coefficients.

• 2
π
α = ω0 is the exponential decay rate of the spectral function Φ(ω) ∼ e−|ω|/ω0 , which

can be (and has been) measured experimentally [35, 36, 37].

• ±iπ/(2α) are the locations of the singularities closest to the origin in the (analytic
continuation) of the autocorrelation C(t), see Appendix 3.A.

• 2α is the exponential growth rate of Krylov-complexity.

• 2α is an upper bound for the growth of all q-complexities.

• 2α is an upper bound for the Lyapunov exponent (whenever the latter is well-defined),
since quantum OTOCs are an example of q-complexities.

We have, of course, put aside the precise conditions and qualifiers of each statement. In light
of these results, α plays a central role in operator growth and dynamics of complex systems.

Complexity — especially the Krylov-complexity — arose as a key concept in this work.
We would like to highlight its temporal nature which, as we now argue, makes it a more
general notion than chaos. Chaos essentially tracks the development of structures at ever-
smaller scales in phase space. In classical systems, of course, this may proceed indefinitely,
while in quantum systems, features smaller than ~ are ruled out and the process saturates.
Chaos therefore cannot carry over straightforwardly to systems deep in the quantum regime,
where the phase space volume is comparable to ~ and saturation occurs almost immediately.
The K-complexity, in sharp contrast, measures structures at ever-smaller scales in the time
domain. We believe this is a fundamental difference; as we have seen, the K-complexity can
grow exponentially in quantum systems beyond semiclassical or large-N limits. Operator
complexity may well supersede the notion of chaos in quantum dynamics.

Outlook

We would like to understand how our hypothesis can be affected by obstructions to ther-
malization. Based on evidence available to us, it is tempting to conjecture that they lead
to a qualitative slower growth for quantum systems. Confirming this in general would be
a remarkable result. However, given the diversity of non-thermalizing situations, it may be
more reasonable to explore them on a case by case basis. In free and integrable models,
there are an extensive number of conserved local or quasi-local charges. The behavior of
the Lanczos coefficients in integrable models is likely non-universal, and depends strongly
on the model and operator in question [10]. We wish to gain general analytical insights in
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this direction (especially for interacting models), by leveraging the knowledge available on
the quantum inverse scattering method [88, 89, 90]. Also, it may be desirable to modify
the Lanczos algorithm to promote the semi-infinite line to a lattice where the perpendicular
direction is generated by commutators against quasi-local conserved charges. Another ex-
ceptional case is quantum scar states [91, 92, 93], isolated states that fail to thermalize in
otherwise chaotic systems, possibly due to emergent or approximately conserved charges. It
would be revealing to see how scars are reflected in the Lanczos coefficients. Finally it would
be of great interest to understand the interplay of the hypothesis with many-body localized
systems (see [94] and references therein for a review, and [33] for numerical calculations of
Lanczos coefficients in disordered spin chains) where thermalization fails.

Our treatment at finite temperatures is far from complete and leaves numerous open
questions, especially those concerning the “standard” inner product: How do the Lanczos
coefficients grow? If linearly, how does the growth rate depend on the temperature? How
can we extend our bound on chaos to finite T? Numerical investigations into these questions
are challenging due to the presence of the thermal density matrix [95, 34, 96]. Quantum
Monte Carlo seems promising for this problem, as the Lanczos coefficients can be computed
without analytic continuation. In low dimensions, DMRG can be also useful: matrix product
operators can be used to approximate the thermal state, and the operators in the Lanczos
algorithm.

One would like to put the hypothesis on more solid mathematical footing, especially in 1d.
Finding analytically tractable models far from the large-N limit that achieve the maximal
Lanczos coefficient growth seems a formidable problem, which is made even harder by the
restriction to time-independent Hamiltonian systems; the only result in this direction is that
of [43] in 2d. Many solvable models of quantum chaos (see Refs [23, 97] for notable recent
progress) are only defined as unitary maps or Floquet systems. To this respect, a meaningful
extension of the hypothesis to such contexts would be a highly rewarding advance.

An alternative route would be to develop an extended (Hermitian) random matrix theory.
Standard proofs of the Wigner semicircle law exploit the connections between the moments of
a distribution, the combinatorics of Dyck paths, Catalan numbers, and the Stieltjes transform
of a distribution [98]. These are directly analogous to the moments µ2n, the combinatorics
of Motzkin paths, secant numbers, and the continued fraction expansion for G(z) — all of
which arose in the calculation of our exact wavefunction in Appendix 3.D). The non-trivial
appearance of the same type of objects in both contexts suggests a strong analogy. We
thus speculate that the hypothesis can be derived analytically by introducing a new type
of random matrix ensemble that incorporates locality and translation invariance. (This is
similar to the framework of [99].) In this case, a Hamiltonian such as H =

∑
<x,y> hx,y, where

hx,y is a random matrix acting on neighboring sites x and y, should obey the hypothesis (3.12)
in expectation. Therefore generic, 2-local Hamiltonians would also be expected to obey the
hypothesis by concentration of measure. It may well be that showing the hypothesis holds for
a specific Hamiltonian is of comparable difficulty to showing the ergodic hypothesis applies
to specific classical systems.

Coming back to physics, we argue that there should be a general principle, analogous
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of the second law of thermodynamics, that governs the operator growth in generic systems.
Indeed, the latter is irreversible, in the same sense as the dynamics of an isolated gas is so
in the thermodynamic limit. We cannot help but wonder what entropy is maximized by
the operator growth process, and whether any notion of (quantum) dynamical entropy (see
e.g. [100, 101, 102, 103] is relevant in describing the process. Elusive as it seems, such a
thermodynamic principle might be the ultimate explanation of our empirical observations of
ubiquitous maximal operator growth.

To close, we wish to point out that the territory of q-complexities beyond K-complexity
and OTOCs is completely unexplored. In generic many-body systems (i.e. not semiclassical)
at infinite temperature, these two examples represent two extremes, showing maximal and
non-existent exponential growth rates, respectively. The significant gap between them should
be filled with potentially more meaningful measures of complexity. These complexities could
be entirely new concepts or disguised forms of existing notions such as circuit complexity
and entanglement entropy. Hopefully, charting this terra incognita will continue to shed new
light on the complex nature of many-body quantum dynamics.
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Appendices

3.A Brief Review of the Recursion Method

In this appendix we recall the relations between Lanczos coefficients, correlation function,
Green function, spectral function, and moments. These relations are mathematical in nature,
and apply to any inner product on the operator space, and thereby to finite as well as infinite
temperature. For simplicity, we will omit the sub- and superscripts indicating the inner
product.

Let us recall the five equivalent representations of the dynamics of an operator:

C(t)↔ G(z)↔ Φ(ω)↔ {µ2n} ↔ {bn}. (3.66)

The first four are related by linear transformations given in the text. For instance, the
moments µ2n are the Taylor expansion coefficients of autocorrelation around t = 0:

C(−it) :=
∞∑

n=0

µ2n
t2n

(2n)!
, µ2n := (Ô|L2n|Ô), (3.67)

where the odd terms vanish provided Ô is Hermitian. The moments can also be extracted
from the spectral function via

µ2n =

∫
ω2nΦ(ω) dω. (3.68)

All the transformations between the first four quantities are similarly straightforward.
The Lanczos coefficients, on the other hand, are related to the others via a non-linear

transformation. The rest of this Appendix discusses how to perform the non-trivial transla-
tion between the Lanczos coefficients and the moments both asymptotically and numerically.

From Moments to Lanczos Coefficients

Cumulative products of the first n Lanczos coefficients are given by determinants of the
Hankel matrix of moments [10]

b21 . . . b
2
n = det (µi+j)0≤i,j≤n . (3.69)
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If the moments are known, the determinant can be computed efficiently by transforming
the Hankel matrix into diagonal form. Doing this iteratively for k ∈ [1, n] provides a fast
algorithm that computes b1, . . . , bn from µ2, µ4, . . . , µ2n. The algorithm may be expressed
concisely as a recursion relation (see Eq. 3.33 of Ref. [10]) as follows:

bn =

√
M

(n)
2n ,

M
(0)
2k =

M
(m−1)
2k

b2m−1
− M

(m−2)
2k−2
b2m−2

, k = m, . . . , n ,

M
(0)
2k = µ2k , b−1 = b0 := 1 , M

(−1)
2k := 0 . (3.70)

If an analytic expression for C(t) is known, then an arbitrary number of the Lanczos coeffi-
cients may be computed numerically via (3.70). We remark that this algorithm suffers from
large numerical instabilities due to repeated floating-point divisions.

From Lanczos Coefficients to Moments

It follows from the tridiagonal form of L that the moments may be expressed in terms of the
Lanczos coefficients as

µ2n = (Ô|L2n|Ô) = (L2n)00. (3.71)

If the Lanczos coefficients are known, this is a completely combinatorial object. In particular,
the moments are given by a sum over Dyck paths. Formally, a Dyck path of length 2n can be
defined as a sequence (h0, h1, . . . , h2n) such that: h0 = h2n = 1/2; hk ≥ 1

2
and |hk−hk+1| = 1

for any k. These are often visualized as paths starting at height zero where each segment
either increases or decreases the height by one unit, with the constraint that the height is
always non-negative and returns to zero at the end. Denoting the set of such paths by Dn,
we have

µ2n =
∑

{hk}∈Dn

2n∏

k=1

b(hk+hk−1)/2 . (3.72)

For example, µ2 = b21 and µ4 = b41 + b21b
2
2. The number of Dyck paths of length 2n is given by

the Catalan numbers Cn = (2n)!
(n+1)!n!

. A consequence of (3.72) is the following lower bound:

µ2n ≥ b21 . . . b
2
n . (3.73)

On the other hand, we have the upper bound µ2n ≤ maxnk=1 (b2k)Cn. Applying the upper
and lower bounds, linear growth of the Lanczos coefficients bn corresponds to the following
growth rate of moments:

µ2n = exp(2n lnn+ O(n)) . (3.74)

This equation is a useful reformulation of the linear growth hypothesis.



CHAPTER 3. A UNIVERSAL OPERATOR GROWTH HYPOTHESIS 61

If the growth rate is known as well, bn = αn+O(1), it is possible to refine the asymptotic
by specifying the next order exponential term:

µ2n =

(
4nα

eπ

)2n

eo(n) . (3.75)

Combining this equation with the Stirling formula, the correlation function C(t) =
∑

n µ2n(it)2n/(2n)!
has convergence radius r = π/(2α), due to singularities at t = ±ir; in fact, C(t) is analytical
in the strip −r < Im(t) < r, see Fig. 3.3. Therefore, the Fourier transform of C(t), which is
the spectral density Φ(ω), has a exponential decay

|Φ(ω)| = e−|ω|/ω0+o(ω) , ω0 = r−1 = 2α/π . (3.76)

We illustrate the above results by a simple example: when bn = αn, then C(t) = sech(αt)
and Φ(ω) = α

π
sech

(
πω
2α

)
. The moments µ2n = 1, 1, 5, 61, 1385, . . . are known as Euler or

secant numbers and have the asymptotic behavior µ2n = 4
√

4n
π

(
4n
πe

)2n
(1 + o(1)) [104]. We

checked that (3.76) and (3.75) hold in all analytic examples we are aware of in the literature
and believe them to hold in general.

3.B Moments and Lanczos Coefficients in the SYK

Model

In this section we compute the Lanczos coefficients in the large-N SYK model at infinite
temperature with the initial operator Ô =

√
2γ1. Most often, this is done by computing the

moments and applying the mapping described in Section 3.A.
For convenience, we recall the SYK Hamiltonian and disorder normalization:

H
(q)
SYK = iq/2

∑

1≤i1<i2<···<iq≤N
Ji1...iqγi1 · · · γiq , (3.77)

J2
i1...iq

= 0, (3.78)

J2
i1...iq

2
=

(q − 1)!

N q−1 J2, (3.79)

where the line denotes disorder averages. We shall extend Ji1...iq to all i1, . . . , iq by anti-
symmetry. As discussed in the main text, disorder-averaging will be assumed throughout.
We first describe the general method, and then discuss the large-q limit.

General Method

Since the moments are closely related to the Green function, they can be calculated by
the diagrammatic technique commonly used in the SYK literature. Indeed, µ2n can be
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represented as a sum over diagrams G diagrams with 2n vertices:

µ2n = J2n2(2−q)n
∑

G

CG , (3.80)

where CG is the combinatorial factor of the diagram, which counts the number of labellings
of the vertices by 1, . . . , 2n such that the labels are increasing from left to right.

Let us illustrate the diagrams with some examples with q = 4 and n = 1, 2. Direct
calculation yields:

Lγ1 = −
∑

j<k<l

J1jklγjγkγl ,

L2γ1 = 22−q
∑

j<k<l

J2
1jklγ1

+
∑

j<k<l

J1jkl
∑

r<s<t

Jjrstγkγlγrγsγt

+
∑

j<k<l

J1jkl
∑

r<s<t

Jkrstγjγlγrγsγt

+
∑

j<k<l

J1jkl
∑

r<s<t

Jlrstγjγkγrγsγt .

(3.81)

The first two moments µ2 and µ4 are (twice) the norm squared of the Lγ1 and L2γ1, respec-
tively. Under disorder averaging, the terms on the right-hand side are orthogonal, and each
corresponds to a different diagram:

µ2 = J22(2−q) = ,

µ4 = J422(2−q)q =

+

+

+ .

(3.82)

The combinatorial factor is CG = 1 for each of the above graphs. The first non-trivial

combinatorial factor isCG = 6 for the diagram , which contributes to µ6. The six

vertex orderings are 1
2 3
4 5

6, 1
4 5
2 3

6, 1
2 4
3 5

6, 1
3 4
2 5

6, 1
2 5
3 4

6, and 1
3 5
2 4

6.
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The SYK diagrams encode the Schwinger-Dyson equations governing the autocorrelation
and Green’s function which are, up to trivial transformations, the exponential and ordinary
generating functions of the moments, respectively:

zG(z) = 1 + J222−qG(z)Σ̃(z), (3.83a)

Σ(t) = C(t)q−1, (3.83b)

Σ̃(z) = i

∫ ∞

0

Σ(t)e−itzdt, (3.83c)

that is, Σ̃(z) and Σ(t) are related by (non-standard) Laplace transform (3.47) just as G(z)
and C(t) are. Equation (3.83) can be represented diagrammatically (here for the case q = 4)
by

= + . (3.84)

The dot represents a general SYK diagram (a fully-dressed Green’s function). This is the
sum of the bare Green’s function, or the time-domain product of (q − 1) dressed Green’s
functions. Note that both exponential and ordinary generating functions are needed to
take the combinatorial factors into account: a serial (respectively, parallel) composition of
diagrams correspond to product of ordinary (resp. exponential) generating function.

Equation (3.83) has no closed form solution for general q. However, working with the
power series representations, it enables the numerical calculation of µ2, . . . , µ2n in polynomial
time and space complexity in n. Concretely, the following iteration algorithm can be easily
implemented in a computer algebra system:

1. Set g0(z) := z−1, and let j = 0.

2. Compute cj(t) from gj(z) by replacing z−2n−1 with (it)2n/(2n)!.

3. Set σj(t) := cj(t)
q−1 up to order tj.

4. Compute σ̃j(z) from σj(t) by replacing (it)2n with z−2n−1(2n)!.

5. Set gj+1(z) := (1 + J222−qg(z)σ̃j(z))/z up to order tj+1.

6. Increment j by 1 and repeat from step 2.

When the above procedure is stopped at j = n, the result gn(z) will be a polynomial trun-
cation of the Green function: gn(z) =

∑n
j=0 µ2jz

−2j−1, which contains the correct moments

up to µ2n. They can be then used to compute Lanczos coefficients b21, . . . , b
2
n by the recipe

(3.70). Arbitrary-precision rational number arithmetic is necessary for n ∼ 102, since the
moments grow very fast. We calculated bn for a few different values of q up to n = 100, and
extracted the linear slope by a linear fit. The results are reported in Table 3.3 and Fig. 3.4
(a).
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Figure 3.B.1: Change in the growth rate near integrability for the SYK model with q = 2
and q = 4 (3.85). The ratio of the q = 4 to q = 2 term is given by J , and the model becomes
free at J = 0.

The above method can be readily adopted to variants of SYK where two-body and four-
body interactions coexist:

H = H
(4)
SYK(J) +H

(2)
SYK(J = 1) . (3.85)

One only needs to replace the last term in (3.83b) by a sum over q = 2 and q = 4 with
the corresponding coupling constants. Since the q = 2 model is non-interacting, eq. (3.85)
can be another model to study the effect of weak thermalizing interaction on the Lanczos
coefficients. The results, shown in Fig. 3.B.1, are qualitatively consistent with those from
the Ising model (Fig. 3.4): the linear growth rate depends only weakly on the interaction
strength J as it goes to zero. Quantitative, a logarithmic dependence

α ∼ 1/ ln(1/J) (3.86)

describes the numerical data well for vanishing J .

Large-q limit

In the large-q limit, (3.83) can be solved analytically. It is convenient to define the coupling
constant [25, 41]

J 2 := 21−q q J2 . (3.87)

It is then known [25, 41] that C(t) admits a 1/q expansion

C(t) = 1 +
1

q
C(t) + O(1/q2) , (3.88)

where the leading non-trivial term satisfies the following differential equation:

C ′′(t) = −2J 2eC(t) , C(0) = C ′(0) = 0 , (3.89)
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whose solution is

C(t) = 1 +
2

q
ln sech(J t) + O(1/q2) . (3.90)

The corresponding moments

µ2n =
2

q
J 2nTn−1 + O(1/q2) , n > 0 , (3.91)

where (Tn)∞n=0 = (1, 2, 16, 272, 7936, . . . ) are the tangent numbers [105]. The generating
function of Tn admits a continued fraction expansion [105]:

∞∑

n=0

Tnx
n =

1

1− 1× 2x

1− 2× 3x

1− 3× 4x

1− . . .

(3.92)

Using this, one can obtain the following Lanczos coefficients for the large-q SYK model

bSYK
n =

{
J
√

2/q + O(1/q) n = 1

J
√
n(n− 1) + O(1/q) n > 1 .

(3.93)

It is not hard to check using (3.8) that the wavefunction on the semi-infinite chain is

ϕn(t) =





1 +
2

q
ln sech(J t) + O(1/q2) n = 0

tanh(J t)
√

2

nq
+ O(1/q2) n > 0 .

(3.94)

The corresponding probability distribution is identical to the operator size distribution (see
Eq. (5.11) of Ref. [41]):

Ps(t) = |ϕn(t)|2 , s = 1 + n(q − 2) . (3.95)

The large-q SYK model is also solvable at any finite temperature [25]. The temperature
T is parametrized by v ∈ (0, 1) via

T

J =
cos πv

2

πv
. (3.96)

The limits T →∞ and T → 0 correspond to v → 0 and v → 1, respectively. The Lyapunov
exponent is then

λL,T = 2vπT , (3.97)
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and the autocorrelation under the Wightman inner product (3.60) is

CW
β (t) = 1 +

2

q
ln sech (vtπT ) + O(1/q2) . (3.98)

Comparing to (3.90), we see immediately that

b
(W )
n,T =

{
vπT

√
2/q + O(1/q) n = 1

vπT
√
n(n− 1) + O(1/q) n > 1 .

(3.99)

Therefore the finite-T growth rate with the Wightman inner product is

α
(W )
T = vπT (3.100)

at any temperature. Thus, the bound λL,T ≤ 2α
(W )
T is saturated at all temperature in the

SYK model, whereas the bound λL,T ≤ 2πT is only so in the zero-temperature limit (see
Fig. 3.8). Using the relation between growth rate and spectral function decay rate (3.15)
and the relation (3.61) between spectral functions of different inner products, it is not hard
to obtain the growth rate with the standard inner product from (3.100):

α
(S)
T =

vπT

1− v . (3.101)

Using (3.96), we obtain the limits α(T )S → J π/2 as T → 0 and α
(S)
T → J as T →∞. We

notice that α(T )S increases at low temperatures while, in contrast, α
(W )
T decreases.

3.C Numerical Details for 1d Spin Chains

This section discusses the numerical details involved in computing the Lanczos coefficients
and Krylov basis vectors in 1D spin chains. We work directly in the thermodynamic limit
of a chain with N → ∞ sites. However, bookkeeping will reduce this to finite-dimensional
matrix multiplication.

Suppose we have a translation-invariant k-local Hamiltonian H =
∑

n hn and an `-local

operator Ô =
∑

n Ôn. Here hn and Ôm are operators starting on sites n or m respectively.

(For instance, we might have Ô2 = · · ·⊗I1⊗X2⊗Z3⊗I4⊗· · · .) We normalize the operators

so that (hn|hn) = 1 = (Ôm|Ôm). At minor additional computational cost, we can work with
an operator at a finite wavevector q:

Ôq =
∑

n

Ôneiqn. (3.102)

The crucial point is that applying the Liouvillian to Ôq is another operator at wavevector q
by using translation-invariance to re-index the sum at the cost of phase factors. Explicitly,

[H, Ôq] =
∑

m,n

[hn, Ôm]eiqm =
∑

m

Ô′meiqm (3.103)
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where

Ô′m =
m−`+1∑

n=m−k+1

eiqsnm [hn+snm , Ôm+snm ] (3.104)

where the shift is snm is the index of the first non-identity site of [hn, Ôm] minus m, which is
needed to keep track of how much the support of the operator shifted due to the commutator.
One can check that Ô′m starts on site m.

Therefore we only need to keep track of operators starting on a single site, say site 0. We
adopt the basis of Pauli strings and, following, e.g. [106], we adopt a representation which
minimizes the computational cost of taking commutators. Since iY = ZX, we may adopt a
representation

iδ(−1)εZv1
1 X

w1
1 ⊗ · · · ⊗ Zvn

n X
wn
n (3.105)

where δ, ε, vk, wk ∈ {0, 1}, i.e. a Pauli string of length n may be represented by two binary
vectors v and w of length n and two binary digits. So if τ1 = iδ1(−1)ε1Zv1Xw2 and τ2 =
iδ2(−1)ε2Zv2Xw2 , then their commutator is a string τ ′ = [τ1, τ2] with

δ′ = δ1 + δ2,

ε′ = ε1 + ε2 + δ1δ2 +w1 · v2,
v′ = v1 + v2,

w′ = w1 +w2.

(3.106)

All additions are performed over Z2.
With this setup, the Lanczos coefficients can be computed in a similar way to matrix-free

exact diagonalization codes. A translation-invariant operator can be stored as a hash map
of Pauli strings starting on site zero with complex coefficients. The Liouvillian is applied
by combining (3.103), (3.104), and (3.106). Of course, it is not necessary to take Ô to be
translation invariant. One could equally well take a small single-site operator and apply the
same technique without the sum over all sites. We note that the Lanczos algorithm (3.4)
only requires the storage of three operators at any time. In practice the method described
here allows a few dozen Lanczos coefficients to be computed in a few minutes on a modern
laptop and is generally memory-limited by the exponential increase in the number of Pauli
strings required.

Once the Lanczos coefficients and Krylov vectors have been computed, it is possible to
understand how the operators Ôn grow in physical space. One way to characterize this is
in terms of the distribution of string lengths in each Ôn. If Ôn =

∑
a caσ

a, where the sum
runs over all Pauli strings a, then the distribution is defined by Pn(s) =

∑
a:|a|=s|ca|2. This

distribution is shown for the Hamiltonian H1 with the parameters given in Fig. 3.4. The
mean and variance of the distribution grow with n. We have observed that the distribution
Pn(s) appears to be highly model-dependent. This makes it difficult to translate informa-
tion about the exponential spreading of the wavefunction in the semi-infinite chain back to
physical space.
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Figure 3.C.1: The size distribution of the Pauli strings in the Krylov vectors Ôn for the
Hamiltonian H1 with parameters and initial operator as in Fig. 3.4. Though the distribution
drops quickly after its peak, Pn(s) is supported on [0, bn/2c+ 2].

3.D A Family of Exact Solution with Linear Growth

This section will provide a derivation for the exact solution (3.25) of the 1d quantum me-
chanics problem with Lanczos coefficients

bn = α
√
n(n− 1 + η) . (3.107)

To solve this problem, notice that our infinite, tri-diagonal matrix is actually quite a familiar
setup. If instead we had bn =

√
n, then L would be the matrix representing the Hamiltonian

for the quantum harmonic oscillator in the basis of raising and lowering operators. So really
this is just a 1d quantum mechanics problem, albeit not a standard one. In particular,
it is known that the system described by L has very high symmetry, due to an infinite-
dimensional representation of the Lie algebra su(1, 1), enabling us to find an exact solution
[107, 108]. Indeed, there is a rich mathematical literature on the close connections between
representations of su(1, 1), the combinatorics of Motzkin paths, and Meixner orthogonal
polynomials [109, 110]. Our solution will be a simple application of these mathematical
results.

We start with some generalities on orthogonal polynomials. Define L(n) = L0≤i<n,0≤j<n
to be the n× n matrix in the upper-left block of L. For example,

L(3) =




0 b1 0
b1 0 b2
0 b2 0


 . (3.108)

We then define polynomials for each n via

Qn(z;α, η) = det
(
z − L(n)

)
. (3.109)
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By performing a cofactor expansion for the determinant on the nth row, the Q’s admit a
three-term recursion relation

Qn+1(z) = zQn(z)− b2nQn−1(z), (3.110)

together with initial conditions Q0(z) = 1 and Q−1(z) = 0. Eq. (3.110) should be compared
with

Len = bn+1en+1 + bnen−1 , (3.111)

where {en} is the natural orthonormal basis of L. In fact, (3.110) and (3.111) are equivalent,
under the identification:

Qn(z) =

[
n∏

k=1

bk

]
en , z

n = Lne0 . (3.112)

Therefore, the polynomials Qn(z) are orthogonal, but not normalized. Instead they are
monic, i.e., the highest order coefficient is unity: Qn(z) = zn + O(zn−1).

By construction, both {Qk(z)} and {zn} are a basis of C[z] and can be related by a
triangular linear transform with matrix elements µn,k:

zn =
n∑

k=0

µn,kQk(z) . (3.113)

Combined with (3.112), and by orthonormality of {en}, we have

(ed|Ln|e0) = µn,d

d∏

k=1

bk , (3.114)

and therefore

(ed|eiLt|e0) =
d∏

k=1

bk

∞∑

n=0

(it)n

n!
µn,d . (3.115)

The statements so far are general and apply to any set of Lanczos coefficients.
In the specific case bn =

√
n(n− 1 + η) (the extra overall factor α in (3.107) can be

recovered by a simple time rescaling), one may recognize from the recursion relation (3.110)
that Qn’s are a special case of the Meixner polynomials of the second kind [111]. They
are a non-classical family of orthogonal polynomials defined by the following three-term
recursion: [112, 113]

Mn+1(z; δ, η) = (z − λn)Mn(z; δ, η)− b2nMn−1(z),

λn = (2n+ η)δ, (3.116)

b2n =
(
δ2 + 1

)
n(n− 1 + η).
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In particular, Qn(z) = Mn(z; δ = 0, η). For these polynomials, the matrix elements µn,d have
been exactly calculated, in terms of the following generating function [110]:

∞∑

n=0

n∑

d=0

µn,dw
d τ

n

n!

=
sec(τ)η

(1− δ tan(τ))η
exp

(
w

tan(τ)

1− δ tan(τ)

)
. (3.117)

As a side note, we mention that the above generating function, referred to as that of the “in-
verse polynomials” in the theory of orthogonal polynomial, is closely related to the generating
function of Meixner polynomials themselves. The latter has also a closed form expression,
known to be of Sheffer type [109, 112]:

∑

n≥0
Mn(z; δ, η)

τn

n!
(3.118)

=
[
(1 + τδ)2 + τ 2

]−η/2
exp

(
z arctan

(
τ

1 + τδ

))
.

Now, taking δ = 0 and the series coefficient of wd in (3.117), we have

∞∑

n=0

µn,d
τn

n!
=

1

d!
sec(τ)η tan(τ)d .

Applying this to (3.115), and recalling bn =
√
n(n− 1 + η), we obtain the wavefunction

solution

(en|eiLt|e0) = in
√

(η)n
n!

tanh(t)n sech(t)η, (3.119)

where (η)n = η(η + 1) · · · (η + n − 1) is the Pochhammer symbol. The general solution for
bn = α

√
n(n− 1 + η) can be obtained by a simple rescaling t 7→ αt, and is precisely Eq.

(3.25) of the main text where, of course, (Ôn|eiLt|Ô0) = (en|eiLt|e0). The special case η = 1
of this family of solutions is well-known [10, 38]. To the best of our knowledge, the general
solution (3.119) has not been applied to the recursion method.

3.E Derivation of the q-Complexity Bound

This Appendix will derive Eq. (3.33), (Q)t ≤ C(n)t for C = 2M . The main idea of is that
the definition of Q guarantees that the eigenbasis of Q is dilated by a factor of at most C
compared to the Krylov basis.

We first show that the Krylov basis vectors have a bounded number of components in
the Q basis due to the dilation property. For any operator Φ where there is an R > 0 such
that (qa|Φ) = 0 for qa > R, the hypothesis (3.28b) implies that (qa|L|Φ) = 0 for qa > R+M .
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Using (3.28c), as a base case for induction, we have (qa|Ln|Ô) = 0 for qa > M(n + 1) and,
in particular, for qa > Cn. By the construction of the Krylov basis,

(qa|Ôn) = 0 if qa > Cn. (3.120)

We claim that (3.120) implies
(Φ|Q|Φ) ≤ C(Φ|n|Φ) (3.121)

for any operator wavefunction Φ; taking Φ = Ô(t), we obtain (3.33).
To show (3.121), we introduce projectors to large spectral values in the Krylov and Q

bases, respectively:

PKn =
∑

m≥n
|Ôm) (Ôm| , PQq =

∑

a : qa≥q
|qa) (qa| . (3.122)

Then, we have for n = q/C,

PQq (1− PKn=q/c) =
∑

a : qa≥q

∑

m<n

|qa) (qa|Om) (Ôm| = 0,

because m < n = q/C ≤ qa/C, (qa|Om) = 0 by (3.120). Equivalently,

PQq PKq/c = PQq . (3.123)

Applying this equation and its Hermitian conjugate, we have

(Φ|PQq |Φ) = (Φ|PQq PKq/C |Φ)

= (Φ|PKq/CPQq PKq/C |Φ)

≤ (Φ|PKq/CPKq/C |Φ)

= (Φ|PKq/C |Φ).

(3.124)

where the inequality follows from the fact that PQq is a projector. Finally we need a standard
integration-by-parts identity that converts the expectation value to an integral over the
projectors:

(Φ|Qk|Φ) =

∫ ∞

0

dq kqk−1(Φ|PQq |Φ) ,

(Φ|nk|Φ) =

∫ ∞

0

dn knk−1(Φ|PKn |Φ)

(3.125)

for any k = 1, 2, 3, . . . . Combining the case k = 1 and (3.124), we obtain

(Φ|Q|Φ) =

∫ ∞

0

dq (Φ|PQq |Φ)

≤
∫ ∞

0

dq (Φ|PKq/C |Φ)

= C(Φ|n|Φ) ,

(3.126)
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which finishes the proof. More generally, for any k, we have

(Qk)t ≤ Ck(nk)t . (3.127)

This is useful as a bound on the growth rate of higher moments of the q-complexity super-
operator. See Section 3.6 for an application.

3.F Geometric Origin of the Upper Bounds

In this appendix we derive the geometric upper bound for the Lanczos coefficients in one-
dimensional quantum systems. The main object of our analysis will be the growth of the
moments µ2n = (Ô|L2n|Ô) = ||LnÔ||2. Moments and Lanczos coefficients are equivalent,
and Appendix 3.A details how to translate between them.

To warm up, we first show a bound corresponding to linear growth (using essentially the
same argument as in [46, 49]). This is asymptotically tight in d > 1. Suppose we have

a 2-local Hamiltonian H =
∑

x hx and a 1-local operator Ô (the general case of r-local hx
and r-local Ô can be reduced to the previous case by a block renormalization step that
groups consecutive sites into renormalized sites). The Liouvillian becomes a sum of terms
L =

∑
x `x with `x = [hx, ·]. We suppose that the local terms are uniformly bounded, i.e.,

for all x, ||hx|| ≤ E . Now, the moment µ2n is the norm-squared of the sum

LnÔ =
∑

x1,x2,...,xn

`xn · · · `x2`x1Ô. (3.128)

This sum is highly constrained by the spatial structure of the spin chain. The operator Ô is
supported only on one site, and the applications of the Liouvillian grow that support at the
edges. Each term in (3.128) can be visualized as a discrete quantum circuit, where each gate

`xk+1
must act on at least one site that is already in the support of `xk · · · `x1Ô — otherwise

the term vanishes due to the commutator. This condition is satisfied by at most (k+1) ≤ 2k
positions xk, so the total number of non-zero terms in (3.128) is at most 2nn! for large n.
The value of each non-zero term is itself bounded due to the finite local bandwidth E , so
||`xn · · · `x1Ô||2 ≤ (2E)2n. By the triangle inequality, we have

µ2n = ||LnÔ||2 ≤ (n!)2(4E)2n. (3.129)

By Stirling’s formula, the right hand side has the same asymptotics as (3.21), which corre-
sponds to linear growth of the bn’s. Hence (3.129) implies that the Lanczos coefficients can
grow at most linearly in any dimension.

Notice that, the bound comes essentially from counting the number of sequences x1, . . . , xn
that give rise to a nonzero contribution to (3.128). In what follows we show that, in one
dimension, there is a sharper upper bound on this number, leading to the sub-linear growth
announced in Section 3.4. For this, we suppose without loss of generality that Ô is supported
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on site 0 and hx on sites x and x + 1. Then it is not hard to see that a `xn · · · `x2`x1Ô 6= 0
only if for all k = 1, . . . , n,

Lk ≤ xk ≤ Rk , where (3.130)

Lk := min{x1, . . . , xk−1, 0} − 1 ,

Rk := max{x1, . . . , xk−1,−1}+ 1 .

We define Pn to be the set of (x1, . . . , xn)’s that satisfy (3.130) and denote its size by
Pn := |Pn|. Then, similarly to (3.129), we have

µ2n ≤ P 2
n(2E)2n . (3.131)

Hence bounding µ2n reduces to bounding Pn, which is a completely combinatorial problem.
To produce this combinatorial bound, we partition the set Pn as follows

Pn =
n⋃

`=1

Pn,` , where

Pn,` := {(x1, . . . , xn) ∈ Pn : ` = Ln −Rn} . (3.132)

Intuitively, if the support of the operator grows to size ` + 1 after n applications of Liou-
villian, then (x1, . . . , xn) ∈ Pn,`. By “size”, we mean the distance between the endpoints,
disregarding the “holes” between them. In the 1d case, the operator size can only grow
in two places: the left and right sides. Therefore, for any (x1, . . . , xn) ∈ Pn,`, xk = Lk or
xk = Rk must hold for ` values of k among 1, . . . , n: for each of such k’s, one has only two
choices for xk. For the remaining n − `, there are (at most) ` choices (by (3.130), minus 2
boundary choices). Summarizing, we have

|Pn,`| ≤
(
n

`

)
2``n−` ≤ 4n`n−` , (3.133)

where the binomial coefficient counts the choices of the ` values. Combining this with (3.132),
we have

Pn ≤ n4n max
`∈[0,n]

`n−` . (3.134)

In the limit n � 1, the maximum is attained at ` = n/W (n) where W is the product-log
function defined by z = W (zez). For large n, W (n) = lnn− ln lnn+ o(1), so

Pn ≤ n4n
(

n

W (n)

)n− n
W (n)

=
n!4n

(lnn)n
eo(n). (3.135)

where we used n/W (n) = eW (n) and Stirling’s formula. Therefore

µ2n ≤ (4E)2n
(n!)2

(lnn)2n
eo(n) , (3.136)
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which grows more slowly than the moment asymptotics corresponding to a linear growth

with rate α (3.75), bn �
(
4nα
eπ

)2n
, for any α > 0. So the Lanczos coefficients corresponding

to (3.136) must be sub-linear.
What, then, is the fastest possible growth of the bn’s in 1D? Although we cannot bound

the individual Lanczos coefficients in a useful way from the bound on the moments, we can
use the bound on their cumulative product ln

∏n
k=1 b

2
k ≤ lnµ2n (3.73) and differentiate with

respect to n. As a result, we find

bn = A
n

W (n)
= AeW (n) ∼ An

lnn
. (3.137)

The bound (3.73) (together with (3.136)) is satisfied asymptotically by the above choice of
bn if and only if A ≤ 4E/e. Therefore, bn = aeW (n) captures the correct asymptotic behavior
of the upper-bound in the moments, and qualifies as the maximal growth rate of Lanczos
coefficients in 1d.
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Chapter 4

Local Matrix Product Operators

4.1 iMPOs Introduction

This chapter will focus on the structure and practical computation of local operators. In the
previous chapter we explored the connection between local operators and chaos. One theme
was that the growth in quantity of computational resources needed to store an operator
grows in time “as quickly as possible” in a chaotic system. This leads to a natural question:
given a local operator, what is the “best” or “cheapest” way to represent it? This chapter
is devoted to answering this question in the computationally convenient setting of Matrix
Product Operators (MPO)s. Our main result is an algorithm for compressing operators,
which provides the most accurate representation of an operator for a set quantity of resources.
We will see that not only is this result useful for understanding the structure of time-evolution
and quantum chaos, but it also enables one to compute the ground states of long-range 2D
systems via matrix product state methods.

While it is now well understood how matrix product states (MPS) can approximate 1d
ground states [114, 115, 116, 117, 118, 119, 120], matrix-product representations of operators
(MPOs) remain less understood1. MPOs feature prominently in modern implementations
of the density matrix renormalization group (DMRG) [115], yet we lack a complete under-
standing of the resources required for an MPO approximation of a complicated (but local)
operator, an important ingredient for several problems of current interest. For instance,
DMRG calculations of 1d systems with long-ranged interactions or 2d cylinder geometries
are hampered by the large bond dimension of MPO representations of the Hamiltonian.
Complex operators also arise during the Heisenberg evolution of simpler ones, so efficient
numerical representations would have wide ranging applications in the study of quantum
thermalization and the emergence of hydrodynamics.

While an MPO can formally be treated as an MPS in a doubled Hilbert space, this ne-
glects the special structure of operators like Hamiltonians: they are a sum of local terms,

1The material in this chapter is mainly drawn from [2], which is joint work with Michael Zaletel and
Xiangyu Cao.
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Ĥ =
∑

j Ĥj, where Ĥj is localized around site j. If the standard MPS compression algo-
rithm via Schmidt decomposition (i.e., singular value decomposition) is directly applied to
operators, this structure leads to an ill-conditioned thermodynamic limit, in which some of
the Schmidt values become infinite. In 1d, locality gives rise to the following simple property
that is the basis for our results. When a 1d system is partitioned into left and right halves,
any local operator can be written as:

Ĥ = ĤL ⊗ 1̂R + 1̂L ⊗ ĤR +
∑

a

habĥ
a
L ⊗ ĥbR . (4.1)

where ĥaL/R run over traceless operators localized on the left/right halves respectively, with
coefficients hab. The first two terms contain the part of the operator supported on strictly
one or the other side of the partition, whose magnitude grows linearly with system size, while
the third term contains the terms in the operator straddling the partition. This immediately
suggests a compression scheme: approximate the intensive part hab using a singular value
decomposition (SVD), whose rank will determine the bond dimension of the MPO, while
leaving the extensive terms untouched. Doing so manifestly preserves locality, which will
allow us to take the limit of infinite system size, addressing the long-standing problem of
efficiently representing operators in the thermodynamic limit [121, 122, 123, 124, 125]. This
idea was discussed in Ref. [122]. However, the coefficients hab, and the resulting singular

value spectrum, depend on the choice of operators ĥaL/R, and a priori there is no reason
SVD truncation should be optimal. In this work we provide the simple ‘fix’ which makes
the procedure optimal: the compression is performed only after the MPO is brought to a
canonical form in which Tr[ĥaL/Rĥ

b
L/R] ∝ δab. The main result of this work is an compression

algorithm for both finite and infinite MPOs (iMPOs) which works for physical Hamiltonians
with virtually any type of interaction.

Canonical forms play a crucial rôle in MPS compression and many other algorithms, but
the naive generalization of the MPS definition to MPOs fails to capture the locality structure
of Eq. (4.1) (for this reason, naive SVD truncation of an MPO in the same manner as an MPS
generically destroys locality.) We therefore adapt the MPS technology of “canonicalization”
and compression algorithms to the class of “first degree” MPOs, which includes short and
long ranged Hamiltonians. As a byproduct, we provide a rigorous analysis of the convergence
of well-known iterative “canonicalization” algorithms for infinite MPSes. We also present
a non-iterative compression algorithm specific to the type of iMPOs that occur in DMRG
calculations, which exploits their upper-triangular structure to efficiently handle MPOs with
bond dimensions on the order of 100,000. Finally, we detail an intriguing connection to
notions from control theory: our compression scheme is a generalization of Kung’s method
for model-order reduction via balanced truncation[126]. Whenever possible, we provide
rigorous proofs of our statements. Our results apply to both finite MPOs and infinite matrix
product operators, although we put more emphasis on the infinite case.

This chapter is organized into two parts: the first three sections are a “practical hand-
book” for compressing finite MPOs, followed by a more sophisticated treatment of infinite
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MPOs. The practical handbook starts with an overview of the key ideas of MPO compression
in Section 4.2 and Section 4.3 reviews standard facts about MPOs to set notation. We then
provide all the concepts and algorithms needed for finite MPO compression in Section 4.4,
along with a quick numerical example. After this, we transition to the bulk of the chapter
on infinite MPOs. Infinite MPOs require a

We then transition to infinite MPOs, which require a somewhat more detailed and math-
ematical treatment. Section 4.5 specifies the class of “first degree” MPOs our method applies
to, and shows their Jordan block structure is completely fixed by locality. Sections 4.6 is
devoted to canonical forms and algorithms to compute them. We give the algorithm for
compressing infinite MPOs in Section 4.7. Section 4.8 reveals the peculiar structure of the
operator entanglement of local MPOs, which we use to show the error from our compres-
sion scheme is ε-close to optimal. We also show that the change in the sup norm is small
under compression. Section 4.9 goes on to reinterpret our compression algorithm within
control theory. We provide a few examples of iMPO compression in Section 4.10: compress-
ing operators with long-ranged interactions and computing Lanczos coefficients for operator
dynamics. We conclude in Section 4.13. The Appendices prove statements from the main
text and describe how all elementary algebra operations can be performed on MPOs.

4.2 The Idea of Compression

To introduce the key ideas, we first present them on the level of operators, then later translate
them into the language of MPOs. Consider a local operator Ĥ on N sites. As mentioned
in the introduction, we can split the system into left and right halves at some bond, which
gives the regular form of an operator

Ĥ = ĤL ⊗ 1̂R + 1̂L ⊗ ĤR +

χ∑

a,b=1

Mabĥ
a
L ⊗ ĥaR (4.2)

=
(
1̂L ĥL ĤL

)



1
M

1



(
ĤR ĥR 1̂R

)T
,

where we have introduced vectors of operators ĥL/R on the left and right, and the matrix M
keeps track of the coefficients which straddle the cut. This decomposition is not unique —
we can insert basis transformations to the left / right. So, roughly speaking, we will require
(4.2) be a Schmidt decomposition by ensuring that M is diagonal and that the components

of the vectors are mutually orthogonal. One can then compress Ĥ by truncating the Schmidt
spectrum — but there is a slight wrinkle due to locality.

To understand the extra structure present in a local operator, let’s consider an example.
Let

Ĥe.g =
N∑

n=1

JX̂nX̂n+1 +KX̂nẐn+1X̂n+2 + hẐn, (4.3)
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where X̂n and Ẑn are operators acting on lattice site n. He.g. is a linear combination of

strings, such as · · · ⊗ 1̂1⊗ 1̂2⊗X3⊗X4⊗ 1̂5⊗ 1̂6⊗ · · · . If we split Ĥe.g. across a bond n in
the middle, we can write it in regular form (non-uniquely) as

ĥL = (X̂n, X̂n, X̂n−1Ẑn)

ĥR = (X̂n+1, Ẑn+1X̂n+2, X̂n+1)

M = diag(J,K,K)

ĤL =
n∑

k=1

JX̂k−1X̂k +KX̂k−2Ẑk−1X̂k + hẐk,

(4.4)

and with ĤR similar to ĤL. We see HL/R differs from the ĥL/R in two respects: first, it’s norm
diverges linearly with system size (it is extensive) and second, it contains terms arbitrarily
far from the partition. So in order for the Schmidt compression to be well defined in the
thermodynamic limit and preserve locality, it is eminently reasonable to single out ĤL/R and
treat them separately in a Schmidt decomposition.

This motivates the generalization and modification of canonical forms and Schmidt de-
compositions for the case of local operators.

Definition 8. A local operator in regular form Eq. (4.2), is in left canonical form if

〈ĥaL, ĥbL〉 = δab, 0 ≤ a, b ≤ χ, (4.5)

where 〈Â, B̂〉 := Tr[Â†B̂]/Tr[1̂] is the inner-product for operators and ĥ0L := 1̂L. Right
canonical form is the same with L↔ R.

Notice that we have excluded ĤL/R from the definition. If an operator is both left canon-
ical and right canonical on a bond, then we can form the “almost” Schmidt decomposition
by an SVD decomposition M = USV†.

Definition 9. Suppose Ĥ is a local operator and suppose it is both left and right canonical
at a bond. Then the almost-Schmidt decomposition of Ĥ is

Ĥ = ĤL ⊗ 1̂R + 1̂L ⊗ ĤR +

χ∑

a=1

saĥ
a
L ⊗ ĥaR, (4.6)

for some real numbers s1 ≥ s2 ≥ · · · ≥ sχ.

This is not a true Schmidt decomposition because we have excluded ĤL/R; 〈haL/R, HL/R〉 is
generically non-zero. This seeming imperfection will actually prove to be a feature, leading
to concise algorithms and an truncation error ε-close to optimal with respect to both the
Frobenius and operator (induced) norms (see Sec. 4.8.) Once we know the almost-Schmidt
decomposition of an operator, compressing it to a bond dimension χ′ < χ is easy: simply
restrict the sum in Eq. (4.6) to run from 1 to χ′ instead of χ. Our task is now to translate
this idea from the level of operators to concrete computations and algorithms in the language
of MPOs.
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i f

hẐ

X̂

X̂

1̂

JX̂

Ẑ KX̂

1̂

Figure 1: A finite-state machine that generates Eq. 4.3.

4.3 Review of MPOs

Matrix product operators (MPOs) arise in DMRG as a pithy representation of 1d Hamil-
tonians. This section will review a few essential facts about finite and infinite MPOs for
the reader’s convenience and to set notation. The well-known construction of MPOs comes
from viewing a Hamiltonian as a finite-state machine [127, 115], which we illustrate with an
example.

Consider Ĥe.g. from Eq. (4.3) again. All of the Pauli strings needed to generate Ĥe.g. can
be described by a finite state machine, shown in Fig. 1. (We will see below this machine can
be improved.) The MPO itself is the adjacency matrix of the finite state machine:

Ŵe.g =




1̂ X̂ X̂ 0 hẐ

0 0 0 JX̂

0 0 Ẑ 0

0 0 0 KX̂

1̂



, (4.7)

where the hat on the matrix Ŵe.g indicates that its components are operator-valued. The
Hamiltonian on the open chain [1, N ] then has the compact representation

Ĥe.g. = ` Ŵe.g.Ŵe.g. · · · Ŵe.g.︸ ︷︷ ︸
N matrices

r, (4.8)

where ` := (1 03 0) and r† := (0 03 1) are c-number vectors, also called “boundary
conditions”. They encode the instructions “start at node i” and “end at node f”. The
multiplication of MPOs in (4.8) is a matrix product in the auxiliary space and a tensor
product in the physical space, such that physical indices of the nth matrix in (4.8) acts on
lattice site n.

The example above is a so-called infinite MPO (iMPO): the whole operator only

depends on one matrix Ŵ , regardless of the system size. A regular MPO is made of
inhomogenous matrices

Ĥ = `Ŵ (1)Ŵ (2) · · · Ŵ (N)r . (4.9)
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where Ŵ (1), . . . , Ŵ (N) are distinct matrices and need not be square, with Ŵ (n) of size χ(n−1)×
χ(n) so that matrix multiplication makes sense.

In a local Hamiltonian, each term begins and ends with strings of identities, which gives
rise to the first two terms in the regular form of an operator, Eq. (4.2) above. This property
is encoded by the distingished nodes i and f in the finite state machine Fig. 1, and is reflected
by the block structure of the MPO (4.7). We therefore restrict ourselves to a special class
of (i)MPOs which manifestly maintain this local structure.

Definition 10. An (i)MPO is in regular form if each matrix has the block upper triangular
structure

Ŵ =



1̂ ĉ d̂

0 Â b̂

0 0 1̂


 , (4.10)

where the first and last blocks have dimension 1 for both rows and columns.2 Furthermore,
we require that the boundary conditions are of the form

` =
(
1 ∗ ∗

)
, r† =

(
∗ ∗ 1

)
, (4.11)

where ∗ denotes an arbitrary block.

The shape of Ŵ in (4.1) is thus entirely determined by the shape of Â. For iMPOs, Â is
a square matrix of size χ× χ where χ is called the bond dimension. (Some authors instead

define the bond dimension as the size of Ŵ , χ+2.) Operators in regular form are represented
by (i)MPOs in regular form, and all (i)MPOs in this work will be in regular form.

The usual diagram notation for tensor networks cannot capture the block structure of
(4.10), so we simply work with equations, making them index-free whenever possible. In the
rare exceptions, the auxiliary space is indexed by Latin letters starting from zero to highlight
the block structure: a, b, c · · · = 0; 1, 2, . . . χ;χ+ 1.

The class of (i)MPOs in regular form is closed under addition, scalar multiplication,
and operator multiplication. These constructions are computationally straightforward and
more-or-less well-known. They are collected in Appendix 4.D for the reader’s convenience.

Physical operators admit many distinct MPO representations; MPOs have a large gauge
freedom. An operator Ĥ = `Ŵ (1) · · · Ŵ (N)r can also be represented by Ĥ = `′Ŵ (1)′ · · · Ŵ (N)′r′

whenever there are matrices L(0), . . . , L(N) that satisfy the interlacing conditions

Ŵ (n)′L(n) = L(n−1)Ŵ (n), `′L(0) = `, r′ = L(N)r. (4.12)

In the infinite case, all the L(n)’s are equal to some L, so the gauge transformation resembles
a similarity transform:

Ŵ ′L = LŴ . (4.13)

2Structurally, d̂ is a single operator, and ĉ and b̂ are operator-valued vectors.
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To preserve the regular form (4.10), all gauge matrices must be block triangular,

L =




1 t r
0 L s
0 0 1


 . (4.14)

Note that L need not be square, but only shaped to be compatible with (4.12) or (4.13)3.

In particular, Ŵ ′ and Ŵ may have different bond dimensions.
For instance, we can gauge transform Ŵe.g. to

Ŵ ′
e.g =




1̂ X̂ 0 hẐ

0 Z JX̂

0 0 KX̂

1̂


 (4.15)

which encodes Ĥe.g. more simply than Ŵe.g. This previews our end goal: given an MPO (and
an error tolerance), how do we compute the smallest MPO that encodes the same operator?

4.4 Finite MPO Compression

Now that we have reviewed MPOs, we give a “practical handbook” for compressing finite
matrix product operators. We proceed expeditiously: first upgrading canonical forms and
“sweeps” to MPOs, then giving the compression algorithm, and lastly a brief numerical ex-
ample. Readers familiar with matrix product states will find that our compression method
amount to a small — yet conceptually significant — modification of standard MPS algo-
rithms. As the subsequent treatment of iMPOs will revisit all the concepts here in greater
detail, many technical details are postponed for later sections.

MPO Canonical Forms

Just as with matrix product states, the main tool for manipulating matrix product operators
is the idea of canonical forms. They are choices of gauge that make the rows or columns of
the matrix Ŵ orthogonal, an essential step for controlling the errors from compression or
carrying out the DMRG algorithm.

We define canonical forms in terms of a condition on the matrix itself, then show that
canonical MPOs represent canonical operators.

Definition 11. An MPO Ĥ = `Ŵ (1) · · · Ŵ (N)r is in left canonical form if, for each n > 1,
the upper left block of Ŵ (n),

V̂ (n) :=

(
1̂ ĉ(n)

0 Â(n)

)
, (4.16)

3Some authors define a less general class of invertible gauge transformation Ŵ ′ = LŴL−1, which pre-
cludes L from changing the bond dimension.
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has orthonormal columns:

∀b, c ≤ χ(n),

χ∑

a=0

〈Ŵ (n)
ab , Ŵ

(n)
ac 〉 = δbc. (4.17)

For n = 1 we instead require 〈[`Ŵ (1)]b, [`Ŵ
(1)]c〉 = δbc for all b, c ≤ χ(1).

An MPO is in right canonical form if, and only if, its mirror 4 is in left canonical form.
Right canonical forms are always directly analagous, so we focus on the left-handed case.

Let us now see why left canonical MPOs describe left canonical operators, in the sense
of Defn. 8.5 If we split an MPO in left canonical form at a bond n, then we can multiply
the matrices together to put the operator into regular form:

ĤW =
(
`Ŵ (1) · · · Ŵ (n)

)(
Ŵ (n+1) · · · Ŵ (N)r

)

=
(
1̂
(n)
L ĥ

(n)

L Ĥ
(n)
L

)(
ĤR ĥR 1̂R

)T
. (4.18)

Standard form for MPOs implies that the vectors of operators are related by the recursion
relation (

1̂
(n−1)
L ĥ

(n−1)
L

)
V̂ (n) =

(
1̂
(n)
L ĥ

(n)

L .

)
(4.19)

If the MPO’s are in regular form, then V̂ (1), . . . V̂ (n) have orthonormal columns, so by induc-
tion,

〈ĥL,a, ĥL,b〉 = δab, 0 ≤ a, b ≤ χ(n) , (4.20)

where ĥL,0 := 1̂L. Left canonical form for MPOs therefore ensures that all components but

the last of the vector (1̂L, ĥL, ĤL) are orthonormal — and imposes no constraint whatsoever

on ĤL. So MPO canonical form implies operator canonical form, Defn. 8.
Now that we have defined canonical forms for MPOs, our next task is compute them.

One can always find a gauge transform, Eq. (4.12), to bring a finite MPO to left canonical
form and, just as in the MPS situation, we can compute the change of gauge via a QR
decomposition. Suppose Ŵ is an MPO in regular form of dimensions (1+χ+1) by (1+χ′+1)

with V̂ given by (4.10). If we group indices as V(αa)b, where 0 ≤ α < d2 indexes the standard

orthonormal basis of A, then V̂ can be interpreted as a matrix with shape d2(1+χ)×(1+χ′).
Performing a (thin) QR decomposition gives

V̂ =

(
1̂ ĉ

0 Â

)
QR
=

(
1̂ ĉ′

0 Â′

)(
1 t
0 R

)
, (4.21)

where R is upper-triangular.

4A MPO is mirrored by (I) transposing each matrix Ŵ (n), (II) exchanging `† ↔ r, (III) reversing all
auxiliary indices (0↔ χ+ 1, 1, . . . , χ↔ χ, . . . , 1), and (IV) reversing the physical positions.

5Actually the two definitions are entirely equivalent, but we show only one implication for concision.
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Algorithm 1 Left Canonical Form for finite MPOs

1: procedure MPOLeftCan({`, {Ŵ (n)}Nn=1, r})
2: R(0) ← `
3: for n ∈ [1, N ] do

4: (Q̂(n), R(n))← Q̂R[R(n−1)Ŵ (n)] . Eq. (4.21)

5: return {`, {Q̂(n)}Nn=1, R
(N)r}, {R(n)}

Definition 12. Define the block-respecting Q̂R decomposition of Ŵ as

Q̂R[Ŵ ] = Q̂R (4.22)

with

Q̂ :=



1̂ ĉ′ d̂

0 Â′ b̂

0 0 1̂


 , R :=




1 t 0
0 R 0
0 0 1


 (4.23)

where the upper-left block comes from (4.21). Therefore, Q̂ is in left canonical form, and R
is upper-triangular.

With this, we can define a sweeping procedure to put a finite MPO into left canonical
form.

`Ŵ (1)Ŵ (2)Ŵ (3) · · · (4.24)

QR
= `

[
Q̂(1)R(1)

]
Ŵ (2)Ŵ (3) · · · (4.25)

= `Q̂(1)
[
R(1)Ŵ (2)

]
Ŵ (3) · · · (4.26)

QR
= `Q̂(1)

[
Q̂(2)R(2)

]
Ŵ (3) · · · (4.27)

= `Q̂(1)Q̂(2)
[
R(2)Ŵ (3)

]
· · · (4.28)

(4.29)

By the definitition of the block QR decomposition, the first 1 + χ(n) columns of each
Q̂(n) are indeed orthonormal. Moreover, {R(1), . . . , R(N)} specifies a gauge transform from
{`,W (n), r} to {`, Q(n), R(N)r}. We summarize the procedure as Algorithm 1.

Note that Algorithm 1 is almost identical to a standard “right-sweep” that brings an
MPS to its left-canonical form, except that the block-respecting Q̂R decomposition is used
in lieu of normal QR.
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Finite MPO Compression

We can now give the compression procedure for finite MPOs. Suppose we have a finite MPO
on sites [1, N ]. We first bring the whole chain to right canonical form

ĤW = ` Ŵ
(1)
R Ŵ

(2)
R . . . Ŵ

(N)
R r ,

by the mirror of Algorithm 1. To truncate at bond (n, n + 1), we first bring sites [1, n] to
left canonical form

` ŴR ŴR · · · ŴR ŴR · · · ŴR r

= ` ŴLRŴR · · · ŴR ŴR · · · ŴR r

...

= ` ŴL ŴL · · · ŴL︸ ︷︷ ︸
sites [1,n]

R(n) ŴR · · · ŴR︸ ︷︷ ︸
sites [n+1,N ]

r.

(Superscripts have been suppressed for clarity.) The block structure of R(n) is fixed by block
QR decomposition, Eq. (4.23), and we can always decompose it as6

R(n) = MR′ , M =




1 0 0
0 M 0
0 0 1


R′ =




1 t 0
0 Idχ 0
0 0 1


 . (4.30)

We then perform an singular value decomposition of M and write

M = USV † , S = diag(s1 ≥ s2 ≥ · · · ≥ sχ) , (4.31)

where the middle blocks are unitary: U†U = V†V = Idχ. Combining (4.30) through (4.31),
we obtain

ĤW = · · · Ŵ (n−1)
L Q̂(n)SP̂ (n+1)Ŵ

(n+1)
R · · · (4.32)

where
Q̂(n) := Ŵ

(n)
L U, P̂ (n+1) := V †R′Ŵ (n+1)

R (4.33)

are still left and right canonical, respectively.7 Therefore Eq. (4.32) is left canonical on
the left, right canonical on the right, and the central matrix S is diagonal — so it is an
almost-Schmidt decomposition, Eq. (4.6), as desired.

We can now reduce the bond dimension by dropping the smallest singular values, as well
as the corresponding columns of Q̂ and rows of P̂ . The compression scheme is summarized
in Algorithm 2. The truncation is combined with a left-sweep, so the returned MPO is left
canonical.

6Here and below, we use the short hand diag(1,A, 1) = A for block diagonal matrices, with sans-serif
letters for the middle block.

7Right-canonical form is preserved because R′ only affects the top row while leaving the bottom χ + 1
rows orthonormal, as required for right-canonical form.
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Algorithm 2 MPO Compression

1: procedure Compress({`, Ŵ (n), r}, η) . Cutoff η

2: `, {Ŵ (n)
R }, r ← RightCan[`, {Ŵ (n)}, r]

3: R← `
4: for n = 1, . . . , N − 1 do
5: (Ŵ

(n)
L , R)← Q̂R[RŴ

(n)
R ] . Eq. (4.23)

6: (M,R′)← R . Eq. (4.30)
7: (U, S, V †)← SVD[M ]
8: χ′ ← max{a : sa > η}; I ← {0, 1, . . . , χ′, χ+ 1}.
9: Q̂(n) ← [Ŵ

(n)
L U ]0:χ+1,I

10: R← [V †R′]I,0:χ+1

11: (Q̂(N), R)← Q̂R[RŴ
(N)
R ]

12: return `, {Q̂(n)}, Rr

Due the presence of “sweeps” in the algorithms, it is not immediately clear how to
generalize them to the infinite case, nor is the precise relation to truncations by “true”
Schmidt decompositions clear. We will address these points in Sections 4.7 and 4.8 below.
We note that our compression scheme is ε-close to optimal, in a sense we make clear below.

An Example

To demonstrate the utility of our compression scheme, we give a brief numerical example.
Specifically, we compress a Hamiltonian with long-ranged interactions and show our method
is quite comperable to the standard “MPS” compression technique, i.e. treating the operator
like an MPS in a doubled Hilbert space. We note, however, that our “MPO” compression
technique outscales the naive “MPS” technique because it contains only intensive values in
the entanglement spectrum.

It is well known that a two body interaction V (i− j) ÔiÔj, where V (r) =
∑χ

j=1 ajλ
r
j is

a sum of χ exponentials has an exact MPO representation with bond dimension χ.8 Our
algorithm will automatically discover this structure even if the MPO is initially presented in
a non-optimal form.

We therefore select a more challenging example with power-law interactions:

H1 =
N∑

k,n,m=1

JknJnmẐkẐnẐm + J ′nmẐnẐm (4.34)

8See Eq. 4.42 for an example.
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Figure 2: Compression of a finite MPO representing the Hamiltonian (4.34). (a) The bond

dimensions for: Ŵ , the naive MPO representation of H1; ŴL, the left-canonical representa-
tion by Alg. 1; ŴC , the compressed MPO by Alg. 2, and Ŵ ′

C , the result of the standard

MPS compression. (b,c) The Schmidt spectra of Ŵ ′
C and almost-Schmidt spectra of ŴC at

the sites denoted by the triangle and square, respectively. The numerical precision was taken
to be εcan = 10−12 for canonicalization and εC = 10−4 for compression.

where Jnm = |n − m|−2 and J ′nm = |n − m|−4. In (4.34) and below, we include a three-
body term to test our algorithms beyond the domain of two-body Hamiltonians, which was
addressed in previous work [125]. The results are shown in Fig. 2.

The compression in Fig. 2 follows Algorithm 2, and takes place in two stages. First, a
right-sweep with block-QR decomposition (Algorithm 1) performs a preliminary bond reduc-
tion: it only reduces bond dimensions if columns are linearly dependent. Then a left-sweep
of almost Schmidt value truncation results in a more significant compression. We com-
pare the resulting bond dimensions with those obtained from a standard MPS compression
(which does not preserve the block structure) and find them essentially identical. In fact,
the whole entanglement spectrum from the almost-Schmidt decomposition closely matches
the one from the true Schmidt decomposition. The only difference is the first two Schmidt
values are extensive and not present in the almost-Schmidt spectrum.9. We return to this
point in Section 4.8 below, when we discuss operator entanglement.

This concludes our discussion of compressing finite MPOs. We now move on to infinite
matrix product operators.

9Such an precise match of the spectra holds only for simple Hamiltonians; in general, however, we have
the interlacing relations (4.87).
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4.5 Local Infinite Matrix Product Operators

We now transition to infinite matrix product operators. The discussion proceeds analogously
to the finite case above. However, working with infinite operators requires additional care,
and our discussion will become corresponding more precise and detailed. Indeed, before we
can define and compute canonical forms, we must examine exactly what it means for an
infinite MPO to be local. We will precisely define and characterize a good class of operators
— operators of “first degree” — which (1) includes local physical Hamiltonians and (2) are
described by “local” iMPOs.

Locality is a non-trivial requirement for a physical operator. It is accompanied by a host
of properties, such as an extensive norm, and that spatially-separated terms should com-
mute. For Hamiltonians, perhaps the most important consequence of locality, however, is
the existence of thermodynamic limits: the ground state energy and other thermodynamic
observables grow as first order polynomials in the size of the system, i.e. extensively. We
would like to be able to work with and compress all such local Hamiltonians. As character-
izing the class of iMPOs with extensive ground states is quite difficult, we will instead work
with a class of operators characterized by an extensive norm, which includes virtually all
local physical Hamiltonians. As an analogy, just as local Hamiltonians of interest contribute
a constant amount of energy per site, we work with operators that are described be a con-
stant amount of “information per site”. We will often call such operators “local as iMPOs”
or simply “local”.

Norm and Transfer Matrices

The norm of an operator is a starkly different object than that of a state. States, of course,
are normalized, so the norm of a generic iMPS should be 1 in the limitN →∞. This is rooted
in the iMPS transfer matrix, where a standard result [116] shows that the largest eigenvalue
is non-degenerate with eigenvalue λ = 1, after normalization. In contrast, the space of
operators admits many different norms, and this choice must often be resolved by physical
considerations. When one is interested in ground state energies and static expectation values,
the sup norm is usually the correct choice. However, for questions of quantum dynamics in
the common setting of infinite temperature, the Frobenius (aka Hilbert-Schmidt) norm is
the natural one, which is relatively easy to compute.

In this work, our “default” norm will be a Frobenius norm per unit length. For a
translation-invariant operator Ĥ, call its restriction to N sites ĤN and define

||Ĥ||2F := lim
N→∞

〈ĤN , ĤN〉 = lim
N→∞

Tr[Ĥ†NĤN ]

Tr[1̂N ]
. (4.35)

where the subscript “F” is a reminder that this is essentially the Frobenius norm.10 The
norm is normalized so that ||I||F = 1, unlike the usual Frobenius norm where the norm

10We note that this norm is not submultiplicative: see Appendix D.
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of the identity is the dimension of the space. We will be interested in iMPOs where this
norm is extensive. Despite this choice of norm, we prove in Section 4.8 that our compression
algorithm behaves well with respect to the sup norm as well — so our choice of norm is
suitable for both dynamics and statics applications. We will therefore refer to (4.35) as the
norm of an operator in this work.

To compute the norm of an operator expressed as an iMPO, we must recall the definition
of the transfer matrix. The space of single site operators forms an algebra A with an inner
product 〈·, ·〉 such that 〈1̂, 1̂〉 = 1. We fix an orthonormal basis A = span{Ôα : 0 ≤ α < d}
(indexed by Greek letters α, β, . . . ) starting with Ô0 = 1̂. For example, one might take the

algebra of spin-1
2

operators with the basis of Pauli operators {1̂, X̂, Ŷ , Ẑ}. Then the real
algebra over this basis gives Hermitian operators and the complex algebra gives all operators.
For Fermions, Tr[ĉ†ĉ] = Tr[n̂†n̂] = 1, so one orthonormal basis is {1̂,

√
2ĉ†,
√

2ĉ, Ẑ = 1̂− 2n̂}
with complex coefficients. In such a single site basis, any operator-valued matrix Ŵ becomes
equivalent to an vector of c-number matrices {Wα} defined via

Ŵ =
∑

α

ÔαWα , (Wα)ab := 〈Ôα, Ŵab〉. (4.36)

Definition 13. Suppose Ŵ is an operator-valued square matrix that acts on the auxiliary
vector space V of dimension χ. Then the Ŵ -transfer matrix is a linear operator on V ⊗V ,
defined as

TW :=
∑

α

Wα ⊗Wα, (4.37)

where the bar denotes complex conjugation.

It is sometimes convenient to identify V ⊗V with the space of square matrices. Then TW
acts on matrices X ∈ V ⊗ V on the left by

XTW =
∑

α

W †
αXWα, (4.38)

where W †
α is the Hermitian conjugate as usual. By Choi’s Theorem [128], transfer matrix

are always postive operators: whenever X is positive semi-definite, so is XTW .
The transfer matrix gives a simple formula for the norm of an operator in terms of its

MPO representation. On a lattice of N sites, the norm squared is

||ĤN ||2F = (``) (TW )N (rr) . (4.39)

where `` := `⊗ ` and rr := r ⊗ r.
The only way that (4.39) can give rise to an extensive norm, (4.35), is if the iMPO

transfer matrix TW (4.37) is dominated by some nontrivial Jordan block with eigenvalue 1.
To build intuition, we first consider the simple example

Ĥ =
∑

i

d̂i with Ŵ =

(
1̂ d̂

0 1̂

)
, (4.40)
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such that 〈1̂, d̂〉 = 0 and 〈d̂, d̂〉 = ρ. Of course, ||HN ||2F = Nρ. Then the transfer matrix TW
is a 4× 4 matrix

TW =




1 0 0 ρ
0 1 0 0
0 0 1 0
0 0 0 1


 ∼




1 ρ 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 , (4.41)

where ∼ denotes a similarity transform (but not a gauge transform). Taking powers TNW ,
(4.39) shows that the Jordan block is clearly responsible for the extensive norm 11. This
behavior should be generic; all local operators should have an extensive norm. However, not
all iMPOs in regular form satisfy (4.35) because, even though such a Jordan block always
exists, it may not dominate the norm (4.39) as N → ∞. The remedy is to precisely define
the what it means for iMPOs to be “local as an iMPO”.

First Degree Operators

This section will carefully define the class of first degree operators. Before giving the math-
ematical definition, let us provide some motiviation.

A natural class of iMPOS which are local by any reasonable criterion are those whose
finite state machines do not involve any loops, such as Fig. 1. Such iMPOs represent
operators where each term has identities on all sites except on a contiguous block of at most
χ sites. This structure implies that the ground state must be extensive. These operators
can be readily characterized as follows:

Definition 14. An iMPO Ŵ is strictly local if its Â block is strictly upper-triangular.

However, this definition has important drawbacks: the property of Â being strictly
upper-triangular is neither gauge invariant, nor robust under small perturbations — which
inevitably arise as numerical errors from compression. This definition is therefore an inade-
quate starting point to define a good class of local operators.

As mentioned earlier, the cure is actually to consider a larger class of operators. We will
define this class first in terms of the transfer matrix and we will show by the end of the
section that these are the operators with extensive norms (4.35). Specifically, we make a

condition on the spectral properties of the Â block of their iMPO representation.

Definition 15. Suppose Ŵ is an iMPO in regular form (4.10), and TA is the transfer matrix

corresponding to its Â block. Ŵ is called first degree if |λ| < 1 for all eigenvalues λ of
TA.12

11The other two blocks do not contribute to the extensive norm, but can become relevant when the
operator has an extensive trace; see Appendix 4.A for details.

12We note our definition is closely akin to the idea of an “interaction” in the mathematical physics
literature. See e.g. Chapter 6 of [129].
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Property SL FD Gen

Leading eig.val. of TA λ = 0 λ < 1 λ <∞
Norm ||HN ||2F ∼ N ∼ N ∼ λN

Open Set 7 3 3

Closed under commutation. 3 7 3

Canonical form (see Sec. 4.6) 3 3 7

Table 1: Properties of different set of iMPOs: strictly local (SL), first degree (FD), and the
set of general (Gen) iMPOs without restriction.

The name “first degree” anticipates Prop. 17, which states that first degree operators have
extensive norm ||ÔN ||2F = O(N). Physically, this definition amounts to the requirement that
there is a decomposition (4.1) where the operators haL/R fall off with exponentially-localized
tails.

By Definition 15, the set of first degree iMPOs is a topologically open set, and is therefore
numerically robust, but also a superset of strictly local iMPOs. Indeed, strict locality implies
that the TA matrix is also strictly upper-triangular and thus nilpotent (all λ = 0). To give
an example of an first degree iMPO which is not strictly local, consider

ĤFD =
∑

i

∞∑

k=0

X̂i

[
i+k∏

j=i+1

αẐj

]
Ŷi+k+1 . (4.42)

whose iMPO representation is

ŴFD =



1̂ X̂ 0

0 αẐ Ŷ

0 0 1̂


 . (4.43)

The only eigenvalue of TA is |α|2, so

||ĤFD,N ||2F ∼





N |α| < 1

N2 |α| = 1

|α|2N |α| > 1

(4.44)

so ŴFD is first degree if and only if |α| < 1. In this sense, the definition of first degree

operators is tight. (Note that ĤFB only has extensive ground state energy for α < 1.) The
spectral nature of the definition also makes the class of first degree iMPOs invariant under
iMPO gauge transforms (see Lemma 25 in App. 4.A).

We caution that the class of first degree Hamiltonians is quite vast. It includes all
operators that are usually classified as “local Hamiltonians”. For instance, it include all
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k-local Hamiltonians, but also Hamiltonians with long ranged interactions with exponential
falloff. However, there are many operators which are first degree — such as projectors —
which do not make sense as Hamiltonians. See Appendix 4.D for an example.

A slight drawback of first degree operators is that — unlike strictly local operators —
they are not closed under commutation (the commutator of two first degree operators can be

“second degree”). Nevertheless, one can show (see Appendix 4.D) that if Ŵ is first degree

and Ŵ ′ strictly local, the commutator [Ŵ , Ŵ ′] is still first degree. This is sufficient for our
applications, including operator dynamics (see Section 4.10 below).

The dominant Jordan block of TW

We now show that the transfer matrix of first degree iMPOs have the dominant Jordan block
structure required for an extensive norm (4.35). From the finite state machine picture, we
know that the iMPO always maps the initial state to the initial state, and the final state
to the final state. Intuitively, the dominant Jordan block encodes the fact that these are
the “most important processes” in the state machine, rather than running around loops in
intermediate states.

We begin with an intermediate result which will be crucial to establish canonical forms
in Section 4.6 below.

Proposition 16. Suppose that Ŵ is a first degree iMPO and consider its upper-left block

V̂ :=

(
1̂ ĉ

0 Â

)
(4.45)

Then the transfer matrix TV has a unique dominant left eigenvalue of unity with an eigen-
vector X of the form

XTV = X, X =

(
1 x
x† X

)
. (4.46)

All other eigenvalues λ satisfy |λ| < 1.

Proof. Since V̂ has block sizes (1, χ), the transfer matrix TV has block sizes (1, χ, χ, χ2) in
the natural basis.13 Moreover, it is block upper-triangular in that basis:

TV =




1 ∗ ∗ ∗
0 A0 0 ∗
0 0 A0 ∗
0 0 0 TA


 , A0 = 〈1̂, Â〉, (4.47)

so the eigenvalues of TV are those of the diagonal blocks.

13Schematically, (1⊕ χ)⊗ (1⊕ χ) ∼= (1⊕ χ⊕ χ⊕ χ2).
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By first degreeness, all eigenvalues λ of the TA block have |λ| < 1. A technical linear
algebra fact, Lemma 26 from App. 4.A, shows the same is true for the A0 and A0 blocks.
The dominant eigenvalue of TV is therefore λ = 1 from the trivial upper-left block of TV .

To find the eigenvector, we compute XTV , which yields

(
1 c0 + xA0

c†0 + A†0x
† ∑

α c
†
αc+ c†αxAα + A†αx

†cα + A†αXAα

)
. (4.48)

So x and X are determined by

x[I − A0] = c0 (4.49a)

X[Id−TA] = Q (4.49b)

Q :=
∑

α

c†αcα + c†αxAα + A†αx
†cα. (4.49c)

As the eigenvalues λ of A0 and TA satisfy |λ| < 1, the operators on the left-hand sides of
(4.49) are invertible and solutions x and X exist. The dominant eigenvalue therefore has the
form (4.46).

Intuitively, in terms of the state machine, the leading eigenvector of TV is dominated
by the “initial to initial” process. It is worth noting that (4.49) can be written as Y −∑

αA
†
αY Aα = Q, which is reminiscent of the discrete Lyapunov equation Y − A†Y A = Q

which occurs in control theory. This is a first indication of a nice connection, which we shall
detail in Section 4.9 below.

We now “enlarge” the leading eigenvector of TV to form the dominant Jordan block of
TW , which is responsible for the extensive norm, Eq. (4.35).

Proposition 17. Suppose Ŵ is an first degree iMPO for Ĥ with order-unity trace: tr[Ĥ] =
O(1). Then there is a vector z such that the matrices

Z =

(
X z
z† 0

)
, and Z ′ =

(
0 0
0 1

)
, (4.50)

[with the same X from Eq. (4.46)] span the dominant Jordan block of TW :

(
Z TW Z ′TW

)
=
(
Z Z ′

)(1 ρ
0 1

)
, (4.51)

for some real number ρ ≥ 0. The norm, Eq. (4.35), is then extensive with ||ĤN ||2F → ρN as
N →∞.

This proposition is easily generalized to traceful operators at the cost of a more complex
Jordan block structure. The proof, given in Appendix 4.A, is similar to the one for Prop 16,
but somewhat more technical.
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We note that X, z and ρ can be calculated from Ŵ , but computational tractable formulas
use canonical forms, and await us in Sec. 4.6. Intuitively, the reason for the extensive norm
is that the overlaps of `` with Z and rr with Z ′ are both 1, so if Ŵ is first degree then

``TNWrr ∼
(
1 0

)(1 ρ
0 1

)N (
0
1

)
= Nρ. (4.52)

Therefore first degree operators, as anticipated by their name, have (Frobenius) norm which
is a first degree polynomial in N .

In summary, we have identified a well-behaved class of local iMPOs — first degree op-
erators — that are general enough to contain most operators of interest, and satisfy the
physical requirements of an extensive norm. Crucially, first degree iMPOs are qualitatively
distinct from generic infinite MPSes: their transfer matrix do not have a unique dominant
eigenvalue, but rather a dominant Jordan block (whose eigenvalue is fixed to unity without
normalization). Table 1 recapitulates these results. The distinction between a unique domi-
nant eigenvalue versus a Jordan block is of paramount importance as we upgrade canonical
forms from states to operators.

4.6 Canonical forms for Infinite MPOs

This section discusses canonical forms for infinite matrix product operators. We first show
that canonical forms exist : any first degree iMPO admits a choice of gauge that brings it to
left canonical form. Actually computing such a gauge transform is rather subtle. We first
give a general-purpose algorithm, based on QR iteration, with fast convergence for generic
iMPOs. Most iMPOs constructed to represent an analytical formula have a special property:
they are upper triangular. In this case, canonicalization can be done by an more efficient,
iteration free method. We also show that once an operator is in canonical form, it is easy
to read off its norm. To our knowledge, canonical forms for operators have not been defined
before, perhaps because of the non-trivial first degree requirement.

Existence of iMPO Canonical Forms

The definition of canonical form is much the same as in the finite case.

Definition 18. An iMPO Ŵ is in left-canonical form if its upper-left block V̂ has or-
thonormal columns: ∀b, c ≤ χ′,

χ∑

a=0

〈Ŵab, Ŵac〉 = δbc. (4.53)
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An iMPO is in right canonical form if its mirror is left canonical.
Defn. 18, the definition of iMPO canonical form, is closely related to the MPS case.

Precisely, Ŵ is left canonical as an iMPO if, and only if, V̂ is left canonical as an MPS. We
can thus import many properties from the case of states. For example, (4.53) can be written
in terms of the transfer matrix (defined in (4.38)) as

Id[0,χ] TV =
∑

α

V †αVα = Id[0,χ] . (4.54)

So Ŵ is left-canonical whenever Id[0,χ] is a left eigenvector of TV with eigenvalue 1. This fact
is exactly what allows us to prove that canonical forms exist.

Proposition 19. Let Ŵ be a first degree iMPO. Then there exists a matrix L that which
specifies a gauge transform

ŴLL = LŴ (4.55)

so that ŴL is left canonical.

The proof itself is given in Appendix 4.B, but we briefly outline the idea. Prop. 16 tells
us that, for any first degree Ŵ , the dominant eigenvector of TV is XTV = X. Suppose that
we could take the “square root decomposition” X = K†K with some invertible matrix K.
Then we could enlarge K to L = diag(K 1) and use it as a gauge transform ŴL = LŴL−1.

Such a ŴL is left-canonical:

IdTVL =
∑

α

(K−1)†V̂ †αK
†KV̂αK

−1

= (K−1)†XK−1 = Id

where V̂L = KV̂ K−1 is the upper-left part of ŴL. To turn this into a genuine proof, one
must deal carefully with the case when L is not invertible — and this is precisely what we
do in Appendix 4.B.

To demonstrate the utility of canonical forms, we now give a simple formula for the norm
of an (i)MPO. For any traceless operator, we can easily “improve” the canonical form via
the gauge transform

Llc :=




1
I s

1


 , s := [A0 − I]−1b0. (4.56)

(Also see Lemma 28.) This will gauge away the identity components of the last so that:

〈1̂, d̂〉 = 〈1̂, b̂a〉 = 0, ∀1 ≤ a ≤ χ , (4.57)

Doing this makes the dominant Jordan block particularly simple.
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Proposition 20. Suppose Ŵ is an iMPO for Ĥ in left-canonical form where (4.57) holds.

Then the dominant Jordan block of Ŵ is given by (4.50) and (4.51) with X = Id[0,χ], za =

〈Âab, b̂b〉+ 〈ĉa, d̂〉, and

lim
N→∞

||HN ||2F/N = ρ = 〈d̂, d̂〉+

χ∑

a=1

〈̂ba, b̂a〉. (4.58)

The proof is immediate from matrix multiplication. In practice, then, one should compute
the intensive norm of an iMPO by bringing it to left canonical form, gauging away identities
in b̂ by (4.155), and applying (4.58). The intuitive reason this works is that, in left canonical
form, orthonormality pushes all the weight in each term to the last site (e.g. 0.3X1Y2Z3 →
X1Y2[0.3Z3].) The norm is then simply the sums of the squares of the weights of the ending
sites. The condition (4.57) ensures that all the edges incident to “f” in the automata are
identity-free, i.e. no terms can “end prematurely”.

The finite case is directly analogous. A finite operator H whose MPO is left-canonical
with each Ŵ (n) also identity-free in the last column has norm

||HN ||2F =
N∑

n=1


〈d̂(n), d̂(n)〉+

χ(n)∑

a=1

〈̂b(n)a , b̂(n)a 〉


 . (4.59)

QR Iteration

We now present a general-purpose algorithm to gauge an iMPO Ŵ into left canonical form.
Recall that if we can decompose the dominant eigenvector XTV = X as X = R†R, then R
is exactly the gauge transform we need. Any algorithm along these lines must follow the
strategy: (I) find X, (II) decompose it to find R, and (III) deal with the case where R is not
invertible. We will see that (I) and (II) are straightforward, but (III) requires considerable
care.

Because X is the dominant eigenvector, it is simple to compute using the power method.
If Xn+1 := XnTV , then Xn → X as n → ∞. The speed of convergence is controlled by the
gap to the second-largest eigenvalue. Unlike in the MPS case, the second-largest eigenvalue
is typically far less than 1, so Xn converges quite fast. We have therefore achieved (I).

To decompose X, we need to take the square-root. Simply taking the matrix square-root
of X via eigendecomposition or Cholesky decomposition will severely reduce the precision
(from 10−16 to 10−8 with the standard floating point), which is undesirable. To sidestep this,
we use the technique of QR iteration, wherein each application of TV is performed by taking
a QR decomposition. Precisely, let Ŵ0 := Ŵ and for n ≥ 1 inductively define

Q̂nRn := Q̂R[Ŵn−1], Ŵn := RnŴ . (4.60)
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Algorithm 3 iMPO Left Can. Form: Iterated QR

1: procedure LeftCanQRIter(Ŵ , η) . η: desired precision
2: L← Id[0,χ+1]

3: ε←∞ . Current error
4: while ε > η do . Repeat until convergence
5: (Q̂, R)← Q̂R(Ŵ ) . Eq. (4.21)

6: Ŵ ← RQ̂
7: L← RL
8: ε← ||R− Id|| if R is square else ∞
9: return Q̂, L

Let R̃n denote the restriction of Rn = diag(R̃n 1) to the upper left blocks (and similarly for

Q̃n). We have ∑

α

V̂ †α R̃
†
n−1R̃n−1V̂α =

∑

α

R̃†n

(
Q̃n

)†
α

(
Q̃n

)
α
R̃n, (4.61)

so
(
R̃†n−1R̃n−1

)
TV = R̃†nR̃n. This computes the application of the transfer matrix while

maintaining the factorized form, giving the limit:

R̃†nR̃n = Xn
n→∞−−−→ X = R̃†R̃. (4.62)

One could then gauge-transform by R = diag(R̃ 1) as ŴLR = RW to find a left canonical

ŴL. We have now achieved (II).
The above procedure is no more than a simple adaption of a well-known standard method

in the iMPS context [118], and suffices to compute canonical forms for generic iMPOs.
However there are many reasonable iMPOs for which it fails badly (we will encounter them
in the application discussed in Section 4.10, Fig. 4 below). The essential problem is that

convergence Xn → X does not guarentee R̃n → R̃, especially when X is a singular matrix.
This is the main obstruction to achiving (III).

Algorithm 3 presents the “practical solution” to this conundrum. The idea is to apply a
gauge transformation after every QR step, i.e.:

Ŵ0 = Q̂1R1 , Ŵ1 = R1Q̂1 , Ŵ1 = Q̂2R2 , Ŵ2 = R2Q̂2 . . .

Then Ŵ1 is related to Ŵ0 by a gauge transform R1Ŵ0 = Ŵ1R1, and Ŵ2 to Ŵ0 by R2R1Ŵ0 =
Ŵ1R2R1, etc. The desired gauge transform to a canonical form will be approached by the
product Ln = RnRn−1 . . . R1. An important advantage of this method comes from bond

dimension reduction: to see this, suppose that Ŵ0 has bond dimension χ0 but linearly
dependent columns, so that Q̂1, R1 can have shape (χ0 + 2) × (χ1 + 2), (χ1 + 2) × (χ0 + 2)
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respectively, with χ1 < χ0.
14 As a result, Ŵ1 will have a smaller bond dimension χ1. Thus,

the first few iterations will reduce the bond dimension of Ŵ . Eventually, the bond dimension
will stabilize, and Rn will become a square matrix, and invertible in most situations, thereby
ameliorating the problem (III).

Unfortunately, there are still pathological cases where this algorithm will fail as well, but
it gives a good balance between speed, applicability, and ease-of-implementation. Appendix
4.B proves the conditions under which Alg. 3 converges, supplies non-converging counterex-
amples, and a more complex algorithm which we prove always converges (Algorithm 8). We
reiterate that Algorithm 3 will work almost always in practice, and the fool-proof algorithm
is only used to handle rare exceptions.

We remark that the above discussion on iMPO canonical forms (including Appendix 4.B)
can also be regarded as a careful treatment of iMPS canonical forms. To our knowledge,
the subtlety involved in the convergence of QR iteration has not been thoroughly discussed
previously, since it appears that the matrices encountered in iMPS calculations are always
in a generic class for which any QR iteration scheme converges.

Upper Triangular Algorithm

When an iMPO is an upper-triangular operator-valued matrix — as is often the case when
MPOs are constructed to represent an analytical Hamiltonian — it is possible to put it into
canonical form with a non-iterative algorithm. In some sense, algorithms for canonical forms
are a generalization of the Gram-Schmidt algorithm, where elementary row- and column-
operations are replaced by gauge transforms. In the upper-triangular case, however, gauge
transformations are so close to elementary row/column operations that we can adapt Gram-
Schmidt directly. The result is a non-iterative algorithm that uses an upper-triangular solver
to compute the gauge transform one column at a time.

Suppose we have an upper-triangular MPO

ŴM−1 =




1̂ · · ·
ŵ1 · · ·

ŵ2 · · ·
ŵ3 · · ·

. . .



. (4.63)

and assume, for induction, that the first M column vectors ŵ0, · · · ŵM−1 are already or-
thonormal. We want to modify ŵM → ŵ′M to be orthogonal to all previous columns. To do

14This is known as “rank-revealing” QR, and can be done by removing vanishing rows of R and the
corresponding columns of Q̂ after running some standard QR routine, for example.
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this, we apply a gauge transformation which is the identity except for the Mth column:

RM =




1 0 r0
. . .

...
1 rM−1

sM
. . .

1



. (4.64)

The transformation ŴM = RMŴM−1R
−1
M is then easily computed15 and maintains the upper-

triangular form, while only affecting columns M and beyond. In particular, setting sM = 1
temporarily,

ŵ′M = ŵM −
M−1∑

a=0

raŵa +
M−1∑

a=0

rad̂Mea (4.65)

where ea is the standard basis vector (ea)b = δba and d̂M := (ŵM)M = ŴMM is the diag-
onal component of the Mth column. In Gram-Schmidt, the last term is absent, and one
would simply set rb = 〈ŵb, ŵM〉 to orthogonalize the columns. We need only make a slight
modification to account for the last term.

Orthogonality against column b < M is the condition

0 ≡ 〈ŵb, ŵM〉+
M−1∑

a=0

(
−〈ŵb, ŵa〉+ 〈ŵb, d̂Mea〉

)
ra. (4.66)

This is just a linear equation Kr = c where

Kba = δba − 〈Ŵba, ŴMM〉 (4.67a)

cb = 〈ŵb, ŵM〉 , (4.67b)

the Kronecker-δ comes from the induction hypothesis 〈ŵb, ŵa〉 = δba, and K is lower-
triangular. Therefore we can easily solve for r = K−1c by back-substitution to find the
rb’s, giving an ŵ′M orthogonal to previous columns. We can use the final free parameter,
sM , to normalize. The effect of sM on column M is

ŵ′M → ŵ
′′
M =

1

sM
(ŵ′M − d̂MeM) + d̂MeM , (4.68)

The normalization condition 1 ≡ 〈ŵ′′N , ŵ
′′
N〉 implies

sM =

√
〈ŵM , ŵM〉

1− 〈d̂M , d̂M〉
. (4.69)

15The inverse R−1M has the same form as RM but with ra → −ra and sM → 1/sM .
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Exponential locality ensures the denominator is non-zero.
We have thus solved for the gauge transformation RM to orthonormalize column M

against the previous columns. Of course, this gauge will modify the columns beyond M , but
those are treated in subsequent steps. The procedure is summarized in Algorithm 4 and has
a total cost of O(χ3) operations. In each loop, we perform a triangular solve and a matrix
multiplication. The triangular solve costs O(χ2) and, since R is almost the identity matrix,
we can apply it in time O(χ2) as well. With the outer loop of size χ, we have a total cost of
O(χ3).

Algorithm 4 iMPO Left Can. Form: Triangular

Require: Ŵ upper-triangular
1: procedure LeftCanTriangular(Ŵ )
2: RT ← I1+χ+1

3: for M ∈ [1, χ] do

4: Kba = δba − 〈Ŵ †
ab, ŴMM〉 , m, k ∈ [0,M − 1]

5: cb =
∑M−1

a=0 〈Ŵ †
bM , ŴaM〉 , m ∈ [0,M − 1]

6: r ← K−1c . O(χ2) triangular solve
7: R← Id1+χ+1, RbM ← rb, m ∈ [0,M − 1]

8: Ŵ ← RŴR−1, RT ← RRT . only O(χ2)
9: s← Eq. (4.69)

10: R← Id1+χ+1, RMM ← s

11: Ŵ ← RŴR−1, RT ← LRT . only O(χ)

12: return Ŵ , RT

Several remarks are in order. First, this algorithm has an easily-curable instability, which
arises when sM in (4.69) is vanishingly small. This means ŵ′M − d̂MeM is also vanishing.
Consequently, in terms of the state machine, the Mth state cannot be reached from the
initial state, so one should simply discard the Mth row and column of Ŵ (as well as the
Mth row of the gauge matrix), and carry on.

In this section we have shown that first degree iMPOs can always be brought to canonical
forms. We then gave two algorithms for computing them, one which converges well for almost
all local iMPOs, and one which is specialized to upper-triangular iMPOs. Appendix 4.B gives
a yet-more-general algorithm, which is guarenteed to converge for all first degree iMPOs. We
now proceed to compression of infinite MPOs which, unlike canonicalization, hews closely
to the finite case.

4.7 Compression of iMPOs

We now explain how to compress infinite MPOs. The algorithm is directly analagous to the
finite case: use canonical forms to make an almost-Schmidt decomposition of the operator,
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then truncate the almost-Schmidt values. Subsequently, Section 4.8 will show it is virtually
optimal by bounding its error and Section 4.9 will link operator compression to problems in
control theory.

Suppose ŴR is an iMPO in right canonical form. Using the gauge from Lemma 28 we
may impose c0 = 〈1̂, ĉ〉 = 0 without loss of generality.16 There is then a gauge transform
between right and left canonical form,

CŴR = ŴLC, (4.70)

and c0 = 0 implies C = diag(1 C 1) is block-diagonal. (To ease bookkeeping, we treat ŴR

and ŴL as square matrices of the same dimension, though the algorithm works equally well
for non-square iMPOs.) The SVD of C = USV †, now implies

USV †ŴR = ŴLUSV
† , (4.71)

where U and V are unitary. Therefore, we can use them to gauge transform ŴL,R into

Q̂ := U †ŴLU and P̂ := V †ŴRV , (4.72)

which are left and right canonical, respectively. Furthermore, (4.71) implies that they are
related by the gauge transform

Q̂S = SP̂ . (4.73)

Consequently, we obtain a mixed canonical form for the iMPO:

ĤW = · · · ŴRŴRŴRŴR · · ·
= · · · ŴLŴLCŴRŴR · · ·
= · · · ŴLŴLUSV

†ŴRŴR · · ·
= · · · Q̂Q̂SP̂ P̂ · · · . (4.74)

In the second line above, we inserted an L matrix at −∞ and moved to the center using
(4.70); in the fourth line, U and V are moved to −∞ and +∞ respectively17.

Compression of iMPOs must be done on all bonds simultaneously and self-consistently,
otherwise errors are incurred even when the compression is exact. To ensure this self-
consistency, suppose for now that only χ′ < χ singular values are non-vanishing.18 Then

S = PP†S = SPP† = PS ′P̂ † (4.75)

16Actually we only need the t part and set s = 0. in Eq. (4.155).
17These operations incur O(1) errors near the boundary, which are negligible for an iMPO.
18In this case, the optimal compression error is zero, but the procedure itself is identical to the case where

the singular values are numerically small.
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Algorithm 5 iMPO Compression

1: procedure iCompress(Ŵ , η) . Cutoff η

2: ŴR ← RightCan[Ŵ ]

3: ŴR ← RŴRR
−1 so that ĉ0 = 0 . Use t from Lem. (28)

4: ŴL, C ← LeftCan[ŴR]
5: (U, S, V †)← SVD[C]

6: Q̂, P̂ ← U †ŴLU , V
†ŴRV

7: χ′ ← max{a ∈ [1, χ] : sa > η} . Defines P (4.76)

8: Q̂, S, P̂ ← P†Q̂P, ,P†SP,P†P̂P
9: return P̂ . One could also return Q̂.

where P is the projection matrix to the first χ′ indices in the middle block

Pab =

{
δab a ∈ {0, 1, . . . , χ′, χ+ 1}
0 otherwise,

(4.76)

and S′ = diag(s1, . . . , sχ′). We can then us the fact that, in mixed canonical form, the
position of S can be freely translated to any site using (4.73). We can then use (4.75) to
“conjure” up projectors at every bond of (4.74):

HW = · · · Q̂Q̂SP̂ P̂ · · · (4.77)

= · · ·PP†Q̂PP†Q̂PS ′P†P̂PP†P̂PP† · · ·
= · · · Q̂′Q̂′S ′P̂ ′P̂ ′ · · · (4.78)

where Q̂′ = P†Q̂P and P̂ ′ = P†P̂P now have bond dimension χ′. Either Q̂′ or P̂ ′ can be
returned as a compression of the original iMPO; one may make a choice keeping in mind that
Q̂′ and P̂ ′ are approximately left and right canonical, respectively. Since we have assumed
that the singular values beyond χ′ vanish exactly, this is an exact compression. When this
is not true, there will be some finite error (see Sec. 4.8) but the procedure is unchanged.
Algorithm 5 gives an implementation, which we reiterate works also for non-square matrices.

4.8 Operator Entanglement and Error Bounds

In this section we discuss the error resulting from compressing an operator. The first stage
in our analysis will be to show that, just as the singular values of an MPS are closely
related to the entanglement, the almost-Schmidt values of an MPO are closely related to the
operator entanglement entropy. We will immediately apply this relation to answer a practical
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question: how accurate is our compression algorithm? We will derive a quantitative bound
on the error and show the algorithm is ε-close to optimal. Finally, we will show that the
change in the sup norm is small under compression and hence our compression algorithm is
suitable to use when finding ground states.

Relation to Operator Entanglement

To assess the accuracy of our MPO compression scheme, we require a point of comparison.
For this, we recall that all MPO’s can be thought of as (non-injective) MPSes, and can
be compressed via the true Schmidt decomposition. We will refer to this as the “MPS”
compression method. For iMPOs, the iMPS method will simply fail, due to the Jordan
block structure and the reasons detailed in Section 4.6, as well as below, so our compression
scheme has no obvious competitor in the infinite case. On a finite chain, however, both
methods are valid, and it is meaningful to compare the MPO and “MPS” methods.

It is well-known that the matrix product compression of a state is intimately related to
its bipartite entanglement spectrum. The same notion can be defined for an operator Ĥ
viewed as a state. If we consider a finite chain [1, N ] and make an entanglement cut on bond
(n, n+ 1), then the (true) operator Schmidt decomposition is

Ĥ =

χ∑

a=−1
λaÔaL ⊗ ÔaR , Tr[Ôa†L ÔbL] = δab (4.79)

(and the same for R), where the ÔL’s and ÔR’s act only on the left or right of the cut
respectively. The Schmidt values λ−1 ≥ λ0 ≥ · · ·λχ > 0 are unique and positive.19 Note
that we do not normalize

∑
a λ

2
a to unity.

The reason the MPO compression scheme works is the close, quantitative, resemblance
between the almost-Schmidt decomposition, Eq. (4.6), and the true Schmidt decomposition,
Eq. (4.79). To see this, we start with the almost-Schmidt decomposition and convert it to
the true one. Suppose we have an almost-Schmidt decomposition (Definition 9):

Ĥ = ĤL ⊗ 1̂R + 1̂L ⊗ ĤR +
∑

a

saĥ
a
L ⊗ ĥaR

=
(
1̂L ĥL ĤL

)



1
S

1



(
ĤR ĥR 1̂R

)T
. (4.80)

where S = diag(s1 ≥ · · · ≥ sχ) is a diagonal matrix built from the almost-Schmidt values

and {1̂L/R, ĥ1L/R, . . . , ĥχL/R} are already orthonormal. All we need to do to get to the true

Schmidt decomposition is to add ĤL/R to the list and orthonormalize. Explicitly, we apply

19The irregular index convention for the λa’s will prove convenient below.
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a Gram-Schmidt update:

(
1̂L ĥL ĤL

)
=
(
1̂L ĥL Ĥ ′L

)



1 0 0
0 Id pL
0 0 NL


 , (4.81)

where paL := 〈ĥaL, ĤL〉 ensures orthogonality and NL := ||ĤL||2F − ||pL||2F enforces normal-

ization, so that {1̂, ĥ1L, . . . , ĥχL, Ĥ ′L} are now orthonormal. Doing the same on the right side,
the operator now becomes

Ĥ =
(
1̂L ĥL Ĥ ′L

)


NR pR 0
0 S pL
0 0 NL




︸ ︷︷ ︸
M :=

(
Ĥ ′R ĥR 1̂R

)T
. (4.82)

It follows that the true Schmidt values, i.e. the entanglement spectrum, is given by the
singular values of the matrix M . The essential point is that M and S are almost the same
matrix — and so their spectra are as well. We compute the precise relation between the
singular values of M and its matrix elements in Appendix 4.C with rank-one updates, and
import those results to here for show the optimality of our method.

The dominant feature of the entanglement spectrum is the separation of scales between
extensive and intensive values. Suppose Ĥ comes from a translation-invariant MPO on
N � 1 sites, and our entanglement cut is at some bond (n, n + 1) near the middle. Then
the matrix elements of M have a separation of scales:

NL,NR ∈ Θ(N), sa,pL,pR ∈ O(1). (4.83)

Without the p’s, M would be diagonal. There would then be two extensive singular val-
ues, namely N 2

L and N 2
R, and χ intensive ones, s21, . . . , s

2
χ. Appendix 4.C shows that the

extensive/intensive separation remains after the p’s have been taken into account:

λ2−1, λ
2
0 ∈ Θ(N) , λa ∈ O(1) , a = 1, . . . χ . (4.84)

This result illustrates again why the MPS compression scheme must fail with iMPOs: the
extensive Schmidt values diverge in the thermodynamic limt. Normalizing the Schmidt
values, that is, considering σa := λa/

√∑
b λ

2
b , would not be helpful: for any a > 0, σa ∈

O(1/N) vanishes in the thermodynamic limit, so that the normalized spectrum retains no
nontrivial information about the operator.

Intuitively, the separation of scales is a consequence of locality. Indeed, the two extensive
Schmidt vectors are very close to ĤL ⊗ 1̂R and 1̂L ⊗ ĤR — exactly the operators that the
block structure of our MPOs keeps track of “for free”. In other words, the local MPO
construction automatically keeps track of the extensive part of the spectrum (to a good
approximation), and we need only deal with the intensive part. This is precisely the role of
the almost-Schmidt decomposition.
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Comparison of MPO and “MPS-style” Compression

We now make to a quantitative comparison between MPO and “MPS-style” methods on
a finite chain. If we compress an operator from bond dimension χ down to χ′ with either
scheme, the new operators are

ĤMPS =

χ′∑

a=−1
λaÔaL ⊗ ÔaR ,

ĤMPO = ĤL ⊗ 1̂R + 1̂L ⊗ ĤR +

χ′∑

a=1

saĥ
a
L ⊗ ĥaR ,

respectively. The orthogonality properties of the decompositions tell us

||Ĥ − ĤMPS||2F =

χ∑

a=χ′+1

λ2a := εMPS(χ′), (4.85)

||Ĥ − ĤMPO||2F =

χ∑

a=χ′+1

s2a := εMPO(χ′). (4.86)

To compare these, we use the eigenvalue interlacing relation (derived in Appendix 4.C)

sa ≥ λa ≥ sa+2 , ∀ a ∈ [1, χ− 2] . (4.87)

We can therefore conclude

εMPS(χ′) ≤ εMPO(χ′) ≤ εMPS(χ′ − 2) . (4.88)

This means the difference between our scheme and the MPS scheme is within two Schmidt
values, which is negligible, since in practice one always truncates sufficiently deep into the
spectrum that sχ′ is small.

Since the MPS truncation scheme is known to be optimal[120], we can make the error from
our MPO scheme ε-close to optimal, by truncating at χ′ large enough that |sχ′ − sχ′−2| < ε.
There is no strict guarantee that this is possible, but for physical operators the entanglement
spectrum usually becomes a continuum with increasingly small separation. It is in this sense
that our truncation scheme is ε-close to optimal. We remark that the error analysis above
applies to the truncation of a finite MPO on an individual bond. It would be interesting to
analyze the global error of an iMPO compression, but we expect it to be almost exactly the
same as the iMPS case.

In summary, the MPO compression scheme only captures the intensive Schmidt values,
avoiding the pathological, extensive parts of the entanglement spectrum. As a result, we
obtain an excellent approximation to the optimal “MPS” compression while preserving the
locality structure.
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4.9 Relation to Control Theory

Remarkably, our MPO canonicalization procedure is a generalization of an extremely well-
studied problem in the field of control theory known as “model order reduction.” With this
connection in mind, one can use highly optimized libraries from that community to compute
MPOs compressions for general two-body Hamiltonians. The relation to control theory was
noted previously in Refs [124, 125]. Morally, one can think of writing the interaction potential
as a sum of decaying exponentials. The MPO, in turn, can then be written as the sum of
the small bond dimension MPOs for each operator. Our compression procedure is a strict
generalization of this technique: if the input to our algorithm is a two-body interaction,
then it automatically reproduces the sum of exponentials technique. On the other hand,
higher-body Hamiltonians do not obviously map to the problem solved in control theory, so
it would be interesting to pursue whether our procedure has useful implications for control
theory.

The control systems setting is a “state-space” system: a dynamical system whose state
is parameterized by a χ-dimensional vector x(t) with linear dynamics in discrete time. The
dynamics are defined by the update rule

x(t) = Ax(t− 1) +Bu(t)

y(t) = Cx(t) +Du(t) (4.89)

where u(t) is an ni-dimensional vector of possible “input” perturbations, y(t) a no dimen-
sional vector of “outputs,” and A is a matrix of size χ×χ, B is χ×ni, C is no×χ, and D is

no×ni. The data can thus be bundled into a (no+χ)× (ni+χ) matrix

(
C D
A B

)
, which was

the motivation for our MPO block conventions. One also defines transfer function of the
system, G(t) := CAtB, an no × ni matrix which describes the linear input-output response
at time t.

Two fundamental questions arise in the control theory setting. (I) Given a set of observa-
tions G(t), what state-space system (A,B,C,D) can reproduce the observations? (II) Given
a state-space system of dimension χ, can we produce a state-space system of lower order
χ′ < χ which approximates G(t)? This problem could arise, for example, when modelling
a complex electrical circuit, where x(t) parameterizes the voltages on wire segments, which
we wish to approximate by a simpler “lumped element” circuit with fewer components.

It is easy to see that a state-space system is equivalent to an MPO in the particular case
of a two-body Hamiltonian. A two-body interaction takes the general form

Ĥ =
∑

x>y

no,ni∑

α,β=1

Ôα
xV

αβ(x− y)P̂ β
y (4.90)

where {1̂} ∪ {Ôα
x}n0

α=1 and {1̂} ∪ {P̂ β
y }ni

β=1 are orthonormal sets of operators on sites x and y
respectively. On the other hand, each set of matrices A,B,C as in (4.89) define an MPO in
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regular form via
ĉ = ÔC , b̂ = BP̂ , Â = A1̂ , d̂ = 0 ,

where Ô = (Ôα)n0
α=1 and P̂ = (P̂ β)n0

β=1. It is not hard to check this MPO represents the
Hamiltonian (4.90) if and only if

[CArB]ab = V ab(r) .

This data is in precise agreement with that of state-space system, with the transfer matrix
G(t) of the state-space encoding the two-body interaction V (r). One could easily include

on-site terms as well, in which case d̂ would be non-zero.
With this mapping, we see that problems (I) and (II) are equivalent to finding an MPO

which reproduces a desired two-body interaction, and approximating an MPO by one of
lower bond dimension. In the control theory literature, (I) has been solved by an algorithm
of Kung [126], and (II) by “balanced truncation”[130], which we focus on here.

The starting point of the balanced truncation algorithm is the “controllability” Gramian
X and the “observability” Gramian Y ,

X ≡
∞∑

k=0

AkBB†
(
A†
)k

(4.91a)

Y ≡
∞∑

k=0

(
A†
)k
C†CAk (4.91b)

They are determined by the discrete Lyapunov equations

AXA† = X −BB† (4.92)

A†Y A = Y − C†C (4.93)

We can identify these as the fixed point condition for the left/right eigenvectors of the

right/left transfer matrix TR/L of Ŵ (c.f. TV above) in the particular case that Â = A1.
The controllability Gramian X is nothing other than the relevant block of the dominant
eigenvector of the transfer matrix, and similarly for TL and Y .

The idea of balanced truncation is to use the gauge freedom A→ gAg−1, C → Cg−1, B →
gB, under which the Gramians transform as X → gXg†, Y → g†

−1
Y g−1, to demand that the

Gramians be equal and diagonal: X = Y = diag(Σ). This is called the balanced condition.
The Σ are called the “Hankel singular values” for reasons we will explain shortly. In operator
language, this is nothing other than the almost-Schmidt decomposition Eq. (4.6) with values
sa = Σa. In balanced truncation, the model is then reduced by keeping the largest Σa, which
is known to be optimal with respect to a particular norm, the “Hankel norm” [131].

Indeed, with this mapping in mind, the balanced truncation algorithms found in the
literature are equivalent to the canonicalization procedure discussed here: solve the Lyapunov
equations for the Gramians X, Y (equivalent to finding the dominant eigenvector of transfer
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matrix), compute the Cholesky decompositions X = RR† and Y = LL†, and then SVD
UΣV = L†R, and let g = Σ−1/2V R−1.

Why are they called Hankel singular values? This brings us to Kung’s algorithm, which
obtains an approximate state-space representation given the desired output G(t) ∼ V (r). For
simplicity, let’s consider the simplest ni = no = 1 case, arising for instance from a density-
density interaction Ĥ =

∑
i,r>0 n̂i+rV (r)n̂i. It is easy to see that in the mixed-canonical

form at bond (0, 1), the left / right operators can be chosen to be ĥiL = n̂−i, ĥiR = n̂i+1 for

i ≥ 0 so that H =
∑

i,j ĥ
i
LV (i+ j + 1)ĥjR. The middle tensor then takes the form

M =




V (3) V (2) V (1)
· · · V (4) V (3) V (2)

V (5) V (4) V (3)

··· ...


 , (4.94)

which is by definition a “Hankel matrix,” with singular values M = UΣV consequently
referred to as the Hankel singular values.

The connection results in highly optimized routines to compute the optimal A,B,C from
the desired V using the Hankel structure. These are provided, for example, in the MATLAB
Control Systems Toolbox as balred, imp2ss and in the SLICOT library 20 as AB09AD. The
latter has a convenient Python API provided in the “control” library 21, which we have
used with great success for quantum Hall DMRG [132].

While the equivalence is clear in the two-body case, what is the control theory interpre-
tation of canonicalizing and truncating a more general MPO? This seems like an interesting
question.

4.10 iMPO Examples

This section provides two numerical examples of iMPO compression. This is where our
almost-Schmidt compression scheme truly shines, as the standard “MPS”-type truncation
schemes do not work at all in this regime. Indeed, to our knowledge, our algorithm is the
only one known to work for general iMPOs. We first give a “proof-of-concept” example for
long-ranged Hamiltonians and then give an iMPO implementation of the Lanczos algorithm.

We consider the three-body Hamiltonian

Ĥ2 =
∑

n∈Z

∑

x,y>0

Ẑn−xX̂nẐn+yJxJy, Jr = r−2 , (4.95)

with power-law interaction. To encode the Hamiltonian (which has a formally infinite bond-
dimension), we give the power-law interaction a large spatial cutoff R: Jr := 0 for r > R ,

20See http://slicot.org.
21See http://python-control.org.
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Figure 3: Compression of the iMPO representing (4.95). Main: The almost-Schmidt spectra

of iMPOs representing Ĥ2 with spatial cutoff R ranging from 32 to 512. As R → ∞, the
largest sa converge to a point-wise limit, while the long tails rapidly decays (so the latter
are finite-R artifacts). Inset: the bond dimensions of the iMPO before and afterwards with
a cutoff of ε = 10−4. Other numerical thresholds are the same as Fig. 2.

which we vary, so that the pre-compression bond dimension is χ = 2R. The pre-compressed
iMPOs have a block structure specific to three-body interaction; for example, when R = 3,
we have 



1̂ Ẑ 0 0

0 1̂ 0 J1X̂ 0 0

0 0 1̂ J2X̂ 0 0

0 0 0 J3X̂ 0 0

0 1̂ 0 J1Ẑ

0 0 1̂ J2Ẑ

0 0 0 J3Ẑ

1̂




. (4.96)

We then compress them the iMPO compression routine (Algorithm 5) which calls the upper-
triangular canonical form subroutine (Algorithm 4). The results are given in Figure 3. For
any reasonable tolerance, as R → ∞, the compressed bond dimension stabilizes to a tiny
value, thanks to the rapid decay of the almost Schmidt values. It is also interesting to
examine a compressed MPO (from χ = 2R = 256 to χ′ = 4):




1̂ Ẑ Ẑ

0.1781̂ .749X̂ .114X̂

.7421̂ .11X̂ .0117X̂

0.1781̂ Ẑ

.7421̂ Ẑ

1̂



. (4.97)
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Remarkably, while the strict locality of the uncompressed MPO is compromised, the block
triangular structure of (4.96) is intact. We can clearly see that each power-law is approxi-
mated by a sum of exponential decays governed by the 2 × 2 matrix on the diagonal block
of (4.97). Here we have applied a gauge transform after compression to make the MPO
upper-triangular, but this is not possible in general as the SVD step will destroy “triangu-
larizability”.

Our final example is somewhat more involved: an iMPO implementation of the Lanczos
algorithm. The Lanczos algorithm is originally from numerical linear algebra, where it is
used to tri-diagonalize a matrix. However, it was recognized in the 1980s [31] that it provides
an exact mapping from many-body dynamics problems to 1d quantum mechanics problems
on a semi-infinite tight-binding model. (This is known as the “recursion method”, see [10]
for a review.) Recent work by some of us [1] has found there are deep connections between
the Lanczos algorithm, thermalization, operator complexity, and quantum chaos.

The Lanczos algorithm is a simple iteration. Suppose Ĥ is a Hamiltonian and Ô is a
Hermitian operator. Conceptually, the Lanczos algorithm constructs the Krylov subspace
span{Ô, [Ĥ, Ô], [Ĥ, [Ĥ, Ô]], . . . } and iteratively orthonormalizes it. More precisely, we start

from Ô−1 = 0, Ô0 := Ô, b0 := 0, and for n > 0, we define recursively

Ân := [Ĥ, Ôn]− bn−1Ôn−2

Ôn := b−1n Ân where bn := ||Ân||1/2 . (4.98a)

The bn’s are known as the Lanczos coefficients, and it is well-known that {Ô0, . . . , Ôn} is an
orthonormal basis of the n-dimensional Krylov subspace. These objects are highly relevant
for the operator dynamics Ô(t) = eiĤtÔe−iĤt, and it is desirable to compute as many of
them as possible.

For generic many-body problems, exactly computing n Lanczos coefficients requires
O(eCn) resources. Now, whenever Ĥ and Ô are representable as iMPOs, the whole Lanczos
algorithm can be implemented using iMPOs using elementary operations from Appendix 4.D
and the intensive norm formula (4.58). If Ô0 is first degree and Ĥ is strictly local, all iM-
POs generated in the process will be first degree, so our compression scheme can potentially
reduce the computation cost of the Lanczos algorithm.

We benchmarked our iMPO implementation of the Lanczos algorithm, with the paradig-
matic chaotic Ising chain, see Fig. 4. Remarkably, we observe that the resulting bond
dimension of the operators Ôn grows only polynomially:

χ[Ôn] = O(na) , a ≈ 2 , (4.99)

shown in Fig. 4 (c), while one would naively expect exponential growth. This means that,
in principle, one could reach n = 60 − 80 with moderate hardware, far beyond 30 − 40 by
the exact method [1].

Practically, however, numerical precision becomes a limiting issue. Due to the iterative
nature of the algorithm, any small compression error in Ôn is magnified on subsequent
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Figure 4: Results of an iMPO implementation of the Lanczos algorithm, applied to Ĥ =
1
2

∑
n ZnZn+1−1.05Zn+0.5Xn and Ô =

∑
n Zn. (a) The Lanczos coefficients bn computed by

the iMPO implementation with SVD truncation threshold ε, compared to the exact method
(“ED”) of Ref. [1]. (b) Error in the bn’s at precision ε (compared to “ED” values). (c) Bond

dimension of the operators Ôn. The growth rate is roughly O(n2). (d) The almost Schmidt

spectra of Ô10. A large gap is visible at a ∼ 60 where sa drops by ∼ 10−6. (e) The almost

Schmidt spectra of Ô20. The gap is barely visible even with the smallest ε; the error starts
to grow rapidly around the same n.

steps. One can see from Fig. 4 (d) and (e) that the Ôn’s singular value spectrum has a
gap where the almost Schmidt values fall off by several orders of magnitude. A truncation
targeted at the gap will be essentially lossless. However, the smallest singular value above
the gap decreases rapidly with n, eventually reaching machine precision. Beyond that point,
the singular value spectrum will look continuous with no apparent gap, and any further
truncation will induce errors that grow quickly — as shown in Fig. 4 (b). One could account
for this by dynamically increasing the working precision along with n. Although this is
harder to implement and slower, the resource cost would still grow only polynomially with
n, a qualitative improvement over the exact method, so long as (4.99) continues to hold.
It will be very interesting to elucidate the reason of such an advantageous bond dimension
scaling.
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4.11 Unit Cell MPOs

Many physical systems have translationally-invariant unit cells with more than one site or
degree of freedom. As a simple example, putting a staggered magnetic field (−1)nẐn on a
spin chain requires a unit cell of two sites. To describe such Hamiltonians with an MPO,
one can either enlarge the on-site Hilbert space so it contains all N sites in the unit cell,
or using N tensors to describe the unit cell at the cost of the system only being invariant
under translation by N sites instead of 1 sites. Computationally, the second solution is far
more efficient, and such MPOS are called unit cell MPOs. This section will generalize our
previous notions of compression and canonicalization to the unit cell case. Just as in previous
sections, the compression algorithm is essentially straightforward, while the canonicalization
algorithm requires the new idea of topological ordering.

By far the most important use-case for unit cell MPOs is when doing DMRG on 2D
Hamiltonians. A standard technique is to use a ‘thin cylinder’ geometry of circumference Ly
sites and length Lx →∞. One then chooses a linear (1D) ordering for the sites on the cylinder
by wrapping around in a helical pattern. This effectively reduces the problem to a 1D chain,
but at a cost: interactions at distance r in 2D can be as far as Ly×r in 1D. Furthermore, the
resource cost grows hugely, as the matrix product state (MPS) bond dimension needed to
accurately capture a 2D area law state grows as χ ∼ eLy . In practice, therefore, 2D DMRG
is often limited to around Ly = 6, even with bond dimensions of χ ∼ 10, 000 or more.
For sufficiently long-range interactions in 2D, however, the bottleneck is not the MPS bond
dimension, but rather the MPO bond dimension needed to encode the Hamiltonian. Naively,
long-range interactions of range R result in iMPOs of bond dimension D ∼ R3, and thence
DMRG scales as D3 ∼ R9, which becomes quickly impractical. The algorithms given below
allow one to proceed by finding the best approximation for the iMPO of bond dimension
D′ � D. For many physical Hamiltonians, this compression incurs only a minor penalty
(say, 10−8) in the precision of the eventual ground state. For problems where the naive bond
dimension of the Hamiltonian is in the tens or hundreds of thousands, compression is not
only convenient but absolutely necessary to run DMRG on today’s supercomputers.

The rest of this Section is organized as follows. We first carefully define unit cell MPOs,
the immediate present the compression algorithm, which is a straightforward generalization.
We then turn to canonicalization, which requires a new concept of “topologically ordered”
finite state machines, and present an efficient canonicalization algorithm suitable for 2D
Hamiltonians.

Unit Cell MPOs

We now define MPOs with non-trivial unit cells (UCMPOs). The definitions are exact
analogues of the ones in Section 4.5, with one more index. As before, suppose suppose we
have an on-site operator space with an orthonormal basis {1̂, Ô2, . . . , Ôd} with inner product

〈Ôα, Ôβ〉 = δαβ. Any translation-invariant operator, with unit cell of size N , can be written
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as
Ĥ = · · ·

[
Ŵ (1)Ŵ (2) · · · Ŵ (N)

] [
Ŵ (1)Ŵ (2) · · · Ŵ (N)

]
· · · (4.100)

where each Ŵ (n) =
∑d

α=1[W
(n)]αÔα is an operator-valued matrix of size χ(n) × χ(n+1). We

denote the UCMPO as {Ŵ (n)}Nn=1 or simply {Ŵ (n)}. We require each Ŵ (n) to have blocks
of size (1, χ(n) − 2, 1)× (1, χ(n+1) − 2, 1)22 of the form

Ŵ =




1̂ ĉ d̂

Â b̂

1̂


 (4.101)

This ensures that each operator is a sum of terms that are the identity far enough to the left
or right — a physical and mathematical necessity for a local operator.

A UCMPO is said to be in left-canonical form if all but the last columns of each Ŵ (n)

are mutually orthnormal:23

χ−1∑

a=1

〈Ŵ (n)
ab , Ŵ

(n)
ac 〉 = δbc, ∀n ∈ Z/NZ. (4.102)

Similarly, an MPO is right-canonical if the rows of each tensor are orthogonal.
The representation (4.100) is not unique, which is a manifestation of gauge freedom. Two

UCMPOs {Ŵ (n)} and {Ŵ (n)′} are gauge equivalent if there gauge exist matrices {G(n)}
such that

Gn−1Ŵ
(n)′ = Ŵ (n)Gn, n ∈ Z/NZ. (4.103)

So long as Ĥ is sufficiently local, one can show there exist a gauge where the Ŵ (n)’s are
left-canonical (and another gauge for right canonical).

The Unit Cell Compression Algorithm

The idea of the compression algorithm for unit cell MPOs {Ŵ (n)} has the same steps as the
non-unit cell case:

1. Compute the right-canonical form {Ŵ (n)
R }.

2. Find the gauge {Gn} needed to transform to left-canonical form {Ŵ (n)
L }.

3. Take the SVD decomposition of the gauge: Gn = UnSnV
†
n and absorb the unitaries

into the Ŵ ’s. This realizes the almost-Schmidt decomposition of Eq. (4.6)

22Note this is a slightly different convention from the above sections.
23More explicitly, if

∑d
α=1

∑χ−1
a,b=1[W (n)]α∗ab [W (n)]αac = δbc for each Ŵ (n).
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4. Truncate the number of singular values in Sn from χ(n) to χ(n)′ and reduce the bond
dimension of the Ŵ ’s, producing the compressed Hamiltonian.

This section will show that this same procedure is correct and fill in some of the details. It
turns out that the most subtle part by far is canonicalization — the algorithm for putting an
MPO into left/right canonical form. We therefore delay the discussion of canonicalization
to Section 4.11 and for now simply assume it can be done.

We specialize to the case of N = 2 for concision, as larger unit cells are a direct general-
ization. Suppose that

Rn−1Ŵ
n
R = Ŵ (n)Rn (4.104)

is a gauge transformation so that the Ŵ
(n)
R ’s are left-canonical. Then

Ĥ = · · · Ŵ (1)Ŵ (2)Ŵ (1)Ŵ (2) · · · (4.105)

= · · · Ŵ (1)
L Ŵ

(2)
L Ŵ

(1)
L Ŵ

(2)
L · · · (4.106)

(4.107)

by introducing R2 at ∞ and sweeping to the right. We can then impose a further gauge
transformation to make the first row of each Ŵ

(n)
R simultaneously identity-free. This is done

by

R′n :=




1 tn 0
0 I 0
0 0 1


 , (4.108)

where the tn’s are chosen such that 0 = c
(n)
0 + tn − tn+1A

(n)
0 or

(
c
(1)
0 · · · c(N)

0

)
=

(
t1 · · · tN

)




I · · · −A(n)
0

−A(1)
0 I

. . . . . .

−A(n−1)
0 I


 .

(4.109)

To compute and apply this gauge iteratively, it is most efficient to iterate over the columns.
For each column, the linear equation can be solved in O(N) cost (as it is essentially upper-
triangular), and then the gauge may be applied in O(χ) cost as it only affects a single row
and column. The total cost is then O(Nχ2).

Imposing this gauge we may assume Ŵ
(n)
R has no identity components in its first row.

We may therefore find gauge transformations

Cn−1Ŵ
(n)
R = Ŵ

(n)
L Cn, (4.110)
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Algorithm 6 Unit Cell iMPO Compression

Require: {Ŵ (n)} is a first-order[2] unit cell iMPO.

1: procedure UnitCellCompress(Ŵ (n), η) . Cutoff η

2: Ŵ
(n)
R ← RightCan[Ŵ (n)]

3: Ŵ
(n)
R ← R′n−1Ŵ

(n)
R R

′−1
n so that ĉ

(n)
0 = 0 . Use tn from Eq. (4.109).

4: Ŵ
(n)
L , Cn ← LeftCan[Ŵ

(n)
R ]

5: (Un, Sn, V
†
n )← SVD[Cn]

6: Q̂(n), P̂ (n) ← U †n−1Ŵ
(n)
L Un , V

†
n−1ŴRV

7: χ(n) ← max{a ∈ [1, χ(n)] : S
(n)
aa > η} . Defines Pn.

8: Q̂(n), Sn, P̂
(n) ← P†n−1Q̂nPn,P†nS(n)Pn,P†n−1P̂ (n)Pn

9: return Q̂(n)

where Cn = diag(1 Cn 1) are each block diagonal. Putting in a C2 matrix at −∞ and
sweeping it to the center, we arrive at a mixed canonical form

Ĥ = · · · Ŵ (1)
L Ŵ

(2)
L C2Ŵ

(1)
R Ŵ

(2)
R · · · (4.111)

= · · · Ŵ (2)
L Ŵ

(1)
L C1Ŵ

(2)
R Ŵ

(1)
R · · · (4.112)

As Cn are block diagonal, we can compute their SVD’s

Cn = UnSnV
†
n , (4.113)

which will also be block-diagonal. Define

Q̂(n) := U †n−1Ŵ
(n)
L Un, (4.114)

P̂ (n) := V †n−1Ŵ
(n)
R Vn, (4.115)

for n ∈ Z/NZ. Then, since UnU
†
n = I = VnV

†
n , we have

Ĥ = · · · Q̂(1)Q̂(2)S2P̂
(1)P̂ (2) · · · (4.116)

= · · · Q̂(2)Q̂(1)S1P̂
(2)P̂ (1) · · · (4.117)

which is analgous to center-canonical form for MPS’s. The center bond can be swept back
and forth via the gauge relation

Sn−1P̂
(n) = Q̂(n)Sn, n ∈ Z/NZ. (4.118)

To see how compression works, we adopt the technique of assuming that the operator
can be represented exactly by an MPO of lower bond-dimension, i.e. that a number of
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the singular values vanish exactly. Finding the lower bond dimension MPO uses the same
algorithm as compression when the small singular values are truncated, so this shows the
correctness of the algorithm.

Thus we assume, temporarily, that only χ(n)′ of the χ(n) singular values of Sn are non-
zero. Hence there are projection operators Pn from bond dimension χ(n) to bond dimension
χ(n)′ with PnP†n a projector and P†nPn = I1+χ(n)′+1 and

Sn = SnPnP†n = PnS ′nP†n = PnP†nSN , (4.119)

where S ′n is the projected diagonal matrix of non-zero singular values.
We can then introduce pairs of projectors on each bond:

Ĥ = · · · Q̂(1)Q̂(2)S2P2P†2P̂ (1)P̂ (2) · · · (4.120)

= · · · Q̂(1)S1P̂
(2)P2P†2P̂ (1)P̂ (2) · · ·

= · · · Q̂(1)S1P1P†1P̂ (2)P2P†2P̂ (1)P̂ (2) · · ·
= · · ·P†2Q̂(1)P1P†1P̂ (2)P2S ′2P

†
2P̂

(1)P1P†1P̂ (2)P2 · · ·
= · · ·P†1Q̂(2)P2P†2P̂ (1)P1S ′1P

†
1P̂

(2)P2P†2P̂ (1)P1 · · ·

It is now clear how to define a new representation for Ĥ with a reduced bond dimension:

P̂ (n)′ := Pn−1P̂ (n)Pn (4.121)

Q̂(n)′ := Pn−1Q̂(n)Pn (4.122)

whereupon
Ĥ = · · · Q̂(1)′Q̂(2)′S2P̂

(1)′P̂ (2)′ · · · (4.123)

is a representation of Ĥ with lower bond dimension. Again, if we now relax the require-
ment that the truncated singular values were exactly zero, the strict equality of the new
representation becomes approximate, but the algorithm is the same.

Canonicalization & Topological Sorting for Unit Cell MPOs

In this section we provide the “missing link” needed to complete the compression procedure:
a canonicalization algorithm. Any unit cell MPO (UCMPO) can be put into left or right
canonical form using QR iteration[2] with cost O(Nχ3). As many as 40 iterations can be
necessary to reach high-precision, making this quite slow in practice. However, the MPOs
for Hamiltonians in DMRG have a special property, a “topological ordering”, which enables
canonicalization to be performed with cost O(Nχ3) but without iteration. For large MPOs
such as the one for BLG with χ ∼ 100, 000, this is a crucial speed-up. We first define
“topological order”, then provide the canonicalization algorithm and a proof of its correctness
and runtime. We conclude the section with a few remarks on practical implementation
details.



CHAPTER 4. LOCAL MATRIX PRODUCT OPERATORS 116

An MPO can be thought of as a finite state machine (FSM) for placing on-site operators
in a certain order [cite]. For MPOs with N tensors in a unit cell, the FSM gains an additional
structure: the FSM has N parts, with the nodes of part n corresponding to the bond between
Ŵ (n−1) and Ŵ (n) and edges between parts n − 1 and n corresponding to tensor elements
Ŵ

(n)
ab . See Fig 5 for an example.

When one writes down an (non-unit cell) MPO Ŵ for a Hamiltonian “by hand”, then the

MPO generally has a special structure: Ŵ is upper-triangular as a matrix. In [2], the upper
triangular structure permitted a fast canonicalization algorithm. However, this does not
immediately generalize to a unit cell MPO, for a simple reason: if a unit cell MPO {Ŵ (n)}
has bond dimensions χ(1), χ(2) . . . χ(n), not all equal, then the matrices are rectangular and
cannot all be upper trianglar. To find a good generalization of triangularity, we must look
to the finite state machine.

A UCMPO {Ŵ (n)}Nn=1 is said to be loop free if its finite state machine contains no loops,
aside from the initial and final nodes. One can check that for N = 1, then an MPO is loop
free if, and only if, Ŵ is upper-triangular. (We note that both the upper triangular and

loop free conditions are gauge-dependent.) Furthermore, for any N , if each Ŵ (n) is square
and upper-triangular, then the UCMPO is loop free. The converse is almost true as well;
any loop free UCMPO is an upper-triangular MPO “in disguise”. To see this, we need a
definition, which will be at the heart of this section.

Definition 21. A topological ordering for a UCMPO {Ŵ (n)}Nn=1 is an ordering of the
nodes of the FSM (excluding the initial and final nodes)

O = {(a1, n1) ≺ (a2, n2) ≺ · · · ≺ (aχ, nχ)} (4.124)

such that
Ŵ

(n)
ab = 0 whenever (a, n− 1) � (b, n), (4.125)

where n ∈ Z/NZ indexes the bond, a ∈ N indexes the node within the bond, and χ =
∑

n χ
(n)

is the total number of nodes.

If an MPO is loop free, then its finite state machine (excluding the initial and final nodes)
is a directed acyclic graph, and thus contains at least one topological ordering. This is easily
computed by Kahn’s algorithm (a standard result in graph theory) with cost linear in the
number of nodes plus edges in the FSM. With this, we can show that loop free UCMPOs are
upper triangular ones “in disguise” and then use this ordering as the basis for an efficient
canonicalization algorithm.

Lemma 22. Suppse {Ŵ (n)}Nn=1 is a loop free MPO. Then, by inserting rows and columns
of zeros and permuting the rows and columns of the matrices (which is a gauge transform),

{Ŵ (n)} can be made upper triangular.

Proof. Suppose the bond dimension of Ŵ (n) is χ(n−1) on the left and χ(n) on the right, with
χ =

∑
n χ

(n). Let O be a topological ordering for {Ŵ (n)} of the form 4.124. Define a gauge
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Figure 5: An example of the finite state machine for an MPO with unit cell size 4. One
on-site operator is placed for each arrow, and the arrows wrap around from right to left.
Each gray box represents the data stored in one tensor. The UCMPO has bond dimension
(χ4, χ1, χ2, χ3) = (5, 4, 4, 5) and is loop free. The blue numbers are a (non-unique) topological
ordering for the nodes.

matrix Pn of dimension χ(n) × χ with matrix elements

[Pn]b,i =

{
1 if (b, n) = Oi

0 otherwise.
(4.126)

This “blows up” Ŵ (n) on the right to bond dimension χ > χ(n) by inserting zeros, and
puts the indices into topological order. One can check that P†nPn = Iχ(n) , so we may define

Ŵ (n)′ := P†n−1Ŵ (n)Pn of size χ × χ (which obeys Pn−1Ŵ (n)′ = Ŵ (n)Pn, making it a gauge
transform).

This is upper-triangular. Take i ≥ j. Then either Ŵ
(n)′

ij = W
(n)
ab for Oi = (a, n − 1)

and Oj = (b, n), or Ŵ
(n)′

ij = 0. But Oi = (a, n − 1) � (b, n) = Oj, so W
(n)
ab = 0 regardless.

Therefore Ŵ (n)′ is upper triangular.

The algorithm for left canonicalization of loop free UCMPO is given in Alg. 7. We will
now show that it is both correct and efficient.

Proposition 23. Suppose {Ŵ (n)}Nn=1 is loop free. The output of Alg. 7 is a left canonical
UCMPO.
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Algorithm 7 Unit Cell iMPO (Left) Canonicalization

Require: {Ŵ (n)}Nn=1 is a loop free UCMPO.

1: procedure UnitCellLeftCanonical(Ŵ (n), η)

2: O = Kahn’sAlgorithm[FSM[{Ŵ (n)}]]
3: for (b, n) ∈ O do
4: P ← {a : O 3 (a, n) ≺ (b, n)}
5: ra ←

∑
c〈Ŵca, Ŵcb, , 〉 ∀a ∈ P

6: R← Iχn , Rab ← ra, ∀a ∈ P
7: Ŵ (n) ← Ŵ (n)R, Ŵ (n+1) ← R−1Ŵ (n+1)

8: R← Iχn , Rbb ←
(∑

c〈Ŵ
(n)
cb , Ŵ

(n)
cb 〉
)−1/2

9: Ŵ (n) ← Ŵ (n)R, Ŵ (n+1) ← R−1Ŵ (n+1)

10: return {Ŵ (n)}

Proof. The main idea is to iterate over the columns of {Ŵ (n)} in topological order, orthog-
onalizing each column against all the previous ones as in Gram-Schmidt.

Let O be a topological order for the nodes as in (4.124). As each Ŵ (n) has the form
(4.101), the first column of each is already orthonormal. We proceed by induction. Suppose
that we have orthogonalized columns up to (d, n) ∈ O. Then for (a,m), (b,m) ≺ (d, n),

∑

c

〈Ŵ (m)
ca , Ŵ

(m)
cb 〉 = δab. (4.127)

Let P := {(a, n) : (a, n) ≺ (d, n)} and for each (a, n) ∈ P , define the inner products with
all previous columns as

ra :=
∑

c

〈Ŵ (m)
ca , Ŵ

(m)
cd 〉, (4.128a)

R := Iχ(n) −
∑

a∈L
raead (4.128b)

where ead is the elementary matrix where entry ad is 1 and the rest are zero: (ead)ij = δaiδdj.
Here R is only non-identity in column d, and it performs elementary column operations
when acting to the left and elementary row operations acting to the right. In particular,
we have chosen it to perform one Gram-Schmidt step, orthogonalizing column d against
previous columns of Ŵ (n). As R is invertible, R−1 = Iχ(n) +

∑
a∈L raead, so we can cast this

Gram-Schmidt step as a gauge transform:

Ŵ (n)′ := Ŵ (n)R, (4.129a)

Ŵ (n+1)′ := R−1Ŵ (n). (4.129b)
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We then have two things to show: (1) that this gauge transform really does orthogonalize

column d of Ŵ (n) against previous columns and (2) that the gauge transform does not ruin
the orthogonality condition of Eq. (4.127). Both are easy computations.

For (1), the effect of R acting on Ŵ (n) on the right is to add column c to column d with
coefficient rc:

Ŵ (n)R = Ŵ (n) −
∑

c∈L
rcŴ

(n)ecd.

However, Ŵ (n)ecd =
∑

b

(
Ŵ

(n)
bc

)
ebd, so only column d is modified and

∑

b

〈Ŵ (n)
ba , Ŵ

(n)ecd〉 = δac

by (4.127). Therefore, for any (a, n) ≺ (d, n),

〈Ŵ (n)′
:,a , Ŵ

(n)′

:,d 〉 = 〈Ŵ (n)
:a , Ŵ

(n)
:d 〉 −

∑

c∈L
rc〈Ŵ (n)

:,a , [Ŵ
(n)ecd]:,d〉

= ra −
∑

c∈L
rcδca = 0.

Therefore column d of Ŵ (n) is orthogonal to each previous column.
For (2), the effect of R−1 acting on the left of Ŵ (n+1) is to add row d to row c with

coefficient rc:

Ŵ (n+1)′ = Ŵ (n+1) +
∑

c∈L
rc
∑

e

(
Ŵ

(n+1)
de

)
ece =: Ŵ + δŴ .

Take (a, n+ 1), (b, n+ 1) ≺ (d, n). Then

[δŴ ]:,a =
∑

c∈L
rc

(
Ŵ

(n+1)
da

)
eca = 0

since Ŵ
(n+1)
da = 0 as (d, n) � (a, n+ 1) by (4.125), and similarly [δŴ ]:,b = 0. Therefore,

〈Ŵ (n+1)′
:,a , Ŵ

(n+1)′

:,b 〉 = 〈Ŵ (n)
:,a + δŴ:,a, Ŵ

(n)
:,b + δŴ:,b〉

= 〈Ŵ (n)
:,a , Ŵ

(n)
:,b 〉+ 0 = δab,

so the induction hypothesis (4.127) holds for {Ŵ (n)′}.
As the gauge transform R adds previous to column d of Ŵ (n) and adds row d of Ŵ (n+1) to

previous rows, the transformed UCMPO is also loop free. Thus after this gauge transform,
column d of Ŵ (n)′ is orthogonal to all previous columns and all of the structure of the
UCMPO is preserved.
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A similar, simpler gauge transform

R = Iχ(n) +
(∑

c

〈Ŵ (n)′

cd , Ŵ
(n)′

cd 〉
)−1/2

edd

can then be used to normalize column d of Ŵ (n)′ . Repeating the previous arguments, one
can show that this similarly does not disrupt the orthogonality of Ŵ (n+1)′ or the loop free
condition. Therefore we have made one more column orthonormal to the previous ones,
completing the proof.

Algorithm 7 is has cost O(
∑

n χ
3
n). This is somewhat surprising, as it seems we are

doing χ =
∑

n χn total gauge transformations, each of which is a matrix multiplication.
However, the R matrices are particularly simple: they only differ from the identity in a single
column. The transformations Ŵ (n)′ = Ŵ (n)R and Ŵ (n+1)′ = RŴ (n+1) to orthogonalize a
column may be performed with rank-1 matrix updates whose cost is only O(χ2

n). Similarly,
the gauge transform to normalize a column, which simply scales a row or column, costs
only O(χn). As we must iterate over every column of every tensor, the total cost in then
O(
∑

n χ
3
n). However, each iteration requires only elementary matrix operations, for which

highly optimized libraries are available, which gives a low constant factor on the algorithm.
One can also employ these algorithms with charge-conserving MPOs, which vastly decreases
the runtime in practice.

4.12 Properties of Compressed Hamiltonians

This section will show that compressed Hamiltonians are accurate approximations to the
original Hamiltonian. This will give us guarantees that the (ground state) physics of interest
in is unchanged by compression. In fact, just as with matrix product states, the error is
controlled by the weight of the truncated singular values. We demonstrate three properties
of the compressed Hamiltonian: (1) the change in the sup norm and ground state energy is
small, (2) the fidelity of the compressed ground state versus the true ground state is high, and
(3) ground state observables are accurate. We illustrate these properties with the example
of the fraction quantum hall effect.

To frame the question, let us back up for a second. We envisage two common applica-
tions for our compression algorithm: compressing operators for use in infinite-temperature
dynamics, and compressing Hamiltonians whose naive MPO bond dimensions are too large
for DMRG. For the first, the figure of merit for the compression error is the change in the
Frobenius norm of the operator — which we have already shown is small and proportional
to the sum of the truncated singular values. For the second, however, the figure of merit is
the change in the sup norm, an operator norm well-suited for ground state properties. If Ĥ
is an operator, then it’s sup norm is given by

||Ĥ||2 := sup
|ψ〉

〈ψ|ĤĤ|ψ〉
〈ψ|ψ〉 . (4.130)
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For finite dimensional systems, the sup norm is the magnitude of the eigenvector furthest
from zero.24

We will also use the non-scaled Frobenius norm, which we denote with a lowercase ‘f ’:

||Ĥ||2f := Tr[Ĥ†Ĥ] = Tr[I] · ||Ĥ||2F . (4.131)

Ground State Error Bound

Our task for this section is to show the change in the ground state energy is also small
under compression25. As mentioned above, the class of first degree operators to which
our algorithms apply is broader than the class of physically reasonable Hamiltonians. For
instance, there are projectors which can be represented with small bond dimension MPOs
which are first degree, but whose ground states energies are not extensive. If one feeds
in an first degree operator which is a “non-Hamiltonian” with a superextensive ground
state energy, then the error in the ground state energy may be very large. But, while this
is mathematically true, such operators do not make sense as physical Hamiltonians. We
therefore exclude them for consideration and restrict ourselves to operators which are sums
of terms with support on at most k sites.26 This allows us to give the following bound.

Proposition 24. Suppose Ĥ is an operator on N sites with on-site dimension d and at most
k-body interactions. Suppose Ĥ can be written in the form

Ĥ = ĤL1̂R + 1̂LĤR +

χ∑

a,b=1

ĥaLMabĥ
b
R (4.132)

where each ĥaS is a unique tensor product of on-site operators (such as a Pauli string XYXZ
or ĉ†ĉĉ†ĉ for fermions).

If we take the singular value decomposition M = USV † and define OL := ĥLUL, OR :=
V †RĥR, then for χ′ < χ, we can define the compressed Hamiltonian

Ĥ ′ := ĤL1̂R + 1̂LĤR +

χ′∑

a=1

Ôa
LsaÔ

a
R (4.133)

24As one can freely shift the zero point of energy of a Hamiltonian by taking Ĥ → Ĥ +λI, we sometimes
assume without loss of generality that the sup norm gives the ground state eigenvalue. For local Hamiltonians,
the ground state energy is extensive in the number of sites N : E0 ∝ ε0N . We therefore often work with the
sup norm per site, with the same notation.

25We note that small changes to the Hamiltonian can cause dramatic changes to the ground state
wavefunction. For example, if the Hamiltonian is ε-close to a first order phase transition, like H =∑

(1 − ε
2 )Ẑ + X̂X̂, then an ε change (such as εẐ) in the Hamiltonian will completely alter the ground

state, even though the change in the ground state energy will still be ε-small. Away from phase boundaries,
the ground state wavefunction and its expectation values should change continuously with the Hamiltonian.

26Similar bounds apply to broader classes of Hamiltonians, but require greater technical complexity.
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where {s1 ≥ s2 ≥ · · · ≥ sχ} are the singular values. Then the change in the ground state
energy δE satisfies

δE ≤ ||Ĥ − Ĥ ′||s ≤

√√√√dk
χ∑

a=χ′

s2a ≤ d
k
2 ||Ĥ − Ĥ ′||F . (4.134)

The idea of the proof is that each term in the Hamiltonian, being local, can only change
the ground state energy slightly. The total change in the energy is then bounded above by
the number of terms times the size of each term, which, we know to be small since they have
small singular values. One could prove analagous bounds broader classes of Hamiltonians,
such as long-range interactions, but this might require a significant amount of “technology”
to specify the class of operators under discussion. Nevertheless, we expect the essential point
to remain unchanged: for Hamiltonian-class operators, the change in the ground state energy
is O(1) times the weight of the truncated singular values.

Proof of Prop. 24. With our default inner product, if Ô is an operator supported on S ⊂ Z,
a set of size |S| = k, then

〈Ô|Ô〉F =
Tr[Ô†Ô]

Tr[I]
=

Tr[Ô†SÔS]

Tr[1̂⊗k]
=
||Ô||2f
dk

. (4.135)

Quite generally, ||Ô||s ≤ ||Ô||f . So 〈Ô
∣∣Ô〉 = 1 implies

||Ô||2s ≤ ||Ô||2f = dk (4.136)

for an operator supported on k sites.
We will assume that E0 = ||Ĥ||2 is the ground state of the Hamiltonian, though in

principle it could also be the ground state of −Ĥ. As each term is unique, the operators on
the right and left sides are both orthonormal:

〈Ĥa
S|Ĥb

S〉 = δab, S ∈ {L,R}. (4.137)

As each term is supported on at most k sites, it follows from (4.136) that

||Ĥa
LĤ

b
R||2f = dk. (4.138)

It is a standard fact about eigenvalues that if Ĥ = Ĥ ′ + δĤ and E ′0 := ||Ĥ ′||s, then

δE := |E ′0 − E0| ≤ ||δĤ||s. (4.139)

By hypothesis

||δĤ||2s = ||
χ∑

a=χ′

Ôa
LsaÔ

a
R||2s ≤

χ∑

a=χ′

s2a||Ôa
LÔ

a
R||2s (4.140)
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We can now separately bound each term in the sum using locality:

||Ôc
LÔ

c
R||2s ≤ ||Ôc

LÔ
c
R||2f

= ||
χ∑

a,b=1

UacV cbĤa
LĤ

b
R||2f

=
∑

abef

UacV cb(U ec)∗(V cf )∗Tr[Ĥa†
L Ĥ

b†
R Ĥ

e
LĤ

f
R]

=
∑

abef

UacV cb(U ec)∗(V cf )∗dkδaeδbf

= dk
χ∑

a=1

|Uac|2
χ∑

b=1

|V cb|2

= dk,

where we have used (4.136) several times and the last two equalities follow from orthogonality
of the H’s and orthogonality of the columns and rows of U and V , respectively.

Combining our inequalities, we have

||δĤ||2s ≤
χ∑

a=χ′

s2a||Ôa
LÔ

a
R||2s ≤ dk

χ∑

a=χ′

s2a. (4.141)

In other words, the change in the ground state energy from truncation is proportional to
the truncated singular values. It is crucial that this error does not involve N , the number
of sites, so one can easily take the thermodynamic limit to find that, in an infinite system,
the change in the ground state energy from truncating on every bond is also small. We also
note that, although we have expressed this bound in terms of operators for convenience, this
bound also applies to our MPO compression algorithm. Thus one may take a Hamiltonian,
write it in a suboptimal MPO representation with a large bond dimension, then compress it
to a small bond dimension and run DMRG or other algorithms to find its ground state energy
with only a small error. This is particularly useful in the case of long-ranged interactions
or two-dimensional problems, where the MPO dimensions for the naive MPOs are can be
impractically large.

Compressed Hamiltonians are Accurate

The accuracy of a compressed Hamiltonian is controlled by the weight of the truncated sin-
gular values in almost-Schmidt form, Eq. (4.6). Conceptually, one should think of truncation
as introducing a small perturbation to the Hamiltonian. If the truncated weight is small,
then the perturbation is small, and its effects to the ground state energy, the fidelity, and
other observables are also small.
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We know from the previous section that the change in the ground state energy is bounded
by weight of the truncated singular values

ε2 :=

χ′∑

a=χ+1

s2a, (4.142)

In practice, the singular values for an Hamiltonian fall off quite quickly — often exponentially,
or a power law at worse. So retaining only a small number of singular values can produce a
highly accurate approximation for the ground state energy.

It is natural to assume that if the ground state energy is accurate, then the other ground
state properties — such as expectation values of observables and even the entire ground
state wavefunction — are accurate as well. Unfortunately, there is a rare but severe failure
of this assumption. Near a first-order phase transition, a tiny perturbation to a Hamiltonian
can push the system across the phase transition, changing the properties of the ground
state in a discontinuous manner (except for the energy). On the other hand, first-order
phase transitions are usually measure zero in phase space, so this is almost always irrelevent.
We can therefore understand the generic case by simply assuming we are far from a phase
transition and the ground state changes continuously.

To do this, we work in first order perturbation theory. Suppose Ĥ is a k-body Hamiltonian
with a unique ground state with gap ∆E. Suppose we write Ĥ = Ĥ ′ + δĤ with truncated
weight ε2 as in (4.142), and consider an observable of interest Ô. Then we can write the new
ground state as

|E0(δ)
′〉 = |E0〉+ |δE0〉+O(ε2),

|δE0〉 =
∑

λ 6=0

〈Eλ|δĤ|E0〉
Eλ − E0

|Eλ〉 .

Then

∆O := |〈E0(δ)
′|Ô|E0(δ)

′〉 − 〈E0|Ô|E0〉|
= 2|Re 〈E0|Ô|δE0〉|+O(ε2),

so

|〈E0|Ô|δE0〉| ≤
∣∣∣∣∣
∑

λ 6=0

〈E0|δĤ|Eλ〉 〈Eλ|Ô|E0〉
Eλ − E0

∣∣∣∣∣

≤ 1

∆E

∣∣∣∣∣
∑

λ 6=0

〈E0|Ô|Eλ〉 〈Eλ|δĤ|E0〉
∣∣∣∣∣

≤ 1

∆E

∣∣∣〈E0|Ô δĤ|E0〉 − 〈E0|Ô|E0〉 〈E0|δĤ|E0〉
∣∣∣

≤ 2

∆E
||Ô|| · ||δĤ||
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where we have used
∑

λ 6=0 |Eλ〉 〈Eλ| = I − |E0〉 〈E0| and submultiplicativity of the norm.
Using (4.134), the change in the expectation value is bounded by

∆O ≤ 4d
k
2

∆E
||Ô|| ε. (4.143)

We may therefore conclude that the error in expectation values is small, provided that the
uncompressed Hamiltonian is sufficiently far from a first-order phase transition. A physical
example is given in Fig 6 below. The condition of a gapped ground state may be relaxed,
in which case the error will be controlled by the matrix elements of Ô between the ground
state and low-lying excited states.

Compressed Hamiltonians have High Fidelity

We have now seen that the ground state energy and expectation values of observables are
accurately captured by the approximate, compressed Hamiltonian. In fact, the entire ground
state wavefunction |ψ′〉 of Ĥ ′ is very close to the original ground state wavefunction |ψ〉 of

Ĥ. This allows us to use structural properties of |ψ′〉, such as its correlation length as a
function of MPS bond dimension, as an accurate stand-in for the true ones and use them to
e.g. diagnose the scaling properties of phase transitions.

To see this, we again work in perturbation theory, this time to second order. Let Ĥ =
Ĥ ′ + δĤ and take the same assumptions as above. Then we write

|E0(δ
′)〉 = |E0〉+ |δE0〉+ |δ2E0〉+O(ε3).

so

〈E0|E0(δ)
′〉 = 1 + 0− 1

2

∑

λ 6=0

〈E0|δĤ|Eλ〉 〈Eλ|δĤ|E0〉
(Eλ − E0)2

.

By the same argument as above, therefore, the error in the ground state fidelity is bounded
by

|1− 〈ψ′|ψ〉| ≤ dk

∆E2
ε2. (4.144)

To conclude, we provide a physical example to illustrate the bounds we have given here:
a model for the Fractional Quantum Hall effect (FHQE). This is a strongly-interacting
2D system, which we place on an infite cylinder. The MPO for the Hamiltonian has 4-
body interactions and a naive bond dimension of 10, 000. We compress the MPO with the
compression algorithm given above by truncating all singular values with weight less than
a cutoff η. For each value of η, we run iDMRG [117] to find the ground state and compute
ground state energies, expectations, and fidelities. The bond dimension required to reach
the DMRG error floor is only a few hundred. These results are shown in Fig. 6.

More concretely, we consider a well-studied[133] psuedopotential model on a thin cylin-
der with circumference Ly and infinite length. In Landau gauge, y-momentum around the
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∑
a:sa<η

s2
a

Figure 6: Ground state fidelity as a function of MPO singular value cutoff for the Fraction
Quantum Hall effect Eq. (4.146).

cylinder is preserved. For each Fourier mode kn = 2πn/L, the orbitals in the first Landau
level are Gaussians centered at kn`

2
B where `B is the magnetic length. By mapping each

orbital to a site, the entire cylinder model becomes a 1D fermion chain (kn ∈ Z links the
real-space position and y momentum, so moving along and around the cylinder requires only
a single index). We then take the most general two-body interaction allowed by symmetry
and consider a hard core Haldane psuedopotential

Ĥ =
∑

n∈Z

∑

k≥|m|
Vkmc

†
n+mc

†cn+m+kcn (4.145)

Vkm ∝ (k2 −m2) exp

(
−1

2
(2π`B/L)(k2 +m2)

)
. (4.146)

In practice, one must cut off the interactions at some |m| ≤ R. We take a unit cell of length
two, and fill one orbital, appropriate for the ν = 1

2
state. It is known that ground state

energy for this model is exactly zero, allowing us to compute the exact error in the ground
state energy. Furthermore, the bond dimensions necessary to capture the ground state are
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relatively limited and thus easy to converge; we can be sure that any trends in the data are
due to MPO compression rather than DMRG artifacts.

One can see that the truncated weight ε(η) :=
∑

a:sa<η
s2a decreases quickly as a function

of η. Meanwhile, the error in the ground state energy is proportional to ε(η) and decreases
until reaching the DMRG error floor of 10−11. Likewise, the error in ground state expectation
values decreases roughly as ε(η), and the ground state fidelity decreases much fast, as ε(η)2.
Therefore both the rigorous bound (4.134) and ones from perturbation theory (4.143) and
(4.144) are borne out in practice.

4.13 Conclusions

In this chapter we have endevoured to promote matrix-product operators to “first-class
citizens” amoung computational techniques. Our primary focus was the physically relevant
case of local operators, operators that tend to the identity at spatial infinity. Locality of
an operator imposes a constraint upon its matrix-product representations, namely a certain
upper-triangular block structure. We then adapted the standard tools and techniques of
matrix-product states to this framework. In particular, we generalized the notion of left
and right canonical forms to the MPO case in a way that respects the local structure, and
gave efficient algorithms for computing them. These lead naturally to a novel compression
scheme for MPOs that also respects locality and is almost as optimal as SVD truncation is
in the MPS case. We treated both the finite and infinite cases and proved the correctness
of our techniques wherever possible. To showcase the utility of these new techniques, we
included two brief applications: computing the Lanczos coefficients of operator dynamics,
and compressing long-range (i)MPOs. In summary, this work enables all standard operations
of matrix-product states to be performed on explicitly local matrix-product operators.

On a practical level, these results are applicable both to simulating quantum dynam-
ics in 1d and solving strongly correlated systems in 2d. In 1d, this compression scheme
should enable hydrodynamic coefficients, such as diffusion or conductivity, to be calculated
using Krylov space techniques. The idea is that the Green’s function G(ω, k) may be well-
approximated by information contained in the Lanczos coefficients [1, 10]. Above we com-
puted these for an example model at k = 0 (translation invariant sums), but one may work
at arbitrary wavevector by slightly modifying the form of the MPO to

Ŵ (k) =



eik1̂ ĉ d̂

0 Â b̂

0 0 1̂


 . (4.147)

This application will be the focus of future work. In 2d, DMRG studies on infinite strips
can be limited by the large bond dimension of the Hamiltonian operator. However, since
these Hamiltonians are constructed “by-hand”, it is reasonable to expect that, in many
cases, they can be highly compressed. Moreover, as they have an upper-triangular form,
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this compression can be carried out quite efficiently. Alternatively, one could use an “over-
compressed” Hamiltonian as a pre-conditioning step to find an approximate ground state
before carrying out the full DMRG algorithm. In any event, the operator-centric tools
developed in this work should bring immediate practical benefits to a variety of applications.

We wish to close with a few speculative remarks on our theoretical results. Operators
are more than merely states in a doubled Hilbert space in at least two ways: (I) they
have an algebraic structure and can thus be multiplied, and (II) they can be local. One
perspective on this work is that local operators, as we have defined them, are the analogue
of area law states, with a bounded amount of information per site. The standard notions
of quantum information theory, especially the entanglement spectrum, struggle to capture
the non-trivial local structure of operators — which is what led us to define the “almost-
Schmidt decomposition”. It is unclear how general this notion is. For example, how do we
treat “second degree” and “multi-local” operators that arise naturally as products such as
ĤĤ (used in computing energy fluctuations in DMRG [123])? Can it be extended beyond
1d?

Curiously, the algebraic nature of operators is almost completely absent from this work.
After all, locality is a by-product of the operator algebra, namely the condition that spatially-
separated operators tend to commute. It is natural to speculate that a deeper “quantum
information theory of operators” would be intimately connected to the operator algebra
structure and yield greater benefits for computation.
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Appendices

4.A Proofs for Local MPOs

This appendix proves statements about local MPOs from Section 4.5 of the main text. Our
main goal is the proof of the forms of the dominant Jordan blocks, Prop 16, but we begin
with a series of technical Lemmas.

Lemma 25. Suppose Ŵ and Ŵ ′ are related by a gauge transform LŴ = Ŵ ′L, and Ŵ is
first degree. Then Ŵ ′ is also first degree.

Proof. The block triangular form (4.14) of the gauge matrix L implies the sub-matrices Â

and Â′ are related by LÂ = Â′L. Then, by the definition of the transfer matrix, we have

[L†XL]TA =
∑

α

A†αL
†XLAα

=
∑

α

L†(A′α)†XA′αL = L†(XTA′)L . (4.148)

Now, suppose Ŵ ′ is not first degree, then there is X such that XTA′ = λX with |λ| ≥ 1.
By (4.148), Y := L†XL is an eigenvector of TA with the same λ, which contradicts the first

degree property of Ŵ .

Lemma 26. Suppose spec(TA) is strictly inside the unit disk. Then so is spec(A0).

Proof. Suppose not. Then there is a (generalized) eigenvalue σ ∈ spec(A0) with |σ| ≥ 1.
This eigenvalue must be in some Jordan block

J =




σ 1
. . . . . .

σ 1
σ


 (4.149)

with some (generalized) eigenvector A0v = σv. Then w := v†⊗ v is an eigenvector TA0w =
|σ|2w. So

〈w, TNA0w〉 = |σ|2N ≥ 1 , ∀N . (4.150)
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For each component Aα, 0 ≤ α < d2, of Â, let Tα[X] := (Aα)† [X]Aα. Each of these is a
positive map and TA =

∑
α Tα, so

TNA = TN0 +
∑

α1,...,αN
∃αi 6=0

Tα1 · · ·TαN
, (4.151)

Since the composition of positive maps is positive, 〈w, Tα1 · · ·TαN
w〉 ≥ 0. So (4.151) implies

〈w, TNA w〉 ≥ |σ|2N →∞. But all the eigenvalues of TA are less than 1, so 〈w, TNA w〉 → 0,
a contradiction.

Lemma 27. Let

T =

(
A B
0 C

)
(4.152)

be a block upper-triangular matrix such that A and C are square matrices. Let λ ∈ spec(A)\
spec(C) and (x y)T = λ(x y) be a left eigenvector. Then x 6= 0 and satisfies xA = λx, so x
is a left eigenvector of A.

Proof. (x y)T = λ(x y) means xA = λx and xB+ y = λy. Now suppose x = 0. Then y 6= 0,
and yC = λy, so λ ∈ spec(C), a contradiction.

Lemma 28. Suppose Ŵ is an first degree iMPO. Then there exists a gauge transform 27

Ŵ ′ = LŴL−1 where L =




1 t 0
0 Id s
0 0 1


 (4.153)

such that

W ′
0 = 〈1̂, Ŵ ′〉 =




1 0 d′0
0 A0 0
0 0 1


 (4.154)

In fact, Â′ = Â is unchanged.

Proof. A direct computation shows

s := (A0 − Id)−1b0 , t := c0(A0 − Id)−1 (4.155)

give the desired gauge transform. The inverse (A0 − Id)−1 exists by Lemma 26.

We now have all the tools needed to unravel the Jordan block structure of MPOs. We
prove Prop 17 in the special case where the operator has subextensive trace, and subsequently
sketch the more general case.

27When using this to compute the norm via Eq. (4.58), one should only compute s and set t ≡ 0 so that
left-canonical form is preserved. When compressing iMPOs, one should instead set s = 0 and use only t.
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Proof of Prop. 17. The idea of the proof is to explicitly find the dominant Jordan block (i.e.
the Jordan block that gives the leading contribution to the norm) using the block structure
of TW . Unfortunately, just as in (4.41), there are two other “spurious” eigenvectors whose
eigenvalue is also 1. Just as the dominant Jordan block is responsible for the extensive
norm, they give rise to the extensive part of the trace. For a traceless operator, they form
an invariant subspace that does not contribute to the extensive norm — hence the name
“spurious”.

We first impose the condition of tracelessness. Without loss of generality, we work in the
gauge of Lemma 28, and note that Â is unchanged so the first degree property is maintained.
On a finite system of N sites, the trace is given by,

Tr[ĤN ] = `WN
0 r = (1 `′ `χ+1)W

N
0 (r0 r

′ 1)
T

= r0 + `χ+1 +Nd0 + `′AN0 r
′

= Nd0 +O(1) , N →∞ , (4.156)

where we used the standard boundary conditions (4.11) and used Lemma 26 for the last
asymptotic. Therefore

lim
N→∞

1

N
Tr[ĤN ] = 0⇐⇒ d0 = 0 in gauge (4.153). (4.157)

We now exhibit all the generalized eigenvectors with eigenvalue 1. For concision, we
rewrite Ŵ as

Ŵ =

(
V̂ f̂

0 1̂

)
, f̂ :=

(
d̂

b̂

)
, (4.158)

with block sizes 1 + χ and 1. Similarly to Eq. (4.47), we have

TW =




TV 0 U 0 U F
0 1 0 0 0 0
0 0 A0 0 0 0
0 0 0 1 0 0
0 0 0 0 A0 0
0 0 0 0 0 1




(4.159)

for some U , where the block sizes are (1 + χ)2, 1 + χ, 1 + χ, 1, and

F :=
∑

α

fα ⊗ fα . (4.160)

We observe that TW is the sum of “reduced” and “spurious” parts

TW =




TV U U F
0 A0 0 0
0 0 A0 0
0 0 0 1


⊕

(
1 0
0 1

)
=: Tred ⊕ Tsp (4.161)
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The spurious block Tsp has eigenvectors E and ET where Eab = δa0δb,χ+1 and, in particular,
E00 = 0.

The dominant Jordan block comes from Tred. Consider the truncated operator

T truncated
red =




TV U U 0
0 A0 0 0
0 0 A0 0
0 0 0 0


 . (4.162)

By Proposition 16 and Lemma 26, it has a unique eigenvalue 1 (the rest have |λ| < 1).
By Lemma 27, the corresponding left eigenvector of Tred is (after rescaling)

Z ′ =

(
X z
z 0

)
. (4.163)

for some z and where X is the unique largest eigenvector of TV from Eq. (4.46). Then we
have

(
Z ′TW ZTW

)
=
(
Z ′ Z

)(1 ρ
0 1

)
, Z =

(
0 0
0 1

)
(4.164)

where ρ := XF =
∑χ

a,b=1Xab〈f̂a, f̂ b〉. (In practice, one should compute ρ using Eq. (4.58)
which makes use of canonical form.) All the other eigenvalues of Tred, and indeed all other
eigenvectors of TW are those of A0 and A0, and satisfy |λ| < 1 by first degreeness. We have
thus found the dominant Jordan block of TW , as well as the “spurious” eigenvectors.

We are now ready to compute the norm ||H||2N using the transfer matrix formula (4.39).
We expand `` in the left generalized eigenbasis of TW :

`` = (aZ ′ + bZ)︸ ︷︷ ︸
λ=1 Jordan block

+ (cE + cET )︸ ︷︷ ︸
λ=1 ‘spurious’

+ S︸︷︷︸
|λ|<1

(4.165)

where S is a linear combination of generalized left eigenvectors with eigenvalues |λ| < 1. It
follows that

(``)TNW (rr) = Naρ(Zrr) + O(1) = Naρ+ O(1) (4.166)

as N → ∞, since rχ+1 = 1 by the regular form. It remains to determine the coefficient
a. For this we look at the 00-component of (4.165). First, STNW −→ 0 by the definition of
S. Meanwhile, (4.47) and (4.159) imply (STW )00 = S00. Therefore, S00 = 0. For the other
terms of the RHS, we have Z ′00 = 1 by (4.163) and (4.46), Z00 = 0 by (4.164), and E00 = 0.
On the LHS, the regular form (4.11) requires (``)00 = 1. Therefore we have a = 1 and

||ĤN ||2F = ``TNWrr = Nρ+ O(1) . (4.167)
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As noted above, the condition that the trace is sub-extensive can be lifted.
Suppose Ŵ is an first degree iMPO for Ĥ. Then the transfer matrix TW has maximum

eigenvalue unity with a generalized eigenspace V1 of dimension four. This may be Jordan
decomposed as follows:

Case 1. V1 = J3 ⊕ J1 if Tr[ĤN ] = O(N), i.e. the trace is extensive

Case 2. V1 = J2 ⊕ J1 ⊕ J1 if Tr[ĤN ] = o(N), i.e. the trace is subextensive.

Without loss of generality, we adopt the gauge from Lemma 28. Define block matrices of
size χ+ 1× χ+ 1

Zi =

(
X z
z† 0

)
, Zt =

(
0 t
0 0

)
, Zf =

(
0 0
0 1

)
(4.168)

and Zt′ = Z†t where X is the dominant eigenvalue of TA, z is the same as above, and
t = (1, 0, . . . , 0) is a vector of length χ. These span the dominant generalized eigenspace:




Zi
Zt
Zt′
Zn


TW =




Zi
Zt
Zt′
Zn







1 d d ρ
0 1 0 d
0 0 1 d
0 0 0 1




︸ ︷︷ ︸
M†

(4.169)

where d is the extensive part of the trace: Tr[ĤN ] = Nd and the dagger is because TW acts
on the right. The Jordan decomposition M = SJS−1 is then

Case 1.

J =




1 0 0 0
0 1 1 0
0 0 1 1
0 0 0 1


 , S =




0 0 0 1
−1

2
0 d 0

1
2

0 d 0
− ρ

2d
2d2 ρ 0


 (4.170)

Case 2.

J =




1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 , S =




0 1
ρ

0 0

0 0 0 1
0 0 1 0
1 0 0 0


 (4.171)

Case 2 is, of course, the same as the above proof, where Zt and Zt′ span the ‘spurious’
dimensions and the Jordan block of size 2 is responsible for the extensive norm. In Case 1,
however, those two dimensions are now mixed together. One can compute

(``)TNW (rr) = N2d2 +N(ρ− d) +O(1). (4.172)
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The Frobenius norm is then no longer extensive as is has been “polluted” with the trace.
Nevertheless, the largest eigenvalue is still unity and the matrix Zi overlaps with the domi-
nant Jordan block.

The proof for these statements is directly analogous to the above Proof with the single
modification of Eq. (4.159) to

TW =




TV dt U dt U F
0 1 0 0 0 0
0 0 A0 0 0 0
0 0 0 1 0 0
0 0 0 0 A0 0
0 0 0 0 0 1



. (4.173)

4.B Proofs for Canonical forms

This appendix provides a sufficient condition for the convergence of the QR iteration in
Algorithm 3 for first degree MPOs, and proves the existence of left canonical forms.

It is clear from the definition of canonical forms that only the upper-left sub-matrix V̂
of an iMPO Ŵ will be actively involved. Indeed, any gauge transform of the sub-matrix
LV̂ = V̂ ′L can be easily promoted the iMPO level:

(
L

1

)

︸ ︷︷ ︸
LW

(
V̂ f̂

1̂

)

︸ ︷︷ ︸
Ŵ

=

(
V̂ ′ Lf̂

1̂

)

︸ ︷︷ ︸
Ŵ ′

(
L

1

)

︸ ︷︷ ︸
LW

. (4.174)

Hence we focus on V̂ and its gauge transforms. 28 From this point of view, the QR iteration
Algorithm 3 is defined by the following recursion:

R0 := Id[0,χ], (4.175a)

V̂n−1 := Q̂nRn, ∀n ≥ 1 (4.175b)

V̂n := RnQ̂n, (4.175c)

Ln := Rn . . . R1, (4.175d)

where (4.175b) is a (normal) QR decomposition as defined in (4.21).

We also point out a simple fact: two gauge transforms LŴ = Ŵ ′L and L′Ŵ ′ = Ŵ ′′L′

can be composed to obtain a new one: L′LŴ = Ŵ ′′L′L.

Lemma 29. QR iteration produces a sequence {V̂n} that are each related to V̂ be a gauge
transform:

LnV̂ = V̂nLn . (4.176)

28Accordingly, the notation in this appendix will differ form the main text in that gauge matrices acting
on V̂ will not have an overline.
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Proof. Eq. (4.175b) implies the gauge transform RmV̂m−1 = V̂mRm for any m > 0. Then
(4.176) follows from Eq. (4.175d) by composing the gauge transforms.

Algorithm 3 enjoys also a close relation to the ‘small’ transfer matrix:

Lemma 30. For any n ≥ 0,

Id[0,χ](TV )n = L†nLn , (4.177)

where V̂ has bond dimension χ, that is, (1 + χ) rows and columns.

Proof. We again proceed by induction on n. The base case n = 0 is trivial. For n > 0, we
have

Id[0,χ](TV )n = (L†n−1Ln−1)TV

=
∑

α

V †αL
†
n−1Ln−1Vα

=
∑

α

L†n−1V
†
n−1,αVn−1,αLn−1

=
∑

α

L†n−1R
†
nQ
†
n,αQn,αRnLn−1

=
∑

α

L†nQ
†
n,αQn,αLn

= L†nLn

where we used the induction hypothesis, (4.38), (4.176), (4.175b), (4.175d), and the definition
of QR, respectively.

We now address the sufficient condition for the convergence of QR iteration. First we must
remove some arbitrariness in QR decomposition. For instance, Ŵ = Q̂R = (−Q̂)(−R) are
both valid, but such freedom can introduce unhelpful oscillations in n preventing convergence.
To this end, we require our QR sub-routine to be positive rank-revealing, in the following
sense:

Definition 31. Suppose V̂ have 1 + χ columns and column rank 1 + χ′, where 0 ≤ χ′ ≤ χ.
The QR decomposition routine Q̂, R ← QR[V̂ ] is called positive rank-revealing when the
following are guaranteed:

(I). Rank-revealing: Q̂ has χ′ + 1 columns and R has χ′ + 1 rows.

(II). Positive: if χ′ = χ (full column rank), R has positive diagonal elements:

Raa > 0 , a = 0, . . . , χ . (4.178)
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These requirements can be fulfilled, for example, by the Gram-Schmidt procedure applied
to the columns of V̂ .

Proposition 32. Let Ŵ is a first degree iMPO of bond dimension χ, and let the sequence
(Ŵn, Ln, Rn)n≥1 be generated by positive, rank-revealing QR starting from Ŵ . Suppose fur-
ther that the leading eigenvector X of TV is an invertible (1 +χ)× (1 +χ) matrix. Then the

iteration converges and brings Ŵ to left canonical form.

The proof will follow a after a few lemmas.

Lemma 33. Let m > 0. Let Tm be the space of m × m upper-triangular matrices with
positive diagonal elements and let Pm be the space of m×m positive definite matrices. Then

Tm 3 L 7→ L†L ∈ Pm (4.179)

is a homeomorphism.

The continuous inverse is constructed explicitly in standard linear algebra textbooks.
In general, the QR iteration with rank revealing will produce a sequence of Ŵn’s with

reducing bond dimensions, χ0 ≥ χ1 ≥ . . . . However, when X is non-singular, no strict bond
dimension reduction can occur:

Lemma 34. Under the same hypotheses of Prop. 32, all the Ŵn’s have the same bond
dimension as Ŵ .

Proof. By the gauge transform (4.176) and Lemma 25, Ŵn is also first degree. So we can
apply Prop. 16 and let Xn be the dominant eigenvector of TVn : XnTVn = Xn. Then the gauge
transform (4.176) implies

[L†nXnLn]TV = L†nXnLn , (4.180)

similarly to (4.148). This means that L†nXnLn = X by Prop. 16 (the constant is fixed by
the 00-th element). For X to be non-singular, Ln must be a square matrix, so the bond
dimension does not change.

We remark on a useful consequence of Lemma 34: since no rank reduction will happen,
we only need the QR to be positive, not necessarily rank-revealing. This can be fulfilled
by numerically stable implementations of QR based on Givens rotations or Householder
reflections.

Proof of Prop. 32. By the definition of positive rank-revealing QR, and Lemma 34, for any
n ≥ 1, Rn ∈ T1+χ, and thus Ln ∈ T1+χ. Now, Lemma 4.B and Prop. 16 imply that

L†nLn = Id[0,χ](TV )n
n→∞−−−→ X =

(
1 y
y† Y

)
. (4.181)
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Note that (Ln)00 = 1 for all n. Eq. (4.181) implies that X is positive semi-definite. Since we
assume X is non-singular, X is positive definite. Then, Lemma 33 implies that Ln → L for
some invertible L, and the QR iteration converges as follows:

V̂n = LnV̂ L
−1
n → LV̂ L−1 := V̂L

Rn = L−1n+1Ln → Id[0,χ+1]

Q̂n = V̂n−1R
−1
n → V̂L ,

so that V̂L is a left canonical MPS. Promoting to the iMPO level using (4.174) completes
the proof.

Prop. 32 establishes the existence of left canonical for all “generic” first degree iMPOs,
in the sense that X is non-singular. We now treat the singular cases:

Proposition 35. Let Ŵ be a first degree iMPO and such that the leading eigenvector X of
TV is positive semi-definite of rank 1+χ′ ≤ 1+χ. Then there is gauge transform LŴ = Ŵ ′L
is such that Ŵ ′ has bond dimension χ′ and such that X ′ is positive definite.

Proof. We will construct the gauge transform by composing two gauge transforms, and still
work on the level of V̂ .

First, we perform a Cholesky step followed by eigen-decomposition:

X =

(
1 x
x† X

)
=

(
1 0
x† Id

)(
1 0
0 X− x† ⊗ x

)(
1 x
0 Id

)

=

(
1 0
x† U†

)
X1

(
1 x
0 U

)
=: L†X1L (4.182)

where U is unitary and X1 = diag(1, σ1, . . . , σχ) where

{
σa > 0 if a ≤ χ′

σa = 0 if a > χ′.
(4.183)

Since L is invertible, we have the gauge transform

V̂1 := LV̂ L−1 (4.184)

so that the leading eigenvector of TV1 becomes the diagonal matrix X1. Thus, the aa-th
component of the equation X1TV1 = X1 becomes

σa =

χ∑

b=0

σb

〈
(V̂1)ba, (V̂1)ba

〉
. (4.185)
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When a > χ′, σa = 0, so every term on the RHS must also vanish. Now for b ≤ χ′, σb > 0,
so (V̂1)ba = 0. Namely, we showed that V̂1 has the block-diagonal form:

V̂1 =

(
V̂ ′[0,χ′] 0

0 ∗

)
, (4.186)

where V̂ ′ has shape (1 +χ′)× (1 +χ′). This implies that V̂1 can be gauge transformed to V̂ ′

by a projector: (
Id[0,χ′] 0

)
V̂1 = V̂ ′

(
Id[0,χ′] 0

)
(4.187)

It is easy to check that TV ′ has leading eigenvector X2 = diag(1, σ1, . . . , σχ′), which is non-
singular. Composing the two gauge transforms (4.184) and (4.187) and promoting them to
the iMPO level completes the proof.

Now we can finally prove the existence of left canonical form for all first degree iMPOs.

Proof of Prop. 19. By Prop 35, we find first a rank-reducing L0 and Ŵ ′ so that L0Ŵ = Ŵ ′L0

and Ŵ ′ satisfies the assumptions of Prop. 32. Then the QR iteration must converge and
bring Ŵ ′ to a left canonical ŴL by some gauge transform L1Ŵ

′ = ŴLL1. Composing the
gauge transforms gives LŴ = ŴLL with L = L1L0.

Note that the above proof and that of Lemma 35 provide a foolproof algorithm to com-
pute the left canonical form: first precondition the MPO by reducing its rank, then use
QR iteration. We provide an implementation in Algorithm 8. This algorithm is provably
convergent for all first degree iMPOs, and has comparable numerical precision and stability
to the QR iteration Algorithm 3. (Recall that any method of taking the square root of X di-
rectly reduces the precision from 10−16 to 10−8 with standard floating point; QR iteration is
required for high precision.) The main drawback of Algorithm 8 is its efficiency: the precon-
ditioning routine involves two eigenvalue problems: finding the leading eigenvector X, and
(almost) diagonalizing it. It is often more expensive than the QR iteration itself. This brings
us to a natural question: why couldn’t we prove the existence of left canonical form for all
first degree iMPOs (Prop. 19) directly using QR iteration? After all, the rank-revealing QR
can also reduce bond dimension and potentially serve the rôle of the preconditioning step.
The answer, unfortunately, is that there are first degree iMPOs for which the QR iteration
fails.

Example 36. Consider the spin-half iMPO

Ŵ :=



1̂ 0 Ẑ

αẐ X̂

1̂


 , (4.188)

where |α| < 1 so that Ŵ is first degree. But applying Algorithm 3 to it will yield

Ŵn =



1̂ 0 Ẑ

αẐ αnX̂

1̂


 , Ln =




1 0 0
αn 0
0 1


 . (4.189)



CHAPTER 4. LOCAL MATRIX PRODUCT OPERATORS 139

Algorithm 8 iMPO Left Can. Form: General

1: procedure Precondition(Ŵ , η)
2: X ← EigMax(TV ) . Find max. eigenvector
3: x,U,Σ← X . Eq. (4.182)
4: χ′ ← max{a : σa > η2}
5: x,U← [xa]1≤a≤χ′ , [Uab]1≤a≤χ′,1≤b≤χ
6:

7: L←




1 x 0
U 0

1


 , L′ ←




1 −x 0
U† 0

1




8: return LŴL′, L

9: procedure LeftCan(Ŵ , η) . η: tolerance

10: Ŵ , L0 ← PreCondition(Ŵ , η)

11: Ŵ , L1 ← QRIter(Ŵ , η) . Alg. 3

12: return Ŵ , L1L0

Everything seems to converge, but limn→∞ Ŵn is not left canonical! In fact, limn→∞ Ln is
singular, which makes the argument in the proof of Prop. 32 inapplicable. The origin of
this failure is that, the middle state of the state machine is not reachable from the initial
state, so the middle row and column can be removed altogether. (This is precisely what
the Precondition routine in Algorithm 8 does.) But the rank-revealing QR fails to detect

this, because Ŵ has full column rank.

We close this appendix by noting that the above theory for the convergence of QR
iteration can be improved. Indeed the assumption of Prop. 32 can be certainly relaxed. It
will be interesting to find a sufficient and necessary condition of convergence, and improve
the efficiency of the preconditioning step.

4.C Exact estimates of Schmidt values

We study the singular values of the matrix M defined in (4.82) (which form the entanglement
spectrum of an MPO) by repeatedly applying a rank one perturbation.

First, we consider the sub-matrix

M0 :=

(
NR pR
0 S

)
, (4.190)
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where S = diag(s1 ≥ · · · ≥ sχ) so that

M †
0M0 =

(
0 0
0 S2

)
+

(NR
p†R

)(
NR pR

)
(4.191)

is a rank one perturbation of diag(0, s21, s
2
2, . . . ). A standard result then shows that the

singular values of M0, denoted µ0 ≥ µ1 ≥ µ2 ≥ . . . µχ, are given by the positive roots of the
equation

N 2
R

µ2
+
∑

a

|paR|2
µ2 − s2a

= 1 . (4.192)

This implies the interlacing relation

µ0 ≥ s1 ≥ µ1 ≥ s2 ≥ · · · ≥ sχ ≥ µχ. (4.193)

For the largest singular value, (4.192) further implies

N 2
R

µ2
0

+
∑

a

|paR|2
µ2
0

≤ 1 ≤ N 2
R

µ2
0 − s21

+
∑

a

|paR|2
µ2
0 − s21

,

leading to the following estimates:

N 2
R + ||pR||2 + s21 ≥ µ2

0 ≥ N 2
R + ||pR||2 . (4.194)

In particular, the separation of scales (4.83) implies µ2
0 = Θ(N) and µ2

a≥1 = O(1).
In a very similar fashion, we now go back to the full matrix and consider

MM † =

(
M0M

†
0

0

)
+




0
pL
NL


(0 p†L NL

)
(4.195)

which is similar to 

µ2
0

Dµ

0


+

(
qL
NL

)(
q†L NL

)
, (4.196)

under conjugation where Dµ = diag(µ2
1, . . . , µ

2
χ), qL = U(0 pL)T , U being a unitary ma-

trix such that UM0M
†
0U
† = diag(µ2

0, µ
2
1, . . . , µ

2
χ). Applying rank one perturbation again to

(4.196), we obtain the following equation determining the singular values of M :

N 2
L

λ2
+
|q0L|2
λ2 − µ2

0

+

χ∑

a=1

|qaL|2
λ2 − µ2

a

= 1 . (4.197)

This implies the interlacing relation

λ−1 ≥ µ0 ≥ λ0 ≥ µ1 ≥ · · · ≥ µχ ≥ λχ , (4.198)



CHAPTER 4. LOCAL MATRIX PRODUCT OPERATORS 141

which, combined with (4.193), gives (4.87) in the main text.
Similarly to (4.194), we can bound λ−1 as follows:

λ2−1 ≥ N 2
L + ||qL||2 = N 2

L + ||p2L|| (4.199a)

λ2−1 ≤ N 2
L + ||p2L||+ µ2

0 . (4.199b)

Under the separation of scales (4.83), λ−1 = Θ(N) is extensive.
We also need a useful lower bound for largest singular value λ0. For this, we note that

(4.197) implies

N 2
L

λ20
+

χ∑

a=1

|qaL|2
λ20
≤ 1 +

|q0L|2
µ2
0 − λ20

(4.200)

which is a quadratic inequality (of λ20). Its solution entails

2λ20 ≥ µ2
0 +N 2

L + ||qL||2− (4.201)
√

(µ2
0 −N 2

L − ||qL||2)2 + 4µ2
0|q0L|2

≥ 2 min(µ2
0,N 2

L + ||qL||2)− 2µ0|q0L| . (4.202)

Now, under (4.83), µ2
0,N 2

L ∈ Θ(N) and qL ∈ O(1), so we conclude that λ20 ∈ Θ(N) is also
extensive.

4.D Elementary operations

This Appendix discusses how to perform the standard algebraic operations — scalar multi-
plication, addition, multiplication, and commutation — for local MPOs. These are standard
operations and are discussed in various places in the literature, but we review them here for
completeness.

Suppose below that λ ∈ R is a scalar and operators Ô1 and Ô2 are represented by iMPOs

Ŵ [Ô1] =



1̂ ĉ1 d̂1
0 Â1 b̂1
0 0 1̂


 , Ŵ [Ô2] =



1̂ ĉ2 d̂2
0 Â2 b̂2
0 0 1̂


 (4.203)

respectively with finite-automata as follows.

in Mn fn

d̂n

ĉn

1̂

b̂n

Ân

1̂



CHAPTER 4. LOCAL MATRIX PRODUCT OPERATORS 142

Here (in,Mn, fn), n = 1, 2 stand for the initial state, the χ middle states, and the final state.
The scalar product is straightforward: each term needs to be scaled exactly once as it

moves through the automata. This can be done by scaling all the edges that are incident to
the final (or initial) state.

in Mn fn

λd̂n

ĉn

1̂

λb̂n

Ân

1̂

At the matrix level:

Ŵ [λÔ1] =



1̂ ĉ1 λd̂1
0 Â1 λb̂1
0 0 1̂


 =



1̂ λĉ1 λd̂1
0 Â1 b̂1
0 0 1̂


 . (4.204)

These two choices preserve left and right canonical forms respectively.
Addition of iMPOs is essentially the direct sum of the matrices:

Ŵ [Ô1 + Ô2] =




1̂ ĉ1 ĉ2 d̂1 + d̂2
0 Â1 0 b̂1
0 0 Â2 b̂2
0 0 0 1̂


 . (4.205)

The operation of multiplication is more involved. The multiplication of two local oper-
ators, say Ô1 =

∑
i X̂i and Ô2 =

∑
i Ŷi is “bi-local” or “second degree”, with arbitrarily

long strings of identities between sites with information: Ô1Ô2 =
∑

i

∑∞
N=0 X̂i1̂

N Ŷi+N + · · · .
This is represented as an iMPO as

Ŵ [O1O2] =




1̂ X̂ Ŷ iẐ

0 1̂ 0 Ŷ

0 0 1̂ X̂

0 0 0 1̂


 . (4.206)

The 1̂’s on the diagonal are an unavoidable consequence of being “second degree”: Ŵ [O1O2]
norm ∝ N2 in a system of size N .

It is insightful to look at the generic “product automata”.
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i1i2 i1M2 i1f2

M1i2 M1M2 M1f2

f1i2 f1M2 f1f2

ĉ2

ĉ1ĉ2
ĉ1

1̂

b̂2

ĉ1b̂2
ĉ1b̂2

Â2 1̂

ĉ1

Â1

Â1ĉ2

b̂1ĉ2
b̂1

Â1b̂2

b̂1Â2

b̂1b̂2

Â1

b̂1

1̂

ĉ2

Â2

b̂2

1̂

(We have dropped the d̂ terms and also the self-loop on M1M2 for clarity.) One should
interpret the products on edges as the tensor products of the ancilla space but products in
the physical space. For example, “b̂1Â2” has components

(
b̂1Â2

)γ
(a1a2),b2

=
∑

α,β

fγαβ(B1)
α
a1

(A2)
β
a2,b2

(4.207)

where fγαβ are the structure constants of the on-site algebra A.
The non-locality of the product comes only from the shaded parts of the automata. What

if we were to simply remove the troublesome parts? This motivates a definition.

Definition 37. Suppose Ô1 and Ô2 are two strings of single site operators (Pauli strings in
the spin-1/2 case) with support on sites [a1, b1] and [a2, b2] respectively. The non-disjoint
product is

Ô1 � Ô2 =

{
Ô1Ô2 if [a1, b1] ∩ [a2, b2] 6= ∅
0 otherwise.

(4.208)

The definition extends to any local operators by linearity. At the MPO level, this is just the
non-shaded part of the above diagram.

Terms with disjoint spatial support always commute, so the “non-disjoint commutator”
is the same as the normal one:

[Ô1, Ô2] = Ô1 � Ô2 − Ô2 � Ô1. (4.209)

This means that the commutator is local whenever Ô1 � Ô2 is. Therefore strictly local
operators form a closed algebra under commutation.
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First degree operators, however, are not closed even under commutation, as the following
counter-example demonstrates. Suppose Ĥl has an iMPO representation

Ŵl =



1̂ X̂ 0

0 Ô Ŷ

0 0 1̂


 (4.210)

where Ô = c
2

(
1̂ + Ẑ

)
=

(
c 0
0 0

)
is an on-site projector matrix and take c ∈ (21/4, 21/2).

The norm of Hl is ||Hl||2 =
∑∞

N=0||Ô||2N =
∑∞

N=0(c
2/2)N < ∞. However, the norm of the

product diverges:

||Hl �Hl||2 >
∞∑

N=0

||ÔÔ||2N =
∞∑

N=0

(
c4/2

)N
=∞, (4.211)

since c > 21/4. The divergent terms here are not from the diagonal ones but from an
eigenvalue c4/2 > 1 of TA. So not only can the product of two first degree iMPOs be strictly
non-local, but the norm-per-unit-length is not even submultiplicative: there are cases where
||Ô1Ô2|| 6≤ ||Ô1||||Ô2||. It would be interesting to find the largest closed subalgebra of the
first degree operators.

Thankfully, the commutator of a first degree operator with a strictly-local operator is
well-controlled, which is what enables us to perform the Lanczos algorithm within first degree
operator, so long as the Hamiltonian is strictly local — the most physically relevant case.

Proposition 38. If Ô1 is strictly local and Ô2 is first degree, then [Ô1, Ô2] is first degree.

Proof. It is sufficient to show Ô1 � Ô2 is first degree.
Let the iMPOs for the operators be given by Eq. (4.203). In particular, Â1 is strictly

upper triangular. From the product automata above, we can see that the Â block of Ô1�Ô2

is given by

Â =




Â2 0 ĉ1Â2 ĉ1b̂2 0

0 Â1 Â1ĉ2 0 b̂1ĉ2
0 0 Â1Â2 Â1b̂2 b̂1Â2

0 0 0 Â1 0

0 0 0 0 Â2



, (4.212)

where “multiplications” such as Â1Â2 again stands for the tensor product in ancilla indices
and multiplication in the physical indices. This is block-upper triangular, so the transfer
matrix TA is also block upper triangular, and it’s spectrum is the union of the spectra of
the transfer matrices of the diagonal blocks of Â. Since Â1 and Â1Â2 are upper triangular
with zeros on the diagonal, the maximal eigenvalue of their transfer matrices is also zero.
Since Â2 is first degree, the maximal eigenvalue of its transfer matrix is some λ < 1, so the
maximal eigenvalue of TA is also λ. This completes the proof.
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As a practical matter, then, one should compute the commutator of two MPOs via
Eq. (4.209). It is advisible to compress the operator after each product and again after

the difference. In circumstances where Ô1 and Ô2 are Hermitian or anti-Hermitian, the
two non-disjoint products are related by a Hermitian conjugate and a sign, and need to be
computed only once.
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Chapter 5

Conclusions

The theme of this work is the close connection between quantum chaos and local opera-
tors. We started in Chapter 2 by describing the Lanczos algorithm and its connection to
physics. In Chapter 3 we proposed the “Universal Operator Growth Hypothesis”, which
roughly says that operators in a chaotic quantum system grow “as fast as possible” and is
formulated in terms of the Lanczos algorithm. This perspective on chaos has several practi-
cal consequences, chiefly (1) the notion of a Q-complexity which quantifies the rate at which
an operator becomes more complex over time and (2) a efficient algorithm for computing
the hydrodynamics of a chaotic quantum system via continued fraction methods. Finally,
in Chapter 4 we described the structure of local MPOs and provided an efficient algorithm
for compressing them, with applications for both dynamics and ground state physics. We
may conclude that understanding the structure of local operators gives many insights into
quantum dynamics and chaos.

However, as often occurs in science, any new ideas lead immediately to more questions.
Let us conclude with a few of the most interesting, ranging from practical and straightforward
to philosophical.

• Can one prove the operator growth hypothesis? We have several examples such as the
SYK model and the model of Bouch where it is proven to hold analytically, but is it
possible to prove in a more general setting? For instance, could one show it holds for
a translation-invariant random matrix type model?

• Alternatively, should the Operator Growth Hypothesis be considered not as a theorem
but instead as a deinfition for a class of “systems with fast operator growth” — an
idea related to, but not synonymous with, chaos.

• How accurate is our algorithm for computing hydrodynamics from Section 3.7? Can
one provide careful error bounds? Can this algorithm be used in more complex 1D
systems or 2D systems?

• How can the ideas of operator growth be extended to finite temperature?
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• How do these ideas of operator growth manifest in finite systems?

• How does this notion of operator growth generalize to a spatial picture? Is there any
relationship to Lieb-Robinson lightcones? To entanglement spreading?

• What is the precise relationship between the notion of Q-complexity from Sec. 3.5
and quantum computational complexity? There are indications that there is a close
relationship between our notion and definitions of operator complexity in the high-
energy literature (see e.g. [134]).

• Similarly, our algorithm for operator compression works with local operators as vectors
in the space of operators. However, operators form an algebra. So, in principle, one
could imagine encoding a operator as a quantum circuit where the chief operator is
multiplication rather than addition. Of course, this comes with the significant draw-
back that evaluating matrix elements of the operator becomes prohibitively difficult
(at least on classical computers). Are there (efficient?) ways to find an optimal circuit
which encodes a given many-body operator O(t)?

• How many resources does it require, in principle, to compute hydrodynamics in chaotic
systems?

• Finally, what is quantum chaos?



148

Bibliography

[1] Daniel E Parker et al. “A Universal Operator Growth Hypothesis”. In: arXiv:1812.08657
(2018).

[2] Daniel E Parker, Xiangyu Cao, and Michael P Zaletel. “Local Matrix Product Opera-
tors: Canonical Form, Compression, & Control Theory”. In: arXiv preprint arXiv:1909.06341
(2019).

[3] G.H. Golub and C.F. Van Loan. Matrix Computations. Matrix Computations. Johns
Hopkins University Press, 2012. isbn: 9781421408590. url: https://books.google.
com/books?id=5U-l8U3P-VUC.

[4] Barry A Cipra. “The best of the 20th century: Editors name top 10 algorithms”. In:
SIAM news 33.4 (2000), pp. 1–2.

[5] Yousef Saad. Iterative methods for sparse linear systems. Vol. 82. siam, 2003.

[6] Gene H Golub and Gérard Meurant. Matrices, moments and quadrature with appli-
cations. Vol. 30. Princeton University Press, 2009.

[7] Richard Bruno Lehoucq. Analysis and implementation of an implicitly restarted Arnoldi
iteration. Tech. rep. Rice University, Houston, Tx. Department of Computational and
Applied Mathematics, 1995.

[8] Theodore S Chihara. An introduction to orthogonal polynomials. Gordon and Breach,
Science Publishers, Inc., 1978.
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