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Abstract

The dynamics of isolated-photon plus jet production in $pp$ collisions at a centre-of-mass energy of 7 TeV has been studied with the ATLAS detector at the LHC using an integrated luminosity of 37 pb$^{-1}$. Measurements of isolated-photon plus jet bin-averaged cross sections are presented as functions of photon transverse energy, jet transverse momentum and jet rapidity. In addition, the bin-averaged cross sections as functions of the difference between the azimuthal angles of the photon and the jet, the photon–jet invariant mass and the scattering angle in the photon–jet centre-of-mass frame have been measured. Next-to-leading-order QCD calculations are compared to the measurements and provide a good description of the data, except for the case of the azimuthal opening angle.
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1. Introduction

The production of prompt photons in association with a jet in proton–proton collisions, $pp \rightarrow \gamma + \text{jet} + X$, provides a testing ground for perturbative QCD (pQCD) in a cleaner environment than in jet production, since the photon originates directly from the hard interaction. The measurements of angular correlations between the photon and the jet can be used to probe the dynamics of the hard-scattering process. Since the dominant production mechanism in $pp$ collisions at the LHC is through the $qg \rightarrow q\gamma$ process, measurements of prompt-photon plus jet production have been used to constrain the gluon density in the proton [1,2]. Furthermore, precise measurements of photon plus jet production are also useful for the tuning of the Monte
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Fig. 1. Examples of Feynman diagrams for (a) dijet production, (b) $V + \text{jet}$ production with $V = W$ or $Z$, (c) $\gamma + \text{jet}$ production through direct-photon processes and (d) $\gamma + \text{jet}$ production through fragmentation processes.

Carlo (MC) models. In addition, these events constitute the main reducible background in the identification of Higgs bosons decaying to a photon pair.

The dynamics of the underlying processes in $2 \to 2$ hard collinear scattering can be investigated using the variable $\theta^*$, where $\cos \theta^* = \tanh(\Delta y/2)$ and $\Delta y$ is the difference between the rapidities of the two final-state particles. The variable $\theta^*$ coincides with the scattering angle in the centre-of-mass frame, and its distribution is sensitive to the spin of the exchanged particle. For processes dominated by $t$-channel gluon exchange, such as dijet production in $pp$ collisions shown in Fig. 1(a), the differential cross section behaves as $(1 - |\cos \theta^*|)^{-2}$ when $|\cos \theta^*| \to 1$. In contrast, processes dominated by $t$-channel quark exchange, such as $W/Z + \text{jet}$ production shown in Fig. 1(b), are expected to have an asymptotic $(1 - |\cos \theta^*|)^{-1}$ behaviour. This fundamental prediction of QCD can be tested in photon plus jet production at the centre-of-mass energy of the LHC.

At leading order (LO) in pQCD, the process $pp \to \gamma + \text{jet} + X$ proceeds via two production mechanisms: direct photons (DP), which originate from the hard process, and fragmentation photons (F), which arise from the fragmentation of a coloured high transverse momentum ($p_T$) parton [3,4]. The direct-photon contribution, as shown in Fig. 1(c), is expected to exhibit a $(1 - |\cos \theta^*|)^{-1}$ dependence when $|\cos \theta^*| \to 1$, whereas that of fragmentation processes, as shown in Fig. 1(d), is predicted to be the same as in dijet production, namely $(1 - |\cos \theta^*|)^{-2}$. For both processes, there are also $s$-channel contributions which are, however, non-singular when $|\cos \theta^*| \to 1$. As a result, a measurement of the cross section for prompt-photon plus jet production as a function of $|\cos \theta^*|$ provides a handle on the relative contributions of the direct-photon and fragmentation components as well as the possibility to test the dominance of $t$-channel quark exchange, such as that shown in Fig. 1(c).

Measurements of prompt-photon production in a final state with accompanying hadrons necessitates an isolation requirement on the photon to avoid the large contribution from neutral-hadron decays into photons. The production of inclusive isolated photons in $pp$ collisions has been studied previously by ATLAS [5,6] and CMS [7,8]. Recently, the differential cross sections...
for isolated photons in association with jets as functions of the photon transverse energy in different regions of rapidity of the highest transverse momentum (leading) jet were measured by ATLAS [9]. The analysis presented in this paper is based on the same data sample and similar selection criteria as in the previous publication, but extends the study by measuring also cross sections in terms of the leading-jet and photon-plus-jet properties. The goal of the analysis presented here is to study the kinematics and dynamics of the isolated-photon plus jet system by measuring the bin-averaged cross sections as functions of the leading-photon transverse energy \(E_T^{\gamma} \), the leading-jet transverse momentum \(p_T^{\text{jet}} \) and rapidity \(y^{\text{jet}} \), the difference between the azimuthal angles of the photon and the jet \((\Delta \phi^{\gamma j})\), the photon–jet invariant mass \((m^{\gamma j})\) and \(\cos \theta^{\gamma j} \), where the variable \(\theta^{*} \) is referred to as \(\theta^{\gamma j} \) here and henceforth. The photon was required to be isolated by using the same isolation criterion as in previous measurements [5,6,9] based on the amount of transverse energy inside the cone given by \(\sqrt{(\eta - \eta^{\gamma})^2 + (\phi - \phi^{\gamma})^2} \leq \Delta R = 0.4\), centred around the photon direction (defined by \(\eta^{\gamma} \) and \(\phi^{\gamma} \)). The jets were defined using the anti-\(k_t \) jet algorithm [10] with distance parameter \(R = 0.6\). The measurements were performed in the phase-space region of \(E_T^{\gamma} > 45 \text{ GeV}, |\eta^{\gamma}| < 2.37\) (excluding the region \(1.37 < |\eta^{\gamma}| < 1.52\)), \(p_T^{\text{jet}} > 40 \text{ GeV}, |y^{\text{jet}}| < 2.37\) and \(\Delta R^{\gamma j} = (\eta^{\gamma} - \eta^{\text{jet}})^2 + (\phi^{\gamma} - \phi^{\text{jet}})^2 > 1\). The measurements of \(d\sigma/dm^{\gamma j} \) and \(d\sigma/d(\cos \theta^{\gamma j}) \) were performed for \(|\eta^{\gamma} + y^{\text{jet}}| < 2.37, |\cos \theta^{\gamma j}| < 0.83\) and \(m^{\gamma j} > 161 \text{ GeV}; \) these additional requirements select a region where the \(m^{\gamma j} \) and \(|\cos \theta^{\gamma j}| \) distributions are not distorted by the restrictions on the transverse momenta and rapidities of the photon and the jet. Next-to-leading-order (NLO) QCD calculations were compared to the measurements. Photon plus jet events constitute an important background in the identification of the Higgs decaying into diphotons; the \(|\cos \theta^{\gamma j}| \) distribution for the diphoton events has been used [11] to study the spin of the new “Higgs-like” particle observed by ATLAS [12] and CMS [13]. To understand the photon plus jet background in terms of pQCD and to aid in better constraining the contributions of direct-photon and fragmentation processes in the MC models, a measurement of the bin-averaged cross section as a function of \(|\cos \theta^{\gamma j}| \) was also performed without the restrictions on \(m^{\gamma j} \) or on \(|\eta^{\gamma} + y^{\text{jet}}| \). Predictions from both leading-logarithm parton-shower MC models and NLO QCD calculations were compared to this measurement.

2. The ATLAS detector

The ATLAS experiment [14] uses a multi-purpose particle detector with a forward–backward symmetric cylindrical geometry and nearly \(4\pi\) coverage in solid angle.

The inner detector covers the pseudorapidity range \(|\eta| < 2.5\) and consists of a silicon pixel detector, a silicon microstrip detector and, for \(|\eta| < 2\), a transition radiation tracker. The inner detector is surrounded by a thin superconducting solenoid providing a 2 T magnetic field and is used to measure the momentum of charged-particle tracks.

The electromagnetic calorimeter is a lead liquid–argon (LAr) sampling calorimeter. It is divided into a barrel section, covering the pseudorapidity region \(|\eta| < 1.475\), and two end-cap sections, covering the pseudorapidity regions \(1.375 < |\eta| < 3.2\). It consists of three shower-depth layers in most of the pseudorapidity range. The first layer is segmented into narrow strips in the \(\eta\) direction (width between 0.003 and 0.006 depending on \(\eta\), with the exception of the regions \(1.4 < |\eta| < 1.5\) and \(|\eta| > 2.4\)). This high granularity provides discrimination between single-photon showers and two overlapping showers coming from, for example, a \(\pi^0\) decay. The second layer of the electromagnetic calorimeter, which collects most of the energy deposited in the calorimeter by the photon shower, has a cell granularity of \(0.025 \times 0.025 \text{ in } \eta \times \phi\). A third
layer collects the tails of the electromagnetic showers. An additional thin LAr presampler covers $|\eta| < 1.8$ to correct for energy loss in material in front of the calorimeter. The electromagnetic energy scale is calibrated using $Z \rightarrow ee$ events with an uncertainty less than 1% [15].

A hadronic sampling calorimeter is located outside the electromagnetic calorimeter. It is made of scintillator tiles and steel in the barrel section ($|\eta| < 1.7$) and of two end-caps of copper and LAr ($1.5 < |\eta| < 3.2$). The forward region ($3.1 < |\eta| < 4.9$) is instrumented with a copper/tungsten LAr calorimeter for both electromagnetic and hadronic measurements. Outside the ATLAS calorimeters lies the muon spectrometer, which identifies and measures the deflection of muons up to $|\eta| = 2.7$, in a magnetic field generated by superconducting air-core toroidal magnet systems.

Events containing photon candidates were selected by a three-level trigger system. The first-level trigger (level-1) is hardware-based and uses a trigger cell granularity of $0.1 \times 0.1$ in $\eta \times \phi$. The algorithms of the second- and third-level triggers are implemented in software and exploit the full granularity and precision of the calorimeter to refine the level-1 trigger selection, based on improved energy resolution and detailed information on energy deposition in the calorimeter cells.

3. Data selection

The data used in this analysis were collected during the proton–proton collision running period of 2010, when the LHC operated at a centre-of-mass energy of $\sqrt{s} = 7$ TeV. This data set was chosen to study the dynamics of isolated-photon plus jet production down to $E_T^\gamma = 45$ GeV.

Only events taken in stable beam conditions and passing detector and data-quality requirements were considered. Events were recorded using a single-photon trigger, with a nominal transverse energy threshold of 40 GeV; this trigger was used to collect events in which the photon transverse energy, after reconstruction and calibration, was greater than 45 GeV. The total integrated luminosity of the collected sample amounts to $37.1 \pm 1.3$ pb$^{-1}$ [16].

The selection criteria applied by the trigger to shower-shape variables computed from the energy profiles of the showers in the calorimeters are looser than the photon identification criteria applied in the offline analysis; for isolated photons with $E_T^\gamma > 43$ GeV and pseudorapidity $|\eta^\gamma| < 2.37$, the trigger efficiency is close to 100%.

The sample of isolated-photon plus jet events was selected using offline criteria similar to those reported in the previous publication [9] and described below.

Events were required to have a reconstructed primary vertex, with at least five associated charged-particle tracks with $p_T > 150$ MeV, consistent with the average beam-spot position. This requirement reduced non-collision backgrounds. The effect of this requirement on the signal was found to be negligible. The remaining fraction of non-collision backgrounds was estimated to be less than 0.1% [5,6].

During the 2010 data-taking period, there were on average 2–3 proton–proton interactions per bunch crossing. The effects of the additional $pp$ interactions (pile-up) on the photon isolation and jet reconstruction are described below.

3.1. Photon selection

The selection of photon candidates is based on the reconstruction of isolated electromagnetic clusters in the calorimeter with transverse energies exceeding 2.5 GeV. Clusters were matched to charged-particle tracks based on the distance in $(\eta, \phi)$ between the cluster centre and the track
impact point extrapolated to the second layer of the LAr calorimeter. Clusters matched to tracks were classified as electron candidates, whereas those without matching tracks were classified as unconverted photon candidates. Clusters matched to pairs of tracks originating from reconstructed conversion vertices in the inner detector or to single tracks with no hit in the innermost layer of the pixel detector were classified as converted photon candidates [17]. The overall reconstruction efficiency for unconverted (converted) photons with transverse energy above 20 GeV and pseudorapidity in the range $|\eta^\gamma| < 2.37$, excluding the transition region $1.37 < |\eta^\gamma| < 1.52$ between calorimeter sections, was estimated to be 99.8 (94.3)% [17]. The final energy measurement, for both converted and unconverted photons, was made using only the calorimeter, with a cluster size depending on the photon classification. In the barrel, a cluster corresponding to $3 \times 5 (\eta \times \phi)$ cells in the second layer was used for unconverted photons, while a cluster of $3 \times 7$ cells was used for converted photon candidates to compensate for the opening angle between the conversion products in the $\phi$ direction due to the magnetic field. In the end-cap, a cluster size of $5 \times 5$ was used for all candidates. A dedicated energy calibration [18] was then applied separately for converted and unconverted photon candidates to account for upstream energy loss and both lateral and longitudinal leakage. Photons reconstructed near regions of the calorimeter affected by readout or high-voltage failures were rejected, eliminating around 5% of the selected candidates.

Events with at least one photon candidate with calibrated $E_T^\gamma > 45$ GeV and $|\eta^\gamma| < 2.37$ were selected. The candidate was excluded if $1.37 < |\eta^\gamma| < 1.52$. The same shower-shape and isolation requirements as described in previous publications [5,6,9] were applied to the candidates; these requirements are referred to as “tight” identification criteria. The selection criteria for the shower-shape variables are independent of the photon-candidate transverse energy, but vary as a function of the photon pseudorapidity, to take into account significant changes in the total thickness of the upstream material and variations in the calorimeter geometry or granularity. They were optimised independently for unconverted and converted photons to account for the different developments of the showers in each case. The application of these selection criteria suppresses background from jets misidentified as photons.

The photon candidate was required to be isolated by restricting the amount of transverse energy around its direction. The transverse energy deposited in the calorimeters inside a cone of radius $\Delta R = 0.4$ centred around the photon direction is denoted by $E_{T,\text{det}}^{\text{iso}}$. The contributions from those cells (in any layer) in a window corresponding to $5 \times 7$ cells of the second layer of the electromagnetic calorimeter around the photon-shower barycentre are not included in the sum. The mean value of the small leakage of the photon energy outside this region, evaluated as a function of the photon transverse energy, was subtracted from the measured value of $E_{T,\text{det}}^{\text{iso}}$. The typical size of this correction is a few percent of the photon transverse energy. The measured value of $E_{T,\text{det}}^{\text{iso}}$ was further corrected by subtracting the estimated contributions from the underlying event and additional inelastic $pp$ interactions. This correction was computed on an event-by-event basis and amounted on average to 900 MeV [6]. After all these corrections, $E_{T,\text{det}}^{\text{iso}}$ was required to be below 3 GeV for a photon to be considered isolated.

The relative contribution to the total cross section from fragmentation processes decreases after the application of this requirement, though it remains non-negligible especially at low transverse energies. The isolation requirement significantly reduces the main background, which consists of multi-jet events where one jet typically contains a $\pi^0$ or $\eta$ meson that carries most of the jet energy and is misidentified as an isolated photon because it decays into an almost collinear photon pair.
A small fraction of events contain more than one photon candidate passing the selection criteria. In such events, the highest-$E_T$ (leading) photon was kept for further study.

3.2. Jet selection

Jets were reconstructed from three-dimensional topological clusters built from calorimeter cells, using the anti-$k_T$ algorithm with distance parameter $R = 0.6$. The jet four-momenta were computed from the sum of the topological cluster four-momenta, treating each as a four-vector with zero mass. The jet four-momenta were then recalibrated using a jet energy scale (JES) correction described in Ref. [19]. This calibration procedure corrected the jets for calorimeter instrumental effects, such as inactive material and noncompensation, as well as for the additional energy due to multiple $pp$ interactions within the same bunch crossing. These jets are referred to as detector-level jets. The uncertainty on the JES correction in the central (forward) region, $|\eta| < 0.8$ (2.1 $< |\eta| < 2.8$), is less than 4.6% (6.5%) for all jets with transverse momentum $p_T > 20$ GeV and less than 2.5% (3%) for jets with $60 < p_T < 800$ GeV.

Jets reconstructed from calorimeter signals not originating from a $pp$ collision were rejected by applying jet-quality criteria [19]. These criteria suppressed fake jets from electronic noise in the calorimeter, cosmic rays and beam-related backgrounds. Remaining jets were required to have calibrated transverse momenta greater than 40 GeV. Jets overlapping with the candidate photon or with an isolated electron were discarded; if the jet axis lay within a cone of radius $\Delta R = 1$ (0.3) around the leading-photon (isolated-electron) candidate, the jet was discarded. The removal of electrons misidentified as jets suppresses contamination from $W/Z$ plus jet events. In events with multiple jets satisfying the above requirements, the jet with highest $p_T$ (leading jet) was retained for further study. The leading-jet rapidity was required to be in the region $|y| < 2.37$.

3.3. Final photon plus jet sample

The above requirements select approximately 124 000 events. The fraction of events with multiple photons fulfilling the above conditions is $3 \times 10^{-4}$. The average jet multiplicity in the data is 1.19. The signal MC (see Section 4) predictions for the jet multiplicity are 1.21 in PYTHIA [20] and 1.19 in HERWIG [21].

For the measurements of the bin-averaged cross sections as functions of $m^{\gamma j}$ and $|\cos \theta^{\gamma j}|$, additional requirements were imposed to remove the bias due to the rapidity and transverse momentum requirements on the photon and the jet. Specifically, to have a uniform coverage in both $\cos \theta^{\gamma j}$ and $m^{\gamma j}$, the restrictions $|\eta^{\gamma} + y^{\text{jet}}| < 2.37$, $|\cos \theta^{\gamma j}| < 0.83$ and $m^{\gamma j} > 161$ GeV were applied. The first two requirements restrict the phase space to the inside of the square delineated by the dashed lines, as shown in Fig. 2(a); within this square, slices in $\cos \theta^{\gamma j}$ have the same length along the $\eta^{\gamma} + y^{\text{jet}}$ axis. The third requirement avoids the bias induced by the minimal requirement on $E_T^{\gamma}$, as shown in Fig. 2(b); the hatched area represents the largest region in which unbiased measurements of both $|\cos \theta^{\gamma j}|$ and $m^{\gamma j}$ distributions can be performed. These requirements do not remove the small bias due to the exclusion of the $1.37 < |\eta^{\gamma}| < 1.52$ region. The number of events selected in the data after these additional requirements is approximately 26 000.

The contamination from jets produced in pile-up events in the selected samples was estimated to be negligible.
Fig. 2. The selected regions in the (a) $\eta^\gamma - y^{\text{jet}}$ and (b) $m^{\gamma j} - |\cos \theta^{\gamma j}|$ planes. In (a), the dashed lines correspond to: $\eta^\gamma + y^{\text{jet}} = 2.37$ (first quadrant), $\eta^\gamma - y^{\text{jet}} = 2.37$ (second quadrant), $\eta^\gamma + y^{\text{jet}} = -2.37$ (third quadrant) and $\eta^\gamma - y^{\text{jet}} = -2.37$ (fourth quadrant). In (b), the horizontal (vertical) dashed line corresponds to $m^{\gamma j} = 161$ GeV ($|\cos \theta^{\gamma j}| = 0.83$) and the solid line corresponds to $E_T^\gamma = 45$ GeV.

4. Monte Carlo simulations

Samples of simulated events were generated to study the characteristics of signal and background. These MC samples were also used to determine the response of the detector to jets of hadrons and the correction factors necessary to obtain the particle-level cross sections. In addition, they were used to estimate hadronisation corrections to the NLO QCD calculations.

The MC programs PYTHIA 6.423 [20] and HERWIG 6.510 [21] were used to generate the simulated signal events. In both generators, the partonic processes are simulated using leading-order matrix elements, with the inclusion of initial- and final-state parton showers. Fragmentation into hadrons was performed using the Lund string model [22] in the case of PYTHIA and the cluster model [23] in the case of HERWIG. The modified leading-order MRST2007 [24,25] parton distribution functions (PDFs) were used to parameterise the proton structure. Both samples include a simulation of the underlying event, via the multiple-parton interaction model in the case of PYTHIA and via the JIMMY package [26] in the case of HERWIG. The event-generator parameters, including those of the underlying-event modelling, were set according to the AMBT1 [27] and AUET1 [28] tunes for PYTHIA and HERWIG, respectively. All the samples of generated events were passed through the GEANT4-based [29] ATLAS detector simulation program [30]. They were reconstructed and analysed by the same program chain as the data.

The PYTHIA simulation of the signal includes leading-order photon plus jet events from both direct processes (the hard subprocesses $qg \rightarrow q\gamma$ and $q\bar{q} \rightarrow g\gamma$) and photon bremsstrahlung in QCD dijet events, which can be generated simultaneously. On the other hand, the HERWIG signal sample was obtained from the cross-section-weighted mixture of samples containing only direct-photon plus jet or only bremsstrahlung-photon plus jet events, since these processes cannot be generated simultaneously.

The multi-jet background was simulated by using all tree-level $2 \rightarrow 2$ QCD processes and removing photon plus jet events from photon bremsstrahlung. The background from diphoton
events was estimated using PYTHIA MC samples by computing the ratio of diphoton to isolated-photon plus jet events and was found to be negligible [9].

Particle-level jets in the MC simulation were reconstructed using the anti-$k_t$ jet algorithm and were built from stable particles, which are defined as those with a rest-frame lifetime longer than 10 ps. The particle-level isolation requirement on the photon was applied to the transverse energy of all stable particles, except for muons and neutrinos, in a cone of radius $\Delta R = 0.4$ around the photon direction after the contribution from the underlying event was subtracted; in this case, the same underlying-event subtraction procedure used on data was applied at the particle level. The isolation transverse energy at particle level is denoted by $E_{T,\text{part}}^{\text{iso}}$. The measured bin-averaged cross sections refer to particle-level jets and photons that are isolated by requiring $E_{T,\text{part}}^{\text{iso}} < 4$ GeV [5].

For the comparison to the measurements (see Section 9), samples of events were generated at the particle level using the SHERPA 1.3.1 [31] program interfaced with the CTEQ6L1 [32] PDF set. The samples were generated with LO matrix elements for photon plus jet final states with up to three additional partons, supplemented with parton showers. Fragmentation into hadrons was performed using a modified version of the cluster model [33].

5. Signal extraction

5.1. Background subtraction and signal-yield estimation

A non-negligible background contribution remains in the selected sample, even after the application of the tight identification and isolation requirements on the photon. This background comes predominantly from multi-jet processes, in which a jet is misidentified as a photon. This jet usually contains a light neutral meson, mostly a $\pi^0$ decaying into two collimated photons, which carries most of the jet energy. The very small contributions expected from diphoton and $W/Z$ plus jet events [5,9] are neglected.

The background subtraction does not rely on MC background samples but uses instead a data-driven method based on signal-depleted control regions. The background contamination in the selected sample was estimated using the same two-dimensional sideband technique as in the previous analyses [5,6,9] and then subtracted bin-by-bin from the observed yield. In this method, the photon was classified as:

- “isolated”, if $E_{T,\text{det}}^{\text{iso}} < 3$ GeV;
- “non-isolated”, if $E_{T,\text{det}}^{\text{iso}} > 5$ GeV;
- “tight”, if it passed the tight photon identification criteria;
- “non-tight”, if it failed at least one of the tight requirements on the shower-shape variables computed from the energy deposits in the first layer of the electromagnetic calorimeter, but passed all the other tight identification criteria.

In the two-dimensional plane formed by $E_{T,\text{det}}^{\text{iso}}$ and the photon identification variable, four regions were defined:

- $A$: the “signal” region, containing tight and isolated photon candidates;
- $B$: the “non-isolated” background control region, containing tight and non-isolated photon candidates;
• **C**: the “non-identified” background control region, containing isolated and non-tight photon candidates;
• **D**: the background control region containing non-isolated and non-tight photon candidates.

The signal yield in region \(A\), \(N_{A}^{\text{sig}}\), was estimated by using the relation

\[
N_{A}^{\text{sig}} = N_{A} - R_{\text{bg}} \cdot \left( N_{B} - \epsilon_{B}N_{A}^{\text{sig}} \right) \cdot \frac{\left( N_{C} - \epsilon_{C}N_{A}^{\text{sig}} \right)}{\left( N_{D} - \epsilon_{D}N_{A}^{\text{sig}} \right)},
\]

(1)

where \(N_{K}\), with \(K = A, B, C, D\), is the number of events observed in region \(K\) and

\[
R_{\text{bg}} = \frac{N_{A}^{\text{bg}} \cdot N_{D}^{\text{bg}}}{N_{B}^{\text{bg}} \cdot N_{C}^{\text{bg}}}
\]

is the so-called background correlation and was taken as \(R_{\text{bg}} = 1\) for the nominal results; \(N_{K}^{\text{bg}}\) with \(K = A, B, C, D\) is the number of background events in each region. Eq. (1) takes into account the expected number of signal events in the three background control regions (\(N_{K}^{\text{sig}}\)) via the signal leakage fractions, \(\epsilon_{K} = N_{K}^{\text{sig}}/N_{A}^{\text{sig}}\) with \(K = B, C, D\), which were extracted from MC simulations of the signal. Since the simulation does not accurately describe the electromagnetic shower profiles, a correction factor for each simulated shape variable was applied to better match the data [5,6]. Eq. (1) leads to a second-order polynomial equation in \(N_{A}^{\text{sig}}\) that has only one physical (\(N_{A}^{\text{sig}} > 0\)) solution.

This method was tested on a cross section-weighted combination of simulated signal and background samples and found to accurately determine the amount of signal in the mixture. The only hypothesis underlying Eq. (1) is that the isolation and identification variables are uncorrelated in background events, thus \(R_{\text{bg}} = 1\). This assumption was verified both in simulated background samples and in data in the background-dominated region defined by \(E_{\text{T, det}}^{\gamma} > 10\) GeV. Deviations from unity were taken as systematic uncertainties (see Section 7).

The signal purity, defined as \(N_{A}^{\text{sig}}/N_{A}\), is typically above 0.9 and is similar whether PYTHIA or HERWIG is used to extract the signal leakage fractions. The signal purity increases as \(E_{\gamma}^{\text{T}}, p_{\text{T}}^{\text{jet}}\) and \(m_{\gamma}^{\text{jet}}\) increase, is approximately constant as a function of \(|y_{\text{jet}}|\) and \(\Delta\phi_{\gamma}^{\text{jet}}\) and decreases as \(|\cos\theta_{\gamma}^{\text{jet}}|\) increases.

The signal yield in data and the predictions of the signal MC simulations are compared in Figs. 3–5. Both PYTHIA and HERWIG give an adequate description of the \(E_{\gamma}^{\text{T}}, |y_{\text{jet}}|\) and \(m_{\gamma}^{\text{jet}}\) data distributions. The measured \(p_{\text{T}}^{\text{jet}}\) distribution is described well for \(p_{\text{T}}^{\text{jet}} \lesssim 100\) GeV; for \(p_{\text{T}}^{\text{jet}} \gtrsim 100\) GeV, the simulation of PYTHIA (HERWIG) has a tendency to be somewhat above (below) the data. The simulation of PYTHIA provides an adequate description of the \(\Delta\phi_{\gamma}^{\text{jet}}\) data distribution, whereas that of HERWIG is somewhat poorer. The \(|\cos\theta_{\gamma}^{\text{jet}}|\) data distribution, with or without additional requirements on \(m_{\gamma}^{\text{jet}}\) or \(|\eta_{\gamma}^{\text{jet}} + y_{\text{jet}}|\), is not well described by either PYTHIA or HERWIG.

For most of these distributions, the shapes of the direct-photon and fragmentation components in the signal MC simulations are somewhat different. Therefore, in each case, the shape of the total MC distribution depends on the relative fraction of the two contributions. To obtain an improved description of the data by the leading-order plus parton-shower MC samples, a fit to each
Fig. 3. The estimated signal yield in data (dots) using the signal leakage fractions from (a,c,e) **PYTHIA** or (b,d,f) **HERWIG** as functions of (a,b) $E_T^{\gamma}$, (c,d) $p_T^{jet}$ and (e,f) $|y^{jet}|$. The error bars represent the statistical uncertainties that, for most of the points, are smaller than the marker size and, thus, not visible. For comparison, the MC simulations of the signal from **PYTHIA** and **HERWIG** (shaded histograms) are also included in (a,c,e) and (b,d,f), respectively. The MC distributions are normalised to the total number of data events. The direct-photon (DP, right-hatched histograms) and fragmentation (F, left-hatched histograms) components of the MC simulations are also shown. The ratio of the MC predictions to the data are shown in the bottom part of the figures.
Fig. 4. The estimated signal yield in data (dots) using the signal leakage fractions from (a,c,e) PYTHIA or (b,d,f) HERWIG as functions of (a,b) $\Delta \phi^{\gamma j}$, (c,d) $m^{\gamma j}$ and (e,f) $|\cos \theta^{\gamma j}|$. The distributions as functions of $m^{\gamma j}$ ($|\cos \theta^{\gamma j}|$) include requirements on $|\cos \theta^{\gamma j}|$ ($m^{\gamma j}$) and $|\eta^{\gamma j} + y^{jet}|$ (see text). Other details as in the caption to Fig. 3.
Fig. 5. The estimated signal yield in data (dots) using the signal leakage fractions from (a) PYTHIA or (b) HERWIG as functions of $|\cos \theta^{\gamma_{j}}|$. These distributions do not include requirements on $m^{\gamma_{j}}$ or $|\eta^{\gamma_{j}} + y_{\text{jet}}|$. Other details as in the caption to Fig. 3.

data distribution\(^2\) was performed with the weight of the direct-photon contribution, $\alpha$, as the free parameter; the weight of the fragmentation contribution was given by $1 - \alpha$. In this context, the default admixture used in the MC simulations would be represented by $\alpha = 0$. The fitted values of $\alpha$ were found to be different for each observable and in the range $0.26$–$0.84$. It is emphasized that $\alpha$ does not represent a physical observable and it was used solely for the purpose of improving the description of the data by the LO simulations. Nevertheless, an observable-dependent $\alpha$ may approximate the effects of higher-order terms.\(^3\)

After adjusting the fractions of the DP and F components separately for each distribution, a good description of the data was obtained by both the PYTHIA and HERWIG MC simulations for all the observables (see Figs. 6–8), though the descriptions of $\Delta \phi^{\gamma_{j}}$ and $p_{T}^{\text{jet}}$ by HERWIG are still somewhat poor. The MC simulations using the optimised admixture for each observable were used as the baseline for the determination of the measured cross sections (see Section 6).

To be consistent, the optimisation of the admixture of the two components should be done simultaneously with the background subtraction since the signal leakage fractions $\epsilon_{K}$ also depend on the admixture. However, such a procedure would result in an estimated signal yield that would depend on the fitted variable. To obtain a signal yield independent of the observable, except for statistical fluctuations, the background subtraction was performed using the default admixture of the two components and a systematic uncertainty on the background subtraction due to this admixture was included (see Section 7).

\(^2\) For the distribution of $y_{\text{jet}}$, the result of the fit to that of $p_{T}^{\text{jet}}$ was used.

\(^3\) In PYTHIA and HERWIG, the two components are simulated to LO. The NLO QCD radiative corrections are expected to affect differently the two components and their entanglement, making any distinction impossible. In fact, a variation was observed in the application of the same procedure at parton level: the optimal value of $\alpha$ resulting from a fit of the parton-level predictions of the two components in either PYTHIA or HERWIG to the NLO QCD calculations (see Section 8) depended on the observable.
Fig. 6. The estimated signal yield in data (dots) using the signal leakage fractions from (a,c,e) PYTHIA or (b,d,f) HERWIG as functions of (a,b) $E_T$, (c,d) $p_T^{jet}$ and (e,f) $|y^{jet}|$. The direct-photon and fragmentation components of the MC simulations have been mixed using the value of $\alpha$ shown in each figure (see text). Other details as in the caption to Fig. 3.
Fig. 7. The estimated signal yield in data (dots) using the signal leakage fractions from (a,c,e) PYTHIA or (b,d,f) HERWIG as functions of (a,b) $\Delta \phi^{\gamma j}$, (c,d) $m^{\gamma j}$ and (e,f) $|\cos \theta^{\gamma j}|$. The distributions as functions of $m^{\gamma j}$ ($|\cos \theta^{\gamma j}|$) include requirements on $|\cos \theta^{\gamma j}|$ ($m^{\gamma j}$) and $|\eta^{\gamma} + \eta^{\text{jet}}|$ (see text). Other details as in the caption to Fig. 6.
Fig. 8. The estimated signal yield in data (dots) using the signal leakage fractions from (a) PYTHIA or (b) HERWIG as functions of $|\cos \theta_{\gamma j}|$. These distributions do not include requirements on $m_{\gamma j}$ or $|\eta_{\gamma} + y_{\text{jet}}|$. Other details as in the caption to Fig. 6.

5.2. Signal efficiency

The total selection efficiency, including trigger, reconstruction, particle identification and event selection, was evaluated from the simulated signal samples described in Section 4. The integrated efficiency was computed as $\varepsilon = \frac{N_{\text{det,part}}}{N_{\text{part}}}$, where $N_{\text{det,part}}$ is the number of MC events that pass all the selection requirements at both the detector and particle levels and $N_{\text{part}}$ is the number of MC events that pass the selection requirements at the particle level. The integrated efficiency was found to be 68.5 (67.9)% from the PYTHIA (HERWIG) samples. The bin-to-bin efficiency was computed as $\varepsilon_i = \frac{N_{\text{det,part}}^i}{N_{\text{part}}^i}$, where $N_{\text{det,part}}^i$ is the number of MC events that pass all the selection requirements at both the detector and particle levels and are generated and reconstructed in bin $i$, and $N_{\text{part}}^i$ is the number of MC events that pass the selection requirements at the particle level and are located in bin $i$. The bin-to-bin efficiencies are typically above 60%, except for $p_{\text{jet}}^T$ and $\Delta\phi_{\gamma j}$ ($\gtrsim 40\%$) due to the limited resolution in these steeply falling distributions, and are similar for PYTHIA and HERWIG.

The bin-to-bin reconstruction purity was computed as $\kappa_i = \frac{N_{\text{det}}^i}{N_{\text{det}}^i}$, where $N_{\text{det}}^i$ is the number of MC events that pass the selection requirements at the detector level and are located in bin $i$. The bin-to-bin reconstruction purities are typically above 70%, except for $p_{\text{jet}}^T$ and $\Delta\phi_{\gamma j}$ ($\gtrsim 45\%$) due to the limited resolution in these steeply falling distributions, and are similar for PYTHIA and HERWIG.

The efficiency of the jet-quality criteria (see Section 3.2) applied to the data was estimated using a tag-and-probe method. The leading photon in each event was considered as the tag to probe the leading jet. Additional selection criteria, such as $\Delta\phi_{\gamma j} > 2.6$ (probe and tag required to be back-to-back) and $|p_{\text{jet}}^T - E_{\gamma}^T| / p_{\text{avg}}^T < 0.4$, where $p_{\text{avg}}^T = (p_{\text{jet}}^T + E_{\gamma}^T)/2$ (to have well-balanced probe and tag), were applied. The jet-quality criteria were then applied to the leading jet and the fraction of jets accepted was measured as a function of $p_{\text{jet}}^T$ and $|y_{\text{jet}}|$. The jet-quality selection
efficiency is approximately 99%. No correction for this efficiency was applied, but an uncertainty was included in the measurements (see Section 7).

6. Cross-section measurement procedure

Isolated-photon plus jet cross sections were measured for photons with $E_T^\gamma > 45$ GeV, $|\eta^\gamma| < 2.37$ (excluding the region $1.37 < |\eta^\gamma| < 1.52$) and $E_T^{iso,part} < 4$ GeV. The jets were reconstructed using the anti-$k_t$ jet algorithm with $R = 0.6$ and selected with $p_T^{jet} > 40$ GeV, $|y^{jet}| < 2.37$ and $\Delta R_{\gamma j} > 1$. Bin-averaged cross sections were measured as functions of $E_T^\gamma$, $p_T^{jet}$, $|y^{jet}|$ and $\Delta \phi^{\gamma j}$. Bin-averaged cross sections as functions of $m^{\gamma j}$ and $|\cos \theta^{\gamma j}|$ were measured in the kinematic region $|\eta^\gamma + y^{jet}| < 2.37$, $|\cos \theta^{\gamma j}| < 0.83$ and $m^{\gamma j} > 161$ GeV. In addition, the bin-averaged cross section as a function of $|\cos \theta^{\gamma j}|$ was measured without the requirements on $m^{\gamma j}$ or $|\eta^\gamma + y^{jet}|$.

The data distributions, after background subtraction, were corrected to the particle level using a bin-by-bin correction procedure. The bin-by-bin correction factors were determined using the MC samples; these correction factors took into account the efficiency of the selection criteria, jet and photon reconstruction as well as migration effects.

For this approach to be valid, the uncorrected distributions of the data must be adequately described by the MC simulations at the detector level. This condition was satisfied by both the PYTHIA and HERWIG MC samples after adjusting the relative fractions of the LO direct-photon and fragmentation components (see Section 5.1). The data distributions were corrected to the particle level via the formula

$$\frac{d\sigma}{dO}(i) = \frac{N_A^{sig}(i)C_{MC}(i)}{L\Delta O(i)},$$

where $d\sigma/dO$ is the bin-averaged cross section as a function of observable $O = E_T^\gamma$, $p_T^{jet}$, $|y^{jet}|$, $\Delta \phi^{\gamma j}$, $m^{\gamma j}$ or $|\cos \theta^{\gamma j}|$, $N_A^{sig}(i)$ is the number of background-subtracted data events in bin $i$, $C_{MC}(i)$ is the correction factor in bin $i$, $L$ is the integrated luminosity and $\Delta O(i)$ is the width of bin $i$. The bin-by-bin correction factors were computed as

$$C_{MC}(i) = \frac{\alpha N_{part,DP}(i) + (1-\alpha)N_{part,F}(i)}{\alpha N_{det,DP}(i) + (1-\alpha)N_{det,F}(i)},$$

where $\alpha$ corresponds to the optimised value obtained from the fit to the data for each observable, as explained in Section 5.1. The final bin-averaged cross sections were obtained from the average of the cross sections when using $C_{MC}$ with $MC =$ PYTHIA or HERWIG. The uncertainties from the parton-shower and hadronisation models used for the corrections were estimated as the deviations from this average when using either PYTHIA or HERWIG to correct the data (see Section 7). The correction factors differ from unity by typically 20% and are similar for PYTHIA and HERWIG.

7. Systematic uncertainties

The following sources of systematic uncertainty were considered; average values, expressed in percent and shown in parentheses, quantify their effects on the cross section as a function of $|\cos \theta^{\gamma j}|$ (with the requirements on $m^{\gamma j}$ and $|\eta^\gamma + y^{jet}|$ applied):
• Simulation of the detector geometry. The systematic uncertainties originating from the limited knowledge of the material in the detector were evaluated by repeating the full analysis using a different detector simulation with increased material in front of the calorimeter [15]. This affects in particular the photon-conversion rate and the development of electromagnetic showers (±5%).

• Photon simulation and model and fit dependence. The MC simulation of the signal was used to estimate (i) the signal leakage fractions and (ii) the bin-by-bin correction factors:
  – For step (i), both the PYTHIA and HERWIG simulations were used with the admixture of the direct-photon and fragmentation components as given by each MC simulation to yield two sets of background-subtracted data distributions. The signal leakage fractions depend on the relative fraction of the two components. The uncertainty related to the simulation of the isolated-photon components in the signal leakage fractions was estimated (conservatively) by performing the background subtraction with only the direct-photon or the fragmentation component (±3%).
  – For step (ii), the effects of the parton-shower and hadronisation models in the bin-by-bin correction factors were estimated as deviations from the nominal cross sections by using either only PYTHIA or only HERWIG to correct the data (±1%).
  – The bin-by-bin correction factors also depend on the relative fractions of the two components; the nominal admixture was taken from the fit to the background-subtracted data distributions. A systematic uncertainty due to the fit was estimated (conservatively) by using the default admixture of the components (±2%).

• Jet and photon energy scale and resolution uncertainties. These uncertainties were estimated by varying both the electromagnetic and the jet energy scales and resolutions within their uncertainties [15,19] (photon energy resolution: ±0.2%; photon energy scale: ±1%; jet energy resolution: ±1%; jet energy scale: ±5%).

• Uncertainty on the background correlation in the two-dimensional sideband method. In the background subtraction, \( R^{bg} = 1 \) was assumed (see Section 5.1); i.e. the photon isolation and identification variables are uncorrelated for the background. This assumption was verified using both the data and simulated background samples and was found to hold within a 10% uncertainty in the kinematic region of the measurements presented here. The cross sections were recomputed accounting for possible correlations in the background subtraction, and the differences from the nominal results were taken as systematic uncertainties (±0.6%).

• Definition of the background control regions in the two-dimensional sideband method. The estimation of the contamination in the signal region is affected by the choice of the background control regions. The uncertainty due to this choice was estimated by repeating the analysis with different identification criteria and by changing the isolation boundary from the nominal value of 5 GeV to 4 or 6 GeV (±2%).

• Data-driven correction to the photon efficiency. The shower shapes of simulated photons in the calorimeter were corrected to improve the agreement with the data. The uncertainty on the photon-identification efficiency due to the application of these corrections was estimated using different simulated photon samples and a different detector simulation with increased material in front of the calorimeter [15] (±2%).

• Uncertainty on the jet reconstruction efficiency. The MC simulation reproduces the jet reconstruction efficiencies in the data to better than 1% [34] (±1%).

• Jet-quality selection efficiency. The efficiency of the jet-quality criteria was determined to be 99% (+1%).

• Uncertainty on the trigger efficiency (±0.7%).
• Uncertainty arising from the photon-isolation requirement. This uncertainty was evaluated by increasing the value of $E_{\text{iso}}^{\gamma}$ in the MC simulations by the difference ($+500$ MeV) between the averages of $E_{\text{iso}}^{\gamma}$ for electrons in simulation and data control samples [6] ($+4\%$).

• Uncertainty on the integrated luminosity. The measurement of the luminosity has a $\pm 3.4\%$ uncertainty [16] ($\pm 3.4\%$).

For $d\sigma/dE_{\gamma}$, the dominant uncertainties arise from the detector material in the simulation, the isolation requirement, the model dependence in the signal leakage fractions and the photon energy scale, though in some bins the uncertainty from the luminosity measurement provides the largest contribution. The dominant uncertainties for the other bin-averaged cross sections come from the detector simulation, the model dependence in the signal leakage fractions, the isolation requirement and the jet energy scale. All these systematic uncertainties were added in quadrature together with the statistical uncertainty and are shown as error bars in the figures of the measured cross sections (see Section 9).

8. Next-to-leading-order QCD calculations

The NLO QCD calculations used in this analysis were computed using the program JETPHOX [35]. This program includes a full NLO QCD calculation of both the direct-photon and fragmentation contributions to the cross section.

The number of flavours was set to five. The renormalisation ($\mu_R$), factorisation ($\mu_F$) and fragmentation ($\mu_f$) scales were chosen to be $\mu_R = \mu_F = \mu_f = E_{\gamma}$. The calculations were performed using the CTEQ6.6 [36] parameterisations of the proton PDFs and the NLO photon BFG set II photon fragmentation function [37]. The strong coupling constant was calculated at two-loop order with $\alpha_s(m_Z) = 0.118$. Predictions based on the CT10 [38] and MSTW2008nlo [39] proton PDF sets were also computed.

The calculations were performed using a parton-level isolation cut, which required a total transverse energy below 4 GeV from the partons inside a cone of radius $\Delta R = 0.4$ around the photon direction. The anti-$k_t$ algorithm was applied to the partons in the events generated by this program to define jets of partons. The NLO QCD predictions were obtained using the photon and these jets of partons in each event.

8.1. Hadronisation and underlying-event corrections to the NLO QCD calculations

Since the measurements refer to jets of hadrons with the contribution from the underlying event included, whereas the NLO QCD calculations refer to jets of partons, the predictions were corrected to the particle level using the MC models. The multiplicative correction factor, $C_{\text{NLO}}$, was defined as the ratio of the cross section for jets of hadrons to that for jets of partons and was estimated by using the MC programs described in Section 4; a simulation of the underlying event was only included for the sample of events at particle level. The correction factors from PYTHIA and HERWIG are similar and close to unity, except at high $p_T^{\text{jet}}$, for $p_T^{\text{jet}} > 200$ GeV, the value of $C_{\text{NLO}}$ is 0.87 (0.82) for PYTHIA (HERWIG). The means of the factors obtained from PYTHIA and HERWIG were applied to the NLO QCD calculations.
8.2. Theoretical uncertainties

The following sources of uncertainty in the theoretical predictions were considered; average values, expressed in percent and shown in parentheses, quantify their effects on the cross section as a function of $|\cos \theta^V|$ (with the requirements on $m^V$ and $|\eta^V + y^\text{jet}|$ applied):

- The uncertainty on the NLO QCD calculations due to terms beyond NLO was estimated by repeating the calculations using values of $\mu_R$, $\mu_F$ and $\mu_f$ scaled by the factors 0.5 and 2. The three scales were either varied simultaneously, individually or by fixing one and varying the other two. In all cases, the condition $0.5 \leq \mu_A/\mu_B \leq 2$ was imposed, where $A, B = R, F, f$ and $A \neq B$. The final uncertainty was taken as the largest deviation from the nominal value among the 14 possible variations ($\pm 14\%$) and is dominated by the $\mu_R$ variations.

- The uncertainty on the NLO QCD calculations due to those on the proton PDFs was estimated by repeating the calculations using the 44 additional sets from the CTEQ6.6 error analysis ($\pm 3.5\%$).

- The uncertainty on the NLO QCD calculations due to that on the value of $\alpha_s(m_Z)$ was estimated by repeating the calculations using two additional sets of proton PDFs, for which different values of $\alpha_s(m_Z)$ were assumed in the fits, namely $\alpha_s(m_Z) = 0.116$ and 0.120, following the prescription of Ref. [40] ($\pm 2.5\%$).

- The uncertainty on the NLO QCD calculations due to the modelling of the parton shower, hadronisation and underlying event was estimated by taking the difference of the $\text{C}_{\text{NLO}}$ factors based on PYTHIA and HERWIG from their average ($\pm 0.5\%$).

For all observables, the dominant theoretical uncertainty is that arising from the terms beyond NLO. The total theoretical uncertainty was obtained by adding in quadrature the individual uncertainties listed above.

9. Results

The measured bin-averaged cross sections are presented in Figs. 9–14 and Tables 1–6. The measured $d\sigma/dE_T^\gamma$ and $d\sigma/dp^{\text{jet}}_T$ fall by three orders of magnitude in the measured range. The measured $d\sigma/d|y^{\text{jet}}|$ and $d\sigma/d\Delta \phi^V$ display a maximum at $|y^{\text{jet}}| \approx 0$ and $\Delta \phi^V \approx \pi$, respectively. The measured $d\sigma/dm^V$ ($d\sigma/d|\cos \theta^V|$) decreases (increases) as $m^V$ ($|\cos \theta^V|$) increases.

The predictions of the NLO QCD calculations from the JETPHOX program described in Section 8 and corrected for hadronisation and underlying-event effects are compared to the data in Figs. 9–14. The predictions give a good description of the $E_T^\gamma$ and $p^{\text{jet}}_T$ measured cross sections. The shape and normalisation of the measured cross section as a function of $|y^{\text{jet}}|$ is described well by the calculation in the whole range measured. For the maximum three-body final state of the NLO QCD calculations, the photon and the leading jet cannot be in the same hemisphere in the transverse plane, i.e. $\Delta \phi^V$ is necessarily larger than $\pi/2$; as a result, it is not unexpected that they fail to describe the measured $\Delta \phi^V$ distribution. The leading-logarithm parton-shower predictions of the PYTHIA, HERWIG and SHERPA MC models are also shown in Fig. 12; PYTHIA and SHERPA give a good description of the data in the whole range measured whereas HERWIG fails to do so. The measured cross sections as functions of $m^V$ and $|\cos \theta^V|$ are described well by the NLO QCD calculations.

The NLO QCD calculations based on the CT10 and MSTW2008nlo proton PDF sets are within the uncertainty band of the CTEQ6.6-based calculations. The shapes of the distributions
Fig. 9. The measured bin-averaged cross section for isolated-photon plus jet production (dots) as a function of $E_T^\gamma$. The NLO QCD calculations from JETPHOX corrected for hadronisation and underlying-event effects (non-perturbative effects, NP) and using the CTEQ6.6 (solid lines), MSTW2008nlo (dashed lines) and CT10 (dotted lines) PDF sets are also shown. The bottom part of the figure shows the ratios of the NLO QCD calculations to the measured cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature) and the shaded band represents the theoretical uncertainty. For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.

from the three calculations are similar. The predictions based on the CTEQ6.6 and CT10 PDF sets are very similar in normalisation whereas those based on MSTW2008nlo are approximately 5% higher. All of these comparisons validate the description of the dynamics of isolated-photon plus jet production in $pp$ collisions at $\mathcal{O}(\alpha_{em}\alpha_s^2)$. 

Fig. 10. The measured bin-averaged cross section for isolated-photon plus jet production (dots) as a function of $p_T^{\text{jet}}$. Other details as in the caption to Fig. 9.
Fig. 11. The measured bin-averaged cross section for isolated-photon plus jet production (dots) as a function of $|y_{\text{jet}}|$. Other details as in the caption to Fig. 9.

Fig. 12. The measured bin-averaged cross section for isolated-photon plus jet production (dots) as a function of $\Delta \phi_{\gamma j}$. The predictions from the leading-logarithm parton-shower models of PYTHIA (dotted lines), HERWIG (dot-dashed lines) and SHERPA (long dashed lines) are also shown. Other details as in the caption to Fig. 9.

To gain further insight into the interpretation of the results, LO QCD predictions of the direct-photon and fragmentation contributions to the cross section were calculated. Even though at NLO the two components are no longer distinguishable, the LO calculations are useful to identify regions of phase space dominated by the fragmentation contribution and to illustrate the basic differences in the dynamics of the two processes. The ratio LO/NLO does (not) show a strong dependence on $p_T^{\text{jet}}$ and $|\cos \theta_{\gamma j}|$ ($E_T^{\gamma}$, $|y_{\text{jet}}|$ and $m^{\gamma j}$). The LO and NLO QCD calculations as
Fig. 13. The measured bin-averaged cross section for isolated-photon plus jet production (dots) as a function of $m^{\gamma j}$ including the requirements on $|\cos \theta^{\gamma j}|$ and $|\eta^{\gamma} + y^{\text{jet}}|$. Other details as in the caption to Fig. 9.

Fig. 14. The measured bin-averaged cross section for isolated-photon plus jet production (dots) as a function of $|\cos \theta^{\gamma j}|$ including the requirements on $m^{\gamma j}$ and $|\eta^{\gamma} + y^{\text{jet}}|$. Other details as in the caption to Fig. 9.

functions of $|\cos \theta^{\gamma j}|$ are compared in Fig. 15. The fragmentation contribution is observed to decrease as a function of $E_T^{\gamma}$, $p_T^{\text{jet}}$ and $m^{\gamma j}$ and is approximately constant as a function of $|y^{\text{jet}}|$. However, it increases as a function of $|\cos \theta^{\gamma j}|$ from 2% up to 16%. Therefore, the regions at low $E_T^{\gamma}$, $p_T^{\text{jet}}$ and $m^{\gamma j}$ as well as large $|\cos \theta^{\gamma j}|$ are expected to be sensitive to the fragmentation contribution.

The shapes of the bin-averaged cross sections for the direct-photon and fragmentation contributions at LO QCD were compared. The major difference is seen in the bin-averaged cross...
Table 1
The measured bin-averaged cross-section $d\sigma/dE_T^{\gamma}$ for isolated-photon plus jet production. The statistical ($\delta_{\text{stat}}$) and systematic ($\delta_{\text{syst}}$) uncertainties are shown separately. The corrections for hadronisation and underlying-event effects to be applied to the parton-level NLO QCD calculations ($C_{\text{NLO}}$) are shown in the last column. All tables with information on the measured cross sections, their uncertainties and correlations are available in HepData.

<table>
<thead>
<tr>
<th>$E_T^{\gamma}$ [GeV]</th>
<th>$d\sigma/dE_T^{\gamma}$ [pb/GeV]</th>
<th>$\delta_{\text{stat}}$ [pb/GeV]</th>
<th>$\delta_{\text{syst}}$ [pb/GeV]</th>
<th>$C_{\text{NLO}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>45–55</td>
<td>160.2</td>
<td>±0.9</td>
<td>±20.6</td>
<td>±17.1</td>
</tr>
<tr>
<td>55–70</td>
<td>81.1</td>
<td>±0.5</td>
<td>+8.1</td>
<td>−6.7</td>
</tr>
<tr>
<td>70–85</td>
<td>35.39</td>
<td>±0.32</td>
<td>+3.00</td>
<td>−2.62</td>
</tr>
<tr>
<td>85–100</td>
<td>16.75</td>
<td>±0.21</td>
<td>+1.30</td>
<td>−1.11</td>
</tr>
<tr>
<td>100–125</td>
<td>6.89</td>
<td>±0.10</td>
<td>+0.52</td>
<td>−0.45</td>
</tr>
<tr>
<td>125–150</td>
<td>2.58</td>
<td>±0.06</td>
<td>+0.19</td>
<td>−0.16</td>
</tr>
<tr>
<td>150–200</td>
<td>0.789</td>
<td>±0.025</td>
<td>+0.054</td>
<td>−0.048</td>
</tr>
<tr>
<td>200–400</td>
<td>0.081</td>
<td>±0.004</td>
<td>+0.005</td>
<td>−0.005</td>
</tr>
</tbody>
</table>

Table 2
The measured bin-averaged cross-section $d\sigma/dp_T^{\text{jet}}$ for isolated-photon plus jet production. Other details as in the caption to Table 1.

<table>
<thead>
<tr>
<th>$p_T^{\text{jet}}$ [GeV]</th>
<th>$d\sigma/dp_T^{\text{jet}}$ [pb/GeV]</th>
<th>$\delta_{\text{stat}}$ [pb/GeV]</th>
<th>$\delta_{\text{syst}}$ [pb/GeV]</th>
<th>$C_{\text{NLO}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40–55</td>
<td>107.6</td>
<td>±0.6</td>
<td>+12.3</td>
<td>−10.0</td>
</tr>
<tr>
<td>55–70</td>
<td>70.1</td>
<td>±0.5</td>
<td>+8.2</td>
<td>−6.7</td>
</tr>
<tr>
<td>70–85</td>
<td>36.08</td>
<td>±0.31</td>
<td>+4.34</td>
<td>−3.61</td>
</tr>
<tr>
<td>85–100</td>
<td>18.99</td>
<td>±0.22</td>
<td>+2.21</td>
<td>−1.98</td>
</tr>
<tr>
<td>100–125</td>
<td>8.86</td>
<td>±0.11</td>
<td>+1.11</td>
<td>−1.00</td>
</tr>
<tr>
<td>125–150</td>
<td>3.74</td>
<td>±0.07</td>
<td>+0.50</td>
<td>−0.44</td>
</tr>
<tr>
<td>150–200</td>
<td>1.379</td>
<td>±0.031</td>
<td>+0.194</td>
<td>−0.179</td>
</tr>
<tr>
<td>200–400</td>
<td>0.167</td>
<td>±0.005</td>
<td>+0.026</td>
<td>−0.022</td>
</tr>
</tbody>
</table>

section as a function of $|\cos \theta^{\gamma j}|$ (see Fig. 16), with the contribution from fragmentation showing a steeper increase as $|\cos \theta^{\gamma j}| \to 1$ than that of direct-photon processes. This different behaviour is due to the different spin of the exchanged particle dominating each of the processes: a quark in the case of direct processes and a gluon in the case of fragmentation processes. Therefore, the distribution in $|\cos \theta^{\gamma j}|$ is particularly useful to study the dynamics underlying the hard process and the relative contributions of direct processes and fragmentation. The fact that the shape of the measured cross-section $d\sigma/d|\cos \theta^{\gamma j}|$ is much closer to that of the direct-photon processes than that of fragmentation is consistent with the dominance of processes in which the exchanged particle is a quark. Furthermore, the increase of the cross section as $|\cos \theta^{\gamma j}| \to 1$ observed in the data is milder than that measured in dijet production in $pp$ collisions [41], which is dominated by gluon exchange.
The measured bin-averaged cross-section \( \frac{d\sigma}{dy_{\text{jet}}} \) for isolated-photon plus jet production. Other details as in the caption to Table 1.

<table>
<thead>
<tr>
<th>( y_{\text{jet}} )</th>
<th>( \frac{d\sigma}{dy_{\text{jet}}} ) [pb]</th>
<th>( \delta_{\text{stat}} ) [pb]</th>
<th>( \delta_{\text{syst}} ) [pb]</th>
<th>( C_{\text{NLO}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000–0.237</td>
<td>2158</td>
<td>±20</td>
<td>±211–148</td>
<td>0.96</td>
</tr>
<tr>
<td>0.237–0.474</td>
<td>2113</td>
<td>±20</td>
<td>±208–161</td>
<td>0.96</td>
</tr>
<tr>
<td>0.474–0.711</td>
<td>2043</td>
<td>±20</td>
<td>±203–159</td>
<td>0.96</td>
</tr>
<tr>
<td>0.711–0.948</td>
<td>1968</td>
<td>±20</td>
<td>±204–160</td>
<td>0.96</td>
</tr>
<tr>
<td>0.948–1.185</td>
<td>1806</td>
<td>±19</td>
<td>±191–153</td>
<td>0.96</td>
</tr>
<tr>
<td>1.185–1.422</td>
<td>1687</td>
<td>±18</td>
<td>±183–153</td>
<td>0.96</td>
</tr>
<tr>
<td>1.422–1.659</td>
<td>1452</td>
<td>±17</td>
<td>±171–147</td>
<td>0.96</td>
</tr>
<tr>
<td>1.659–1.896</td>
<td>1256</td>
<td>±16</td>
<td>±147–130</td>
<td>0.96</td>
</tr>
<tr>
<td>1.896–2.133</td>
<td>1108</td>
<td>±15</td>
<td>±135–123</td>
<td>0.96</td>
</tr>
<tr>
<td>2.133–2.370</td>
<td>912</td>
<td>±14</td>
<td>±117–111</td>
<td>0.95</td>
</tr>
</tbody>
</table>

The measurement of the bin-averaged cross section as a function of \( |\cos \theta_{\gamma j}| \) without the requirements on \( m_{\gamma j} \) and \( |\eta_{\gamma j} + y_{\text{jet}}| \) is presented in Fig. 17 and Table 7. The decrease of the bin-averaged cross section as \( |\cos \theta_{\gamma j}| \) increases is due to the non-uniform coverage in \( |\cos \theta_{\gamma j}| \) induced by the requirements on the photon and jet rapidities and transverse momenta. The NLO QCD calculations are compared to the data in the same figure; they give a good description of the measured bin-averaged cross section. The comparison of the data to the predictions of PYTHIA, HERWIG and SHERPA is shown in Fig. 18; in this figure, the MC calculations are normalised to the integrated measured cross section. The shapes of the predictions from PYTHIA and HERWIG are very similar and do not describe the measured cross section. In these predictions, the
contributions of direct-photon and fragmentation processes were added according to the MC default cross sections. It is possible to improve the description of the measured cross section by adjusting the relative contribution of the subprocesses, as demonstrated in Fig. 8 for the estimated signal yield. In contrast, the prediction of SHERPA gives a good description of the measured cross section, both in shape and magnitude; this may be attributable to the inclusion of higher-order contributions at tree-level in the prediction. The studies summarised in Figs. 17 and 18 give insight into the characteristics of one of the primary backgrounds in the study of the new particle discovered by ATLAS [12] and CMS [13] in the search for the Higgs boson.

10. Summary and conclusions

Bin-averaged cross sections for isolated photons in association with a jet in 7 TeV proton–proton collisions, \( pp \rightarrow \gamma + \text{jet} + X \), have been presented using an integrated luminosity of 37.1 pb\(^{-1}\). The jets were reconstructed using the anti-\(k_t\) jet algorithm with \( R = 0.6 \). Isolated-photon plus jet bin-averaged cross sections were measured as functions of \( E_T^\gamma \), \( p_T^\gamma \), \( |y^\gamma| \), \( \Delta \phi^\gamma \), \( m^\gamma \) and \( \cos \theta^\gamma \). The bin-averaged cross-sections \( d\sigma/dm^\gamma \) and \( d\sigma/d|\cos \theta^\gamma| \) were measured with additional selection criteria on \( |\eta^\gamma + y^\text{jet}| \), \( |\cos \theta^\gamma| \) and \( m^\gamma \).
Fig. 15. The NLO QCD predicted bin-averaged cross section for isolated-photon plus jet production as a function of $|\cos \theta^{\gamma j}|$ including the requirements on $m^{\gamma j}$ and $|\eta^{\gamma} + \eta^{j\ell}|$ (dots). The LO QCD calculation (squares) scaled to the NLO integrated cross section and the contributions of the direct-photon (right-hatched histogram) and fragmentation (left-hatched histogram) components are also shown. The middle part of the figure shows the ratio of the scaled LO to the NLO QCD calculations (squares); the bottom part of the figure shows the ratio of the fragmentation component to the full LO calculation (dots).

Fig. 16. The measured bin-averaged cross section for isolated-photon plus jet production (dots) as a function of $|\cos \theta^{\gamma j}|$ including the requirements on $m^{\gamma j}$ and $|\eta^{\gamma} + \eta^{j\ell}|$. The direct-photon (solid lines) and fragmentation (dashed lines) components of the LO QCD prediction are also included. The calculations were normalised to the measured cross section for $|\cos \theta^{\gamma j}| < 0.1$; the factors used are shown in parentheses.
The NLO QCD calculations, based on various proton PDFs and corrected for hadronisation and underlying-event effects using PYTHIA and HERWIG, have been compared to the measurements. The calculations give a reasonably good description of the measured cross sections both in shape and normalisation, except for $\Delta \phi^{\gamma j}$; this distribution is adequately described by the

Regions of phase space sensitive to the contributions from fragmentation have been identified. As a result, these measurements can be used to tune the relative contributions of direct and fragmentation processes in the description of isolated-photon production by the Monte Carlo models.
leading-order plus parton-shower prediction of PYTHIA or SHERPA. The measured dependence on $|\cos \theta_{\gamma j}|$ is consistent with the dominance of processes in which a quark is being exchanged.

A measurement of the bin-averaged cross section as a function of $|\cos \theta_{\gamma j}|$ without the requirements on $m_{\gamma j}$ and $|\eta_{\gamma} + y_{\text{jet}}|$ was also presented to understand the photon plus jet background relevant for the studies of the spin of the new particle observed by ATLAS and CMS in the search for the Higgs boson. The NLO QCD calculations give a good description of the data.
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