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Compton PET: a layered structure PET detector with high 
performance

Peng Peng, Martin S. Judenhofer, Simon R Cherry
Department of Biomedical Engineering, University of California-Davis, One Shields Avenue, 
Davis, CA 95616, USA

Abstract

In most high-resolution PET detector designs, there is an inherent trade-off between spatial 

resolution and detector efficiency. We have developed and tested a new geometry for the detector 

module which avoids this trade-off. The module uses a layered structure, in which four crystal 

slabs are stacked in the depth direction and optically separated by enhanced specular reflector 

(ESR) film. The scintillation light within each layer is measured by 16 SiPMs located on the four 

sides of the crystal. Analog signals from all SiPMs (4×16) on the four sides of the crystal are 

digitized individually using a 64-channel TOFPET-2 module. The four-sided readout method 

reduces the problem of light trapping resulting from total internal reflection when reading out the 

end(s) of traditional scintillation crystal arrays, thus increasing the light collection efficiency. In 

this work, we demonstrate the readout of a complete layered detector with 4 layers. The high light 

collection efficiency results in a FWHM energy resolution of 10.3%, and a FWHM timing 

resolution of 348 ps. The distribution of scintillation light detected by the SiPMs was used to 

decode the interaction position of each gamma ray using a trained neural network. A FWHM 

spatial resolution of 1.1 ± 0.1 mm was achieved. This design allows the detection efficiency of the 

module to be increased by adding additional crystal slabs along the depth direction. Since the 

position, energy, and timing are measured for each layer independently, increasing the system 

sensitivity by adding more layers will not affect the spatial/energy/timing resolution. Furthermore, 

the layered structure allows partial recovery of position information for events that undergo 

Compton scatter within the detector.
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1. Introduction

Despite the tremendous improvement of the performance of PET systems since their 

introduction in the 1970s, further improvements are still possible with the advent of new 

technologies and ideas (Berg and Cherry, 2018; Jones and Townsend, 2017). One of the 

problems in high performance PET scanner design is that there are trade-offs between the 

important features of the scanner (Lewellen, 2010). The trade-off between spatial resolution 
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and system sensitivity is caused by the increasing parallax error as thicker crystals are used 

for a given ring diameter (Godinez et al., 2012). The trade-off between spatial resolution and 

energy/timing resolution is caused by the decreasing light collection efficiency for crystal 

arrays as the aspect ratio decreases (Cherry et al., 1995; Levin, 2002). The first trade-off can 

be mitigated by using depth of interaction (DOI) enabled detectors (Moses, 2001). However, 

the extraction of DOI information often comes at the expense of using more photodetectors 

(Yang et al., 2016; Inadama et al., 2016), or more complicated system designs (Ito et al., 
2011). Moreover, the reduction of crystal cross sectional area (needed for better spatial 

resolution) will degrade the crystal identification accuracy due to inter crystal scatter, which 

counteracts the gain of spatial resolution for pixelated array using smaller pitch crystals 

(Shao et al., 1996; Miyaoka and Lewellen, 2000; Ota et al., 2017). For the trade-off between 

spatial resolution and energy/timing resolution, the design for high spatial resolution PET 

systems usually sacrifice energy/timing resolution to achieve high spatial resolution 

(Lewellen, 2010; Cherry et al., 1997). The poor energy resolution is acceptable for small 

animal studies, since the low scatter fraction from the object enables the use of a wide 

energy window. Furthermore, currently achievable timing resolution of ~200 ps is not 

sufficient to be helpful in small animal studies, therefore timing resolution is not prioritized. 

However, for human brain imaging, the scatter fraction is higher (Wienhard et al., 2002; 

Kolb et al., 2012; Watanabe et al., 2017; Tao et al., 2018), and a narrow energy window is 

required to reconstruct high contrast images. The combination of a narrow energy window 

and poor energy resolution will reject many true events, thus degrading system sensitivity. 

Also, the size of the human brain is large enough to achieve an effective SNR gain with a 

timing resolution of ~200–400 ps (Conti, 2011).

Detectors with monolithic crystals have been used to achieve high spatial and energy/timing 

resolution at the same time. However, monolithic detectors require a complicated calibration 

process and the resolution performance degrades with increasing crystal thickness(Seifert et 
al., 2013; Vinke et al., 2010; Pierce et al., 2018), thus the same trade-off between spatial 

resolution and sensitivity exists for these designs as well.

In this study, we experimentally study a layered structure detector module (McCallum et al., 
2005; Moehrs et al., 2006; Li and Furenlid, 2016; Li et al., 2018; Peng et al., 2019) that 

addresses these trade-offs. The detector consists of a stack of slabs of LYSO scintillator that 

are read out from the sides by silicon photomultiplier (SiPM) arrays. This geometry results 

in high light collection efficiency. Furthermore, since each layer is read out individually, 

additional layers can be added to improve efficiency with no degradation in other 

performance parameters, and positioning ambiguity due to Compton scatter between layers 

can be partially resolved. Building on earlier simulations (Peng et al., 2019), we constructed 

a complete multi-layer detector and evaluated its performance.

2. Material and methods

2.1. Experimental Setup

The Compton PET detector (Figure 1) consisted of 4 LYSO slabs (Crystal Photonics Inc., 

Sanford, FL) and 4 SiPM arrays (4×4 SensL ArrayJ-30035–16P). Each slab had a dimension 

of 13.34×13.34×2.76 mm3, and the 4 slabs were stacked along the depth direction with a 
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pitch of 3.36 mm. ESR (Vikuiti™, 3M, St. Paul, MN) films were glued between the crystal 

slabs, thus the energy deposited by the gamma rays in each layer could be measured 

separately. The SiPM array was a 4×4 array with 3.36 mm pitch thus matching the crystal 

layer pitch. Optical grease (BC-630) was used between the crystals and the SiPMs.

A coincidence setup with combined electronic and physical (tungsten) collimation was used 

for the measurements (Figure 1c). The test detector was the Compton PET detector, the 

reference detector was a KETEK PM3325-WB SiPM coupled with a 3×3×5 mm3 LYSO 

crystal. The tungsten collimator (7 cm in thickness) was placed between the 22Na source 

(4.7 MBq) and the Compton PET module and provided a collimated gamma ray beam with 

~0.6 mm diameter for the Compton PET module. The PET module was attached to a 2D 

moving stage and was moved automatically along the X and Y directions. The signals from 

the Compton PET module and the reference detector were measured by two TOFPET-2 64 

channel ASICs from PETsys (Oeiras, Portugal). All experiments were performed in a 

temperature controlled, light tight box. The temperature was set to T = 21.0 ± 0.5 °C, and 

the SiPM bias voltage was set 4.00 V over breakdown.

2.2. Energy resolution and linearity

The sum of signals from all SiPMs was used to determine the energy deposited by the 

incident gamma ray in the detector module. Due to the non-linearity of the SiPM 

response(Roncali and Cherry, 2011), calibration was needed to obtain the correct 511 keV 

photopeak position and energy resolution (Peng et al., 2018). The following radiation 

sources were used for the energy calibration: 57Co (122 keV), 133Ba (356 keV), 22Na (511 

keV, 1275 keV), 137Cs (662 keV), 54Mn (835 keV).

Because of variable absorption and scattering of scintillation light inside the crystal, the 

central ADC (analog to digital converter) value for the 511 keV photopeak varies slightly for 

different incident gamma ray positions. The collimated gamma ray beam shown in Figure 1c 

was used to irradiate the detector at 169 different positions (13×13 grid of 1 mm pitch) to 

collect ~20,000 events at each location (60 mins). The photopeak position was determined 

from a Gaussian fit of the 511 keV peak in the energy spectrum for each incident position. 

The average ADC value for the photopeak was calculated and used to calibrate the 169 

energy histograms. The energy histograms using the corrected data from all 169 irradiation 

positions was then used to estimate the FWHM energy resolution for the detector.

2.3. Position decoding and spatial resolution

A machine learning method (Bishop, 2006) was used to decode the gamma ray interaction 

position inside the detector as shown in Figure 2. Since different gamma ray interaction 

positions generate different scintillation light distribution patterns on the SiPMs surrounding 

the crystal slabs, a neural network was trained to learn the relationships between the 

interaction positions and the scintillation light distributions. Afterwards, the trained neural 

network can be used to determine the gamma ray interaction position based on the 

scintillation light detected by the SiPMs. We used a convolutional neural network provided 

by the Neural Network Toolbox in MATLAB R2017a (MathWorks, 2019) in this study. The 

structure of the neural network was relatively simple, with only one convolutional layer. 
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More details on the structure of the neural network can be found in our previous simulation 

study (Peng et al., 2019).

To train the neural network, the 0.6 mm wide collimated gamma ray beam was used to 

irradiate the Compton PET module perpendicularly at 169 different positions (13×13 grid 

with 1 mm pitch, shown in Figure 2d). For each position, ~3500 events were acquired within 

the 420–600 keV energy window. The test data was collected in three different regions of the 

detector: center, edge, and corner (Figure 2e). In each region, the collimated beam was 

moved in 0.25 mm steps, and the central location of the 0.6 mm diameter beam was used as 

the ground truth interaction position. An interpolation method (see Supplementary file for 

details) was used for predicting the interaction position using the neural network, in which 

the probabilities of a test event being classified in each of the 169 training positions were 

used as weights in a center-of-mass calculation to estimate the interaction position. The 

histogram of the difference between the ground truth and the estimated interaction position 

was obtained, fit with a Gaussian function, and the FWHM of the fit used as a measure of 

the spatial resolution.

Since there were four layers in the detector module, events were divided into different 

groups according to the number of layers in which scintillation light was collected. In the 

results, only events interacting in one layer or two layers were analyzed, because less than 

one percent of the events yielded signals across three or four layers. For the one-layer 

events, only the 16 SiPMs surrounding this layer received photons, the measured ADC 

values from these 16 channels were used as the input layer for the position decoding neural 

network. For the two-layer events, three strategies were studied to determine which of the 

two layers was better, in terms of spatial resolution, for position decoding: (1) the layer 

closer to the radiation source, (2) the layer further from the radiation source, (3) the layer 

with maximal deposited energy. Since it was found that the strategy (3) gave the best result 

for spatial resolution, this layer was used to provide both the DOI information and the 16 

ADC values for the neural network for position decoding. Strategy (3) likely provides the 

highest spatial resolution as it gives the best signal-to-noise ratio signals for positioning, 

while positioning errors for low-angle forward scatter are still quite small. In the next 

section, for two-layer events, we only show spatial resolution results using the third strategy.

2.4. Timing resolution

The timing resolution for the new module was evaluated using the histogram of the timing 

difference between the Compton PET module and the reference detector (Figure 1c). For the 

Compton PET module, each of the 64 SiPMs generated its own timing signal in the 

TOFPET-2 system. The timing of the Compton PET module was determined as the weighted 

average of all the recorded timing signals, in which, the weights were the ADC values from 

the corresponding channels. Since the TOFPET-2 system used a leading edge discriminator 

to determine the timing information (Di Francesco et al., 2016), a time walk correction was 

needed for each SiPM. After the correction, the timing resolution of the module was 

evaluated for each of the 169 gamma ray incident locations (Figure 2d) and for the entire 

detector.
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3. Results

3.1. Energy resolution and linearity

As shown in Figure 3(a), gamma ray sources with six different energies (122, 356, 511, 662, 

835, 1275 keV) were used to calibrate the energy response of the Compton PET module. 

The non-proportionality of LYSO crystal light yield was accounted for in the 122, 356, 511 

keV data points, which had 88%, 97%, 99% of the light yield per MeV relative to that of a 

662 keV gamma ray (Chewpraditkul et al., 2009; Dorenbos et al., 1995). A two-step 

procedure was used to take into account the non-zero offset of the DAQ system and the 

saturation effect of the SiPM. In the first step, the two data points with gamma ray energies 

of 122 keV and 356 keV were used to do a linear extrapolation to find the non-zero offset 

value of the DAQ system. Only the two lowest energy points were used in the first step to 

avoid the effect of SiPM saturation effect. In the second step, the SiPM saturation effect was 

fitted by an exponential function (Peng et al., 2018) as follows:

ADCraw = ADCoffset + ADCmax ⋅ 1 − exp − ADCcal
ADCmax

(1)

In Equation (1), ADCoffset used the offset value calculated in the first step, ADCraw is the 

measured ADC value corresponding to the photopeak, ADCmax is the maximum ADC value 

the SiPM can output, ADCcal = b · Ey is the relationship between the output ADC value and 

the gamma ray energy that would be observed for a photodetector with a linear response, 

where b is a scaling factor. Only two parameters, b and ADCmax, need to be determined 

from the fitting. After the fitting, the calibrated energy can be calculated from:

ADCcal = − ADCmax ⋅ ln 1 − ADCraw − ADCoffset
ADCmax

(2)

To study the effect of gamma ray interaction position on the energy response of the system, 

we used collimated 511 keV gamma rays to irradiate the Compton PET module at 169 

positions as shown in Figure 2(d). The central ADC value for the 511 keV photopeaks is 

shown in Figure 3(b), the photopeak values are lower near the edges and corners due to fact 

that the scintillation light is more concentrated on just a few SiPMs, which causes more 

saturation on those SiPMs. To remove the interaction position dependence of the energy 

histograms, we normalized the summed ADC values to align the photopeak to the same 

value for different gamma ray irradiation positions. After calibrating the pulse amplitudes 

for the SiPM nonlinearity and interaction position, all events from the 169 irradiation 

positions were used to generate the energy histogram shown in Figure 3(c). The FWHM 

energy resolution for the 511 keV photopeak was 10.3%. The excellent energy resolution is 

the result of increasing light collection efficiency by mitigating the total internal refection 

problem (Peng et al., 2019).
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3.2. Position decoding and spatial resolution

To characterize the spatial resolution of the detector module, we plotted the histogram of the 

difference between the predicted and true gamma ray interaction positions. The predicted 

positions were the output of the neural network, the true positions were the known central 

locations of the pencil beam (Figure 2e). Figure 4a shows the 169 beam positions for the 

“center” testing region. Figure 4b and 4c show the position difference histograms for 1-layer 

and 2-layer events. After fitting the points in the histograms with Gaussian function, the 

FWHM spatial resolution along x and y directions were calculated.

The histogram for the 2-layer events (Figure 4c) shows wider tails than the histogram for the 

1-layer events (Figure 4b) due to the wrong choice of the first interaction point for some of 

the Compton scattered events. To fully recover the sequence of interactions, both the 

energies deposited at the two interaction points and the scattering angle have to be 

determined (Compton, 1923). However, for obliquely incident gamma rays, there are cases 

for forward scatter and backward scatter that give the same interaction positions and 

energies, and ambiguity exists for determining the first interaction point without knowing 

the gamma ray incidence direction. Moreover, the limited spatial and energy resolution, and 

the possibility of having more than one Compton scatter, make it complicated to determine 

the interaction sequence unambiguously. In this paper, we only use the energy information to 

choose the layer for the position decoding. The three strategies introduced in Section 2.3 

were studied, and the strategy using the layer with maximal deposited energy gave the best 

result. The wide tails in Figure 4c indicate that this method is not perfect, and further studies 

are needed to improve the position decoding for the 2-layer events. However, these are a 

fairly small fraction of the detected events (Table 1).

The FWHM spatial resolution for the three different testing regions (Figure 2e) are shown in 

Table 1. It is important to emphasize that testing included source positions not used in the 

training dataset. For all three regions, the majority of the events are 1-layer events. The 

percentage of 2-layer events is lower in the corner and edge regions, because Compton 

scattered photons have a high chance of escaping the detector. Taking the average for all 

regions (one center, four corners, four edges), and using the percentage as the weighting 

factor, the average FWHM resolution for this detector is 1.1 ± 0.1 mm.

3.3. Timing resolution

To obtain the most accurate timing information, a time walk correction was applied to each 

of the 64 SiPMs. As shown in Figure 5a, the time difference between the Compton PET 

module and reference detector depends on the ADC value. We firstly found the central value 

for the time difference for each ADC value with Gaussian fitting (red points in Figure 5a), 

then fitted the relationship between the time difference and ADC value with an empirical 

equation (Eq. 3), in which only the points with ADC value > 5 (blue circles in Figure 5a) 

were used for fitting. In Eq. 3, a, b, c, and d are fitting parameters.

Tdiff = a ⋅ exp b ⋅ ADC + c ⋅ exp d ⋅ ADC (3)
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Since each SiPM gave one timing signal, a weighted average method was used to evaluate 

the timing resolution of the new module, in which the weighting factor was the ADC value 

of the SiPM. The timing resolution of the system was defined as the FWHM value of the 

fitted Gaussian curve for the time difference histogram (Figure 5c). We evaluated the timing 

resolution of the detector in two different ways: Figure 5b shows the timing resolution for all 

169 gamma ray incident positions (Figure 2d), which has a range of 268 – 414 ps, the corner 

and edge regions have better timing performance than the central region; Figure 5c shows 

the timing resolution for the entire detector, which is 348 ps.

4. Discussion

We have tested a layered PET detector module with both high spatial resolution (1.1 mm), 

high energy resolution (10.3%), and high timing resolution (348 ps). The high spatial 

resolution was accomplished by using machine learning to decode the gamma ray 

interaction location for each layer. Here, a cross entropy loss function was used, however, it 

is possible other loss functions could give better performance. Further studies for optimizing 

the structure of the neural network will be conducted in the future. The good energy/timing 

resolution comes from the high light collection efficiency of this geometry. For sub 

millimeter spatial resolution detectors, this new approach using four-sided readout has 

advantages over modules using pixelated arrays or monolithic crystals (Marcinkowski et al., 
2016; Kuang et al., 2018), since the energy, timing and interaction location for each layer are 

measured independently, the number of layers, and thus the system sensitivity, can be 

increased independently without affecting the performance of the system. Because of the 

layer structure, the detector has an intrinsic DOI resolution of 3.36 mm. Moreover, this 

design has the potential to reduce the cost of a PET scanner because the cost for using 

crystal slabs is lower than using pixelated arrays with small cross section crystal elements. A 

similar approach, using optical barriers introduced within the crystal slabs to control the 

light distribution, is being studied by Li et al (Li and Furenlid, 2016; Li et al., 2018) and 

could improve spatial resolution even further.

At first glance, a criticism of this geometry is that it requires more photodetectors and will 

lead to large dead-spaces between detector modules, thus reducing sensitivity in a scanner 

geometry. However, this is not necessarily the case when the module has a relatively large 

cross-sectional area compared to its depth, as explained in (Peng et al., 2019). The fractional 

volume taken up by reflector in sub-mm scintillator arrays can easily add up to 2–3 mm in a 

25–30 mm wide detector, which is similar to space needed to accommodate SiPMs on the 

detector sides. Since the position decoding is based on the pattern of the scintillation light 

distribution, it may also be possible to use sparsely populated photodetectors to decode the 

position, further reducing the number of photodetectors.

A further challenge is that to use the method developed here, all 64 SiPMs need to be 

recorded individually. However, ASICs are now available to read out high-density SiPM 

arrays and with further integration of the electronics between SiPMs, ASICs, and FPGAs, 

the cost and density of electronics needed should not be limiting. Indeed, commercial PET 

systems using SiPM arrays with individual readouts have been developed.
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It also would be interesting to evaluate the performance with lower light scintillation 

materials such as bismuth germinate (BGO). Since the number of layers, and thus the system 

sensitivity, can be increased without degrading performance, it may be possible to build an 

efficient detector for gamma rays with very high energy (several MeV), which can be used 

for prompt gamma detection for proton range determination in proton beam therapy (Knopf 

and Lomax, 2013).

5. Conclusion

In this paper, we studied the feasibility and benefits of constructing a PET detector module 

with crystal slabs and using machine learning for position decoding. We demonstrated that 

the new detector module achieved high spatial/energy/timing resolution and high sensitivity 

at the same time, and provides DOI information as well. The design is a good fit for the 

requirements for high performance human brain PET imaging (Nordberg et al., 2010; Loane 

and Politis, 2011; Chen, 2007).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
(a): schematic drawing of the Compton PET detector module, (b): photograph of the 

Compton PET detector module viewed from the front (entrance) side, (c): Schematic for the 

coincidence setup.

Peng et al. Page 11

Phys Med Biol. Author manuscript; available in PMC 2020 September 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 2. 
Position decoding using machine learning: (a) 511 keV gamma rays interacting with the 

Compton PET module at three example positions. (b) The light distributions on the 16×4 

array of SiPMs (four 4×4 arrays) corresponding to the three positions in (a). (c) A neural 

network was trained to determine the gamma ray interaction position from the scintillation 

light distribution on the SiPMs. (d) In the training set, the gamma beam irradiates the crystal 

perpendicularly in a 13×13 grid with 1 mm pitch. (e) In the completely independent testing 

set, the gamma rays irradiate three regions of the crystal: center, edge, and corner. For each 

region, the center of the beam was scanned across a 13×13 grid with a 0.25 mm pitch. Thus, 

the test data sampled locations for which no training data was available.
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Figure 3. 
(a) ADC value vs. gamma ray energy for the Compton PET module. (b) 511 keV photopeak 

ADC values for pencil beam irradiating the detector at the 169 positions. (c) Energy 

histograms for events from all beam positions after both nonlinear calibration and interaction 

position calibration.
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Figure 4. 
(a) indicates the central positions for the gamma ray pencil beam interactions; (b) and (c) 

show histograms of the difference between the predicted and true interaction positions for 1-

layer and 2-layer events, respectively for the center region.
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Figure 5. 
(a) Time walk correction for one SiPM. (b) Timing resolution for all 169 gamma ray 

incident positions. (c) Timing resolution for the entire detector module combining the events 

from all gamma ray incident positions.
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Table 1.

The FWHM spatial resolution for all three testing regions (center, corner and edge) corresponding to Figure 

2e.

1-layer events 2-layer events

Testing area Percentage FWHM x_res (mm) FWHM y_res (mm) percentage FWHM x_res (mm) FWHM y_res (mm)

Center 86.3% 0.93 0.90 13.7% 1.49 1.49

Edge 92.8% 1.09 0.93 7.2% 1.36 1.07

Corner 95.2% 1.14 1.18 4.8% 1.28 1.31
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