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Abstract 

Time Resolved Infrared Studies of C-H Bond Activation by 

Organometallics 

by 

Matthew Charles Asplund 

Doctor of Philosophy in Chemistry 

University of California at Berkeley 

Professor Charles B. Harris, Chair 
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One of the central focuses of chemistry is to understand the manner in which molecules· 

interact and the reactions that occur as a result of these interactions. With the re­

cent development of powerful tools for time resolved infrared absorption spectroscopy, 

we have an unprecedented opportunity to examine chemical reactions. The first of 

these developments is visible and near infrared ultrafast lasers, which have pulses 100 

fs in duration, and can generate infrared light through difference frequency genera­

tion. The other major developmentis step-scan Fourier Transform Infrared (FTIR) 

spectroscopy, which allows us to collect infrared spectra in the nanosecond and mi­

crosecond time regime. The combination of these two techniques has allowed us to 
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probe the dynamics continuously through time from the femtosecond time domain, 

where the primary photophysical events occur, to nanoseconds and microseconds, 

where the final bond activation steps occur. 

This work describes how these spectroscopy tools have been applied to the study 

of the photochemical activation of C-H bonds in organometallic systems, whichallow 

for the selective breaking of C-H bonds in alkanes. We have establish the pho­

tochemical mechanism of C-H activation by Tp*Rh(C0)2(Tp*=HB-Pz3, Pz = 3,5-

dimethylpyrazolyl) in alkane solution. The initially formed monocarbonyl forms a 

weak solvent complex, which undergoes a change in Tp* ligand connectivity. The 

final C-H bond breaking step occurs at different time scales depending on the struc­

ture of the alkane. In linear solvents, the time scale is <50 ns and cyclic alkanes 

is "' 200 ps. The reactivity of the Tp*Rh(C0)2 system has also been studied in 

aromatic solvents. Here the reaction proceeds through two different pathways, with 

very different time scales. The first proceeds in a manner analogous to alkanes and 

takes < 50 ns. The second proceeds through a Rh-C-C complex, and takes place on 

a time scale of 1.8 p,s. 

Much of the study of these C-H activation reactions has focussed on the spec­

troscopy of the CO ligands. We have shown the spectroscopy of several non-CO 

modes in the system. Spectroscopy of the Rh-H stretch at 2080 cm-1has allowed 

for the unambiguous assignment of the time scale of final C-H bond breaking step. 

Spectroscopy of the pryazole stretches in the Tp* ligand itself has confirmed that an 
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important step in the reaction pathway for this C-H activation system is the changing 

of the connectivity of the Tp* ligand. 
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Chapter 1 

Introduction 

In the understanding of physical chemistry, one can identify two natural group­

ings of experiment and theory. These can be described by structure and dynamics, or 

similarly equilibrium and non-equilibrium. Recent progress on understanding equilib­

rium structure in both structure and dynamics has allowed us unprecedented insight 

into the structure of matter, and into the nature of the interaction of matter, which 

we call chemistry. Experimental techniques such as X-ray diffraction, NMR, IR, mi­

crowave and other spectroscopies have allowed us to measure very detailed properties 

of molecules. Computational techniques such as semi-empirical quantum calculations, 

ab initio quantum calculations and density functional theory have reached chemical 

accuracy for small systems, and allow further insight into equilibrium properties. 

Understanding dynamic processes has proven more difficult, because it involves 

all of the complexity of understanding equilibrium structure but with the added 
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dimension of time eyolution. Important steps have been made in this field both 

in computation and in experiment. On the computational side, advances in computer 

performance have led to an increase in the size and complexity of systems which can 

be studied by molecular dynamics studies. Increases in computational techniques 

as well as in computer power have also led to increases in the size and complexity 

of quantum structure calculations, and have allowed the calculation of semi-classical 

systems which promise much more realistic simulations than those available in pure 

classical simulations. 

On the experimental side, the development of femtosecond laser systems has al­

lowed for experimental probing of very early events in chemical reactions. Early work 

on small systems, including I2 , HCN, I2, M(CO)G (where M=Cr, W, Mo), stilbene 

and N3 all provided insight into the early bond breaking and energy transfer dynam­

ics in chemical reactions. Studies of photosynthetic systems, myoglobin and other 

biochemical systems have also provided important insight into chemical reactivity. 

Recent advances in ultrafast lasers, including the development of Ti:Sapphire os­

cillators, regenerative amplifiers and optical parametric amplifiers, have made the 

generation of 100 fs infrared pulses possible. The move from visible spectroscopy to 

infrared spectroscopy is extremely important in chemistry, since the infrared region of 

the spectrum allows much better deduction of structural information. Understanding 

the data derived from probing electronic states in the visible region of the spectrum 

is difficult because interpretation requires knowledge of information about the elec-
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tronic states. In simple systems this is possible, but in complex systems, especially 

systems in which there are intermediates with unknown structures, it can be diffi­

cult to interpret electronic spectra. Another advantage of infrared spectroscopy is 

that the width of the peaks is small compared to the spectral width available in the 

infrared. In visible experiments peaks associated with parent compounds, products 

and intermediates often overlap because their bandwidth is >3000 cm-1compared to 

the 17 000 em -lof visible bandwidth. In comparison, for measurements in the studies 

described in this work, the peaks are 5- 10 cm-1wide and the measurements cover 

at least 350 cm-1. This means that the absorption of the parent, intermediates and 

products are well isolated and thus easy to identify. 

Infrared is also preferable to visible in this work because it is a direct probe of 

structure. For an isolated band, the frequency of a given absorption is based only on 

the reduced mass and the force constant of the bond. Even in cases of extended local 

modes, the frequency can still be associated with forces and masses in the molecule, 

and thus is directly related to structural details in the molecule. Electronic states also 

depend on structure, but in a much more complex way, and so understanding them 

requires calculations of the electronic states, including excited states, to correlate 

these structures with electronic absorptions. 

The work in this dissertation shows the capabilities which transient infrared spec­

troscopy can bring to bear on a reasonably complex chemical system. It builds on 

work which was done using traditional spectroscopy techniques which use model ki-
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netic schemes, and adds direct measurements of chemical reactions under realistic 

reaction conditions. Most importantly, it allows us to observe all of the intermediates 

which are formed during the course of the reaction, and to unambiguously describe 

their structure and thus begin to understand the processes which are involved in these 

chemical transformations. These experiments, coupled with theoretical calculations 

will help us to understand these important and interesting chemical reactions in much 

greater detail. 
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Chapter 2 

Experimental 

2.1 Ultrafast IR 

In order to probe the dynamics of chemical systems in the first steps of the reac­

tion, it is necessary to have an instrument capable of measuring events which occur 

on the timescale of I"VlOO fs. Measurements which depend on electronics for their 

time resolution are generally not capable of measuring signals shorter than 1 ns, the 

response time of the fastest infrared detectors. It is thus necessary to use pulses of 

IR light which are short, and use them to measure the dynamics during short periods 

of time following photoexcitation. 

In our experiments, we have used a laser which is capable of producing infrared 

pulses which are I"V80 fs in length, and tunable through the I.R. region. An important 

consideration in building our laser system was to allow flexibility in wavelength for 
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both pump and probe. Previous studies in chemical dynamics were often limited 

to the study of molecules which absorbed where a particular laser could produce 

light. We felt that it would be more important to create a laser which could produce 

broadly tunable pulses at several wavelengths simultaneously, allowing us to pick 

the interesting chemical systems, and then tune our laser to meet. the needs of that 

particular system. 

A schematic representation of the laser system is shown in 2.1 on page 8, and it has 

been described previously [2,3]. A summary of the laser is also provided in appendix B 

on page 135, which contains important parameters. The initial pulses in our system 

are produced by a Titanium Sapphire laser, operating at 80 MHz. The oscillator 

design is a standard design [4, 5] in a Z configuration. This oscillator provides a very 

stable source of 100 fs pulses at 800 nm. The output of the. oscillator is amplified 

by two transversely pumped Bethune dye cells, using LDS-798 dye pumped by the 

output of a seeded 30 Hz Spectra Physics YAG laser in a configuration similar to that 

used by Murnane [6]. This laser is time synchronized by an electronic synchronization 

circuit which consists of a discriminator circuit and a D-flip flop. The light which 

leaks through the high reflector end of the oscillator cavity is focused on a photodiode, 

and the output of this photodiode is fed into the discriminator. When the lamps on 

the YAG fire, this sets the D-flip flop to be ready. When the next pulse comes from 

the oscillator, it triggers the flip flop which outputs a 5V electrical pulse. This pulse 

is then used to start a delay generator which controls the rest of the timing of the 
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laser and data collection system. 

The 800 nm light is then split into into three beams by two beam splitters. One 

beam is amplified in another Bethune dye cell with LDS 798 dye to give 8 /1-J of 800 

nm light. The other two beams are focused in thin sapphire flat windows to generate 

continuum. The power and focusing of the 800 nm light is set to generate continuum 

just below the threshold at which the beam profile starts to degrade. These continuum 

beams are then filtered to give a 10 nm section of the spectrum, and amplified in a 

chain of Bethune cells. This allows two beams of independently tunable light, which 

for most of our experiments are set for 590 nm and 700nm. 

The beam of 590 nm light is doubled in a BBO crystal to form a 295 nm pump 

beam, which is focused to a diameter of 200 Ji-m in the sample and starts the reaction. 

The other two colors, 800 nm and 700 nm, are combined in a Lil03 crystal. This 

crystal acts as a difference- frequency medium, producing a beam of IR light whose 

energy is the difference between 700 nm and 800 nm, which is 2000 cm-1
• This light 

is split into a signal and reference beam, passed through a monochromator and into 

two detectors. This allows us to correct for shot to shot laser noise in the system. 

Infrared signals are collected by two matched InSb detectors from Electro-Optical 

Systems. These detectors were chosen to be matched well in their operating char­

acteristics to minimize noise due to non-linearities between the two detectors. The 

output from the detectors is a pulse which is approximately 10 J.i-S in width, and neg­

ative in voltage, with the integral of the peak being proportional to the photon flux 
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on the detector. In order to get maximum stability in the signal from the detector, 

we pass the pulse through integrators (Stanford Research model 250) and then the 

output of the integrators is digitized by a LeCroy model 4300B digitizer. 

Signals are collected in two different modes depending on the type of experiment. 

In kinetics mode the monochromator is set to a specific wavelength, and the time 

delay between pump and probe is swept from before to to some time after t0 . This 

measurement is repeated a number of times at a given wavelength until the signal 

to noise is sufficient for reliable fitting of the transient. This mode of operation is 

controlled by computer code initially written by Dan Russell [7] in our research group, 

though some modification of his code was necessary. A modified program femto. exe 

contains code for logarithmic scanning, viewing of averaged data, and several bug 

fixes. 

In spectrum mode the monochromator is set at a given wavelength, and measure­

ments are made at a small number of time delays, first with the pump beam blocked, 

and then with it unblocked. These measurements are repeated a number of times, 

and these repetitions are averaged. The monochromator is then changed to a new 

wavelength and the measurement is repeated. The computer code which implements 

this is spectrum. exe. 
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2.2 Step-scan FTIR 

Traditional wavelength dispersive transient IR measurements have depended on a 

single frequency source, such as an IR diode laser or a glow-bar dispersed through a 

monochromator, and a time resolved IR detector. [8, 9] Measurements are made one 

frequency at a time, though all times could be measured if the time response of the 

detector were fast enough. One of the big problems with this technique is that if the 

sample degrades over time, this degradation is reflected in the spectrum. This often 

makes absolute determination of time resolved spectra difficult. 

Step-scan spectroscopy is different in that it collects information about all fre­

quencies and all times at each laser pulse. This means that any sample degradation 

over the time of the experiment is reflected in the whole spectrum, rather that in just 

a subset of frequencies. Specifically, the time resolved interferograms are collected in 

such a way that the center spike of the interferogram is collected first and the long 

tail later. This means that even if the sample quality degrades over the time scale of 

the experiment, the peak positions are correct, and only the spectral resolution is de­

graded. The one difficulty with step-scan spectroscopy is that it requires many more 

laser shots to collect a time trace at a given frequency than traditional wavelength 

resolved spectroscopy. For instance a typical scan in the CO region of the spectrum 

(1700- 2100 cm-1) would require 30 laser shots averaged at each of 420 mirror posi­

tions. This means 420 * 30 = 12600 shots are required to get kinetics at one frequency. 

We attempted to measure the nanosecond SS-FTIR signal of Tp*Rh(C0)2 in liquid 



11 

Xe, but found that the sample rapidly degraded after only 50-100 laser shots. Thus 

we were unable to get information on any frequencies without getting information 

about all frequencies. 

The basic principles of Step-Scan FTIR are based on conventional FTIR, and were 

first described by Uhmann et al .. [10] In a standard FTIR, light from a broadband 

IR source is split by a beam splitter and one part of the beam is reflected off of 

a mirror mounted on a translation stage, while the other is reflected off of a fixed 

mirror. The two beams are then re-combined and passed through the sample and 

into the detector. The IR signal is then collected as the translation stage is scanned, 

giving an interferogram of the IR source modified by the sample absorption. 

In Step-scan FTIR, rather than continuously scanning the translation stage and 

collecting a time domain signal on a millisecond time scale, the stage is moved in 

n discreet steps, stopping at each position to take m time traces, each representing 

a photexcitation event. These m time traces are averaged to decrease noise. The 

time resolution of the traces is limited by the detector response and the electronic 

amplification and digitization, and can be from 5 ns to 5 ms depending on the 

experimental setup. Each time trace provides p time slices spaced linearly. We can 

then form an n x p matrix of signal values for each step x time point, where each 

point Anp is a signal value. If we now consider looking along the n axis of mirror 

positions in the matrix (ie all Aip for a given p) then we have interferograms at a 

given time p. We can then Fourier transform this interferogram to get a spectrum at 
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a given time p. This process is graphically demonstrated in figure 2.2 on page 14. 

A very important aspect of step-scan spectroscopy involves the measuring of small 

time dependent changes in the spectrum. For a normal spectrum (see figure 2.3(a) 

you can see that there are static absorbances in the spectrum that are >0.25 O.D, 

and are often even larger. The transient spectrum in figure 2.3(b)" on page 15 is the 

spectrum that we actually want to see, and it has features that are on the order of 

.5 mOD, or 0.05% of the static spectrum. If we assume an 8 bit digitizer, which has 

28=256, the difference between two digitized values is 2~6 = .00390, or .4%. This 

is almost 10 times less than the size of the signal which we want to observe, and 

so we are only effectively using 3 bits of the digitizer. This problem was elegantly 

solved by Palmer by using a high pass, or A. C. coupling filter on the output of the 

detector. [11,12] This filters out the constant offset, which is the static spectrum, and 

leaves only the part of the signal which changes in time faster than the time constant 

for the detector (generally 1 ms). Using this technique, we are able to use all of the 

dynamic range of the digitizer to digitize only the transient signal. 

The Fourier transformed spectra are in raw signal form and need to be converted 

to absorbance units. In general we know that we calculate absorbance as: 

I 
A= -log(-) 

Io 
(2.1) 

For step-scan measurements, we have I, the collected spectrum at each time slice, 
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which is actually the sum of the DC and AC portions of the signal. In order to get 

] 0 we collect an identical data set, but collecting the DC output of the IR detector, 

rather than the AC output. Thus the calculation in terms of DC and AC signals is: 

A= -log(AC ;:c) (2.2) 

Because the DC component of the signal is so much smaller than the AC com-

ponent, we attenuate the DC signal, and amplifying the AC signal. For a typical 

experiment, we attenuate the DC signal by a factor of 2, and amplify the AC signal 

by a factor of 200. This means that we need to include a factor f3 of 400 in the 

calculation of the absorbance. This gives us a final equation: 

A = _ l ( AC + ((3 x DC) ) 
og ((3 x DC) · (2.3) 

This calculation is performed as part of the scripts used in the data analysis, which 

is summarized in appendix A on page 125. 

Another problem with performing time resolved IR measurements is changes in 

the refractive index ( 17) caused by changes in temperature from the absorption of the 

U. V. light. These changes cause an overall decrease in the amount of light hitting 

the detector, and therefore look like an absorption. In step-scan, however, we take 

advantage of the fact that this change in 17 is relatively frequency independent, and 

therefore causes a constant offset in the interferogram. When we do the Fourier 
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transform of the interferogram, this constant offset goes to zero, and the spectrum 

shows no offset. 

Using the A. C. coupled step-scan technique as described, we have been able to 

measure signals as small as .1 mOD with signal to noise sufficient for fitting rise 

times, in under an hour. This represents a significant step forward in the field of time 

resolved infrared measurements. 

Our spectrometer is a modified IFS88 described by Frei and co-workers [13-16], 

and shown in 2.4 on the facing page. We have made several important changes in the 

optics and detectors which are important to mention. Solvents such as cyclohexane 

have significant absorption in the spectral region in which we are probing. This 

means that in we need lots of IR photons to get sufficient signal from the detector. 

Specifically in this system, the IR comes from a globar source which is passed through 

-
an aperture to select. some portion of the IR coming from the source. The light is then 

expanded onto a concave turning mirror, which focuses it in the sample. Another 

concave mirror collects and recollimates the light at the other side of the optical 

cavity, and further optics focus the IRon the detector. The size of the IR beam at 

the focus in the sample is controlled by the size of the aperture. In the configuration 

as described the size of the focus is significantly larger than the aperture because the 

concave mirrors do not act as perfect lenses when placed at 45° angle to the light. 

In order to get the focusing of the IR beam close to the size of the aperture, we 

have changed the optical configuration .of the spectrometer to use focussing lenses 
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rather than focussing mirrors. We have added a new set of planar turning mirrors 

which send the beam through the sample cavity without focussing, and added a set 

of 10 mm BaF focusing lenses which focus the IR beam. These were aligned by 

replacing the standard beam splitter in the scanner with a BaF beam splitter which 

transmits some visible. The first lens was installed, and the beam ~as centered on the 

opening on the other side of the cavity to insure that the first lens was not steering the 

beam. The second lens was then mounted, and the light was centered on the optics 

in front of the detector. The distance between the two lenses was then adjusted 

to give maximum signal on the detector. Finally germanium plates with a special 

IR anti-reflective coating were placed over the ports between the sample chamber 

and the scanner and detector sections to assure that UV did not damage either of 

those sensitive components. A diagram showing the optics configuration is shown in 

figure 2.5 on the next page. 

The pump beam is either the second or third harmonic of Spectra Physics DCR-10 

YAG laser output, at 355 nm of 266 nm, or the second harmonic of the output of a 

Spectra Physics PDL nanosecond tunable pulsed dye laser, usually at 300-320 nm. 

This is steered into the cavity by quartz right angle prisms from the laser. The laser 

is placed in another room to minimize RF noise in the detector from the lamps and 

Q-switch. The laser light is focused by a 500 mm quartz lens so that the size of the 

pump beam in the sample is the same as the diameter of the IR beam in the cell. 

Any UV light which passes through the cell is blocked by a card to avoid damaging 
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the germanium plate. It was found that with careful alignment, the overlap of the 

pump and probe beams was stable over the 7- 10 days during which we performed 

our experiments. 

Time resolution for step-scan measurements is given by the detector response time 

and the response times of the amplifiers and digitizer. For these experiments, an InSb 

detector was used with a nominal 42 ns FWHM. In order to measure this response, 

we used the 1064 nm output of the YAG laser. Diffuse reflections of these pulses 

were detected by a near-IR Si photodiode with a 1 ns response time, and by the InSb 

detector. Sample traces of the outputs of these two detectors are shown in figure 2.6 

on page 22. The solid line is the measure of the laser output with a fast detector, and 

represents the real pulse width of 14 ns. The dashed line is the output of the InSb 

detector. The signal from the InSb is wider, and has a long tail. This suggests that 

even though the output has a 42 ns FWHM, the actual instrument response function 

will be longer than this. 

In order to measure the true response of the system, we need a system in which 

we can measure an instantaneous growth of a product. The system which we chose as 

a model system is Cr(C0)6 . It is well known [2,17,18] that within tens of picoseconds 

after photoexcitation, Cr(C0)6 looses a CO ligand, forms a solvent complex, and 

vibrationally cools. The solvent complex is then stable on the nanosecond time scale, 

and can be measured by step-scan spectroscopy. Measurements were made using the 

42 ns InSb detector, 4 mJ of 355 nm UV light from a frequency tripled YAG laser, 



21 

and a 0.5 mm thick sample. The spectrum of the reaction is shown in figure 2.7. This 

shows the a bleach of the parent absorbance at 1985 cm-1, and the formation of two 

new pentacarbonyl peaks at 1958 cm-1and 1932 cm-1. Kinetics of the growth of the 

peak at 1958 cm-1are shown in figure 2.8 on page 24. The signal is fit to a Gaussian 

with a FWHM of 42 ns convolved with an exponential growth which a time constant 

of 62 ns. This gives a quantitative measure of the minimum time constant which we 

can reliably measure. 

2.3 Ab Initio Calculations 

An important part of the process of understanding chemical process, is trying 

to use mathematical models to model the physical system. For these measurements 

we are using infrared absorbance due to molecular vibrations to identify structures. 

While it is possible to use chemical intuition and comparison with other molecules to 

do spectral assignments (which we have done with much success) it is also useful to 

perform structure calculations to aid in assignments. Recent calculations by Jonas 

and Thiel [19] have shown that density functional based calculations are capable of 

reproducing experimental vibrational frequencies to less than 30 cm-1of accuracy. 

Calculations for this paper we done on a 600 MHz DEC Alpha computer, running 

Digital UNIX 4.0b with 128 MB of memory. The package used for the computations 

is Jaguar version 3.0 by Schrodinger Inc, Portland OR. This package was chosen 

because it allows fast calculation of organometallics using density functional theory 
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and effective core potentials. This allowed us to calculate equilibrium geometries 

and vibrational frequencies for large molecules (including Tp*Rh(CO)(H)(R) and 

Cp*M(CO)(H)(R), M=Rh and Ir, as discussed in chapter 4. For a molecule such 

as Tp*Rh(C0)2, the geometry calculations took approximately 48 hours to converge 

with a moderate sized basis set. 

For the calculations presented here, the LACVP basis set was used. This puts a 

6-31G basis set on all elements lighter thanK, and for all heavier elements an Effec-

tive Core Potential (ECP) was used derived from the work at Los Alamos National 

Laboratories. The ECP basis set contains an effective core and the outermost core 

orbital for the atom. For the larger systems, the calculations were performed without 

diffuse or polarization functions to cut down on the time required for computation. 

Calculations of the vibrational frequencies were performed in the optimized ge-

ometry using a fully numerical calculation of the Hessian matrix. While it would 

have been much quicker to perform an analytical calculation of the Hessian, Jaguar is 

unable to perform analytical derivative calculations for ECP basis sets, and using the 
' 

Hessian from the optimization gives incorrect results. Unfortunately, the calculation 

of the Hessian became the limiting factor in modeling different compounds. 

2.4 Picosecond visible absorption 

All of the vibrational cooling studies were performed on a picosecond dye laser 

system in our lab. It has been described previously in the literature [20-22]. Basically, 
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it consists of a 25 ps actively modelocked Argon ion laser, which pumps a dye laser 

with Rhodamine 6G dye. This produces 1 ps pulses at 85 MHz repetition rate, which 

are then amplified by a chain of longitudinally pumped dye cells. The amplifiers are 

pumped by a 10 Hz Molectron Nd:YAG, which produces 220 mJ of light at 532 nm. 

The lasers are synchronized by a system similar to that used for t4e femtosecond IR 

system (see section 2.1 on page 5). The total output of the amplifiers is 1 mJ at 

590 nm, with 1.2 ps pulses. Later measurements were made with a slightly different 

system. Our argon ion laser failed, and we changed to an Antares Nd:YLF laser 

pumping a dual dye jet dye laser. Using this configuration, we were able to get 800 

fs pulses at 590 nm with 1 mJ pulse energy. 

After amplification, the light is telescoped into a KTP* crystal to form 295 nm 

UV light. The visible and UV light are separated by dichroic mirrors, and the UV 

delayed on a translation stage with respect to the visible to give us time resolution. 

The visible light is focussed into a water cell to form white light continuum, and 

a small wavelength range is selected by a 10 nm bandpass filter and the light is 

filtered through a spatial filter. Two 5 mm thick quartz uncoated windows select 4% 

portions of the visible light. One is passed through the sample and into a photodiode 

for measurement. The other is passed to another photodiode as a reference. The 

photodiode signals are collected, integrated, and digitized to give a signal at a given 

wavelength, and at a given time. This system is able to observe absorbance changes 

of .1 mOD after 20- 40 scans, allowing us to observe small concentration changes. 
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2.5 Nanosecond UV /visible absorption 

An important part of this work has been following chemical reactions through all 

applicable time scales. In the infrared, we were able to use a combination of ultrafast 

IR measurements and step-scan FTIR. In looking at the course of these reactions, it 

became apparent that we needed information about the nanosecond UV and visible 

absorption changes. These measurements were made in collaboration with Dr. Jim 

Lewis in the Kliger group at U. C. Santa Cruz. They have developed a system for 

measuring UV /vis full spectrum absorption measurements in the tens of nanoseconds 

range. Their system is described in the literature [23, 24]. Basically it consists of 

a mercury fiashlamp, a monochromator, and an intensified diode array from EG&G 

instruments. The lamp produces a microsecond pulse of white light, which is focussed 

in a cell, and then focussed into the monochromator, and imaged onto the diode 

array. The nanosecond time resolution is given by pulsing the bias on the diode array 

intensifier; when the intensifier is off, no signal gets to the array, and so data is only 

collected when it is turned on. Gating and timing is controlled by a Stanford Research 

digital delay generator. Photolysis is performed by the third or fourth harmonic of a 

Nd:YAG laser, which is also synchronized by the delay generator. 

Data is collected as full spectra at a given time delay, and integrated over a short 

time window, ten nanoseconds for the data shown here. Measurements made with 

this system are very sensitive, allowing us to see signals of a few mOD after collection 

of a few laser pulses. 
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2.6 Sample Preparation 

In the study of organometallic compounds, the synthesis and careful handling of 

samples is of tremendous importance. For these studies, compounds were supplied by 

several collaborating groups here at U. C. Berkeley. Tp*Rh(C0)2was synthesised by 

Dr. Bruce McNamara and Mr. Jake Yeston, and Bp*Rh(C0)2by Mr. Yeston, who 

work with Dr. Robert Bergman and Dr. Brad Moore. The compounds were made 

according to the standard published method (25, 26] and characterized using NMR 

analysis, and IR spectroscopy. Because the Tp*Rh(C0)2and Bp*Rh(C0)2are air and 

water sensitive, samples were made in a nitrogen filled dry box, and were kept sealed 

from outside air during the experiment. Solutions were prepared to have an optical 

density (OD) between 0.6 and 1.0 at the pump wavelength, giving a concentration 

of,....., 1 mM for Tp*Rh(C0)2in or aromatic solvents. Samples of Bp*Rh(C0)2were 

approximately 2 mM because of their increased solubility in alkane solvents. Solvents 

used in sample preparation were purchased from Aldrich Chemical, and dried over 

molecular sieves, degassed and purged with N2 prior to sample use. Deuterated sol­

vents were purchased from Cambridge Isotope Laboratories and were dried, degassed 

and purged with N2 . Samples of the Os(bpy)s were synthesised by Mr. Niels Dam­

rauer, a student working with Dr. James McCusker, and were dissolved in spectral 

grade solvents, and purged with N2 for 15 minutes prior to use. 

In both femtosecond and nanosecond systems, the samples were circulated contin­

uously through a Harrick infrared sample cell with 3 mm CaF 2 windows to allow both 
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UV and IR light through the sample. Sample thickness was set by Teflon spacers, 

which were 1 em thick. The sample was flowed by a peristaltic pump through Viton 

tubing. For the nanosecond spectra, it was especially important that there be no 

vibrations in the sample, and so for these experiments, the peristaltic pump was used 

to pump sample to a reservoir above the level of the sample holder. The sample was 

then gravity fed through the cell, giving a vibrationless flow. The temperature of the 

samples was not actively controlled, but the volume was sufficiently large to avoid 

heating due to laser irradiation. 
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Chapter 3 

Fundamental Photophysical· Events 

3.1 Vibrational Cooling 

The field of ultrafast chemical dynamics is fundamentall)" tied to a class of re­

actions which are initiated by absorption of a photon (or several photons). This is 

necessary because accurate probing of the course of a process requires accurate knowl­

edge of when that process began. Thus if we wish to know time scales of events to 

less than 100 fs, we need to know the time when evolution started to less than 100 

fs. This leads to the requirement that all reactions which we study are initiated by 

absorption of a photon. 

In the case of chemical reactions this can often be a problem. The Frank-Condon 

principle states that absorption of a photon must lead to a vertical transition in the 

molecular potential plot. For bond dissociation this means that we have to excite 
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the molecu1e into the dissociative potential at a point very close to the equilibrium 

geometry, and that we will therefore add extra energy over the bond dissociation 

energy (which is the difference between the minimum energy of the ground state and 

the minimum energy of the excited state). This extra energy can be very important 

in understanding the course of reactions. If we study slow reactions (reactions with 

time scales > lns) this energy is certain to have been equilibrated between the modes 

of the molecule and the modes of the surrounding solvent before reaction occurs. 

However, if we study fast reactions (reactions with time scales <lOps) then we have 

to understand the interaction of the transfer of this excess energy with these reactions. 

A comprehensive review of the 12 system has been written by Harris et al. [27], 

but I will give a brief overview here. After the 12 molecule absorbs light at "' 500 

nm, the molecule dissociates, and some number recombine in less than 1 ps. These 

molecules have significant excess energy, and this energy is transfered to the solvent. 

This can be monitored through observation of the electronic energy of the electronic 

excitation in the visible. This is possible because of the shape of the electronic states 

in 12 (see 3.1 on page 33). For a harmonic oscillator, the majority of the wavefunction 

is at the turning points in the potential, and so we expect most of the absorption to 

be at the turning points also. If an 12 molecule is in a vibrationally excited state, this 

means that the absorption is split and shifted to the red and to the blue with respect 

to the ground state absorption. As the molecule "cools" to lower vibrational states, 

the wavefunctions shifts more towards the center of the well, and the absorptions 
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therefore shift towards the blue and red. This shift depends on the specific structure 

of the ground and excited state potential energy surfaces. 

Early studies on I2 showed a slow recovery of the parent molecule after photodis­

sociation [28, 29]. These studies used only a single wavelength probe, and so were 

unable to see the vibrational cooling. Work by Harris et al. [20] probed the I2 dy­

namics over a broad range of the visible and near infrared spectrum and showed that 

the long parent recovery was due to vibrational cooling. Further work by Xu et al. [30] 

used transient Raman to confirm the role of vibrational cooling in the evolution of 

the chemical system. Basically it was shown that for I2 , the timescale for vibrational 

cooling was 70 to 140 ps in alkane solvents and in halomethanes. Experiments in 

liquid Xe gas show that the cooling time is much longer, 1 ns, which was expected 

because of the lack of available solvent modes to absorb the vibrational energy. 

More recent work on I;, the anionic form, shows significantly different behavior. 

Barbara and co-workers [31-33] and Ruhman and co-workers [34-37] show that the 

vibrational cooling time for I; in alcohol solvents and water is 2 to 4 ps. Studies in 

C02 clusters by Lineberger and co-workers [38, 39] support this time scale. This is a 

very significant difference in the cooling time when compared to I2 and suggests that 

there are significant differences in the interactions between the solvent and the solute. 

A first obvious difference is the addition of a long range coulombic charge/dipole in­

teraction between the I; and the alcohol solvent. In the case of I2, the interactions 

are modeled as primarily repulsive interactions on the Lennard-Jones potential, and 
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Figure 3.1: Electronic states involved in the vibrational cooling in h 
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so are very short range collisional interactions. In the case of I2 the coulombic inter­

action couples the solute with many more solvent molecules through this attractive 

interaction. Another important difference is the oscillator frequency of the two differ­

ent molecules. I2 has an additional electron which weakens the I-I bond, leading to a 

vibrational frequency of 115 cm-1 , almost a factor of two lower in frequency than the 

215 cm-1frequency of I2 • Benjamin et al. [40,41] studied the relative importance of 

these effects using molecular dynamics simulations and found that both the change 

in frequency and the addition of the coulomb interaction contributed to the increase 

in the vibrational cooling rate. 

Experiments performed by our group [1,22] sought to address issues related to this. 

This was done by measuring the rate of vibrational cooling of various diatomic halides 

in different polar and non-polar solvents. Measuring the vibrational cooling times for 

charged and dipolar solutes in a series of solvents with varying polarities has allowed 

us to examine different aspect of this phenomena. Data for the cooling of I2 in the 

non-polar solvent CC14 are shown in 3.2 on page 36. The difference between the two 

scans is that the solvent CC14 has no permanent dipole, and therefore no charge/dipole 

interaction with the solvent, while the CHCla has a small permanent dipole which 

can interact with the charge. If the long range C<?ulomb interaction were important 

in the cooling dynamics, one would expect to see different cooling behavior in the 

two solvents. The data in figure 3.2, however does not show significantly different 

cooling behavior between the two solvents. Note that the difference in apparent time 
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scales is due to differences in the sample and not in the dynamics. Because of the 

low solubility of the 13 ion in the non-polar CC14 solvent, it was necessary to use a 

1 em cell rather than the 1 mm cell used for the rest of the experiment. This means 

that as the pump and probe beams propagate through the sample, the probe beam 

travels faster than the pump beam (because the probe beam is significantly to the red 

of the pump beam). This means that, rather than a single time delay between pump 

and probe for the sample, there is a distribution of delay times depending on how far 

the beams have traveled through the sample. For our experiments, we measured that 

the instrument response function for our system changed from 1.5 ps to 5.5 ps when 

going from 1 mm to 1 em. If we fit the data to a single exponential decay, we get a 

decay time of "'5 ps for both solvents. Thus the interaction of the charged solute and 

the dipole of the solvent appears to make no difference to the decay time. 

One possibility for the similarity of the cooling times comes from the fact that 

we are trying to dissolve an ion in a non-polar fluid. This means that there must be 

some coulombic interaction between the solute and the solvent to screen the ions, or 

that the ions are not screened from each other, and are thus in close proximity to 

each other. This problem is, unfortunately, unavoidable and we need to find a way 

to generate charged ions from neutral molecules if we are to more properly address 

this problem. 

A similar system which can also address this problem is the photodissociation of 

Hgl2 • This has recently been studied by Pugliano et al. [42]. This system forms a 
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strong dipole, Hgi, from a non-dipolar Hgi2 after absorption of a photon, and their 

data show that for Hgi2 in ethanol the vibrational cooling is <2 ps. This seems a 

perfect system to look at the effect of coulomb interactions. In the equilibrium state, 

Hgi has a dipole of,...., 2D, though at large internuclear separations, it converges to 

OD, since it dissociates to Hg + I. Hgi2 also has reasonable solubility in non-polar 

solvents, and the Hgi and I fragments formed from photodissociation are not charged 

and therefore the fragments are expected to separate well. 

Data from Hgi are shown in 3.3 on page 40. These transients have a growth of a 

new absorption in the visible which corresponds to the formation and cooling of the 

Hgi fragment. Fitting results for the transients are shown in table 3.1 on page 39. 

A first trend which we see is that the cyclohexane and carbon tetrachloride do not 

have significantly different cooling times. More importantly, the data show that the 

long time offset is significantly larger for the non-polar solvents, and the short time 

cooling dyn·amics are much smaller. This suggests that there is some spectral shift 

in the absorbance of the Hgi fragment between polar and non-polar solvents. Thus 

for the non-polar solvents we are seeing only formation of the Hgi fragment in its 

vibrationally cooled state at 500 nm, whereas for the polar solvents we are looking at . 

a vibrationally hot state at 500 nm. 

To help clarify this matter, we performed experiments with Dr. Kliger at U. C. 

Santa Cruz. Using his nanosecond transient visible spectrometer, we were able to 

measure the spectrum of the Hgi fragment at longer times after excitation. Repre-
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sentative data in 3.4 on page 41 show the Hgi absorption at 100 ns after excitation, 

and show an important difference between the methylene chloride and cyclohexane 

solvents: the Hgi absorption in methylene chloride is significantly blue shifted with 

respect to Hgi in cyclohexane, from 525 nm to 500 nm. This means that the energy 

in the Hgi excited state is higher in methylene chloride than in cyclohexane, probably 

because of a change in the dipole between the ground and excited state. When the 

molecules is excited, the solvent is oriented to solvate the ground state, and thus is not 

equilibrated for the excited state. This increases the energy of the ground state with 

respect to the equilibrated state. (This effect is similar to the Stokes shift discussed 

in chapter 3.2.) Because of this spectral shift, the absorption at 500 nm is probing 

a different portion of the vibrational manifold in the non-polar solvents than in the 

polar solvents. This provides a good explanation for the picosecond data. 

The next logical step would be to probe over a range of wavelengths in the visible 

region, especially further to the red. This work was planned, but before we were 

able to complete it, technical complications related to the picosecond laser system 

forced us to stop the work. It seems probable that in polar solvents we are seeing a 

transient decay which represents the vibrational cooling. In non-polar solvents, we 

see no decay, and know that the absorption is shifted to the red, and that we would 

thus be looking at the bottom of the vibrational manifold. Given this, the rise time 

at 500 nm should be related to the vibrational cooling, and in both cyclohexane and 

carbon tetrachloride the rise time is 2 - 3 ps, similar in time scale to the polar solvent. 
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Solvent r1(ps) % r2(ps) % Offset% 
CCl4 3.5 22 11.7 5 73 

C6H12 5.8 4 99 15 81 
CH2Ch 3.0 71 50 16 14 
CH3CN 2.1 40 110 28 32 
C2HsOH 2.5 36 140 23 41 

Table 3.1: Fitting parameters for Hgi vibrational relaxation. The percentages (%) 
are the relative amplitudes of the fast and slow decays, and the long-time absorbance 
change. 

It can be thus concluded that the interaction of a permanent dipole with the 

dipole of a solvent does not considerably alter the vibrational cooling in this system. 

This is in agreement with data for IBr and IBr- studied earlier by King [22]. There 

are still many questions which remain to be answered, and much work which can be 

done in this field. 

3.2 Solvation 

An important part of understanding the reactions of molecules in condensed phase 

is understanding how the intermediates interact with the surrounding solvent. In 

many reactions there are large changes in the charge distribution after after excita-

tion, and the way the new charge distribution interacts with the solvent can be very 

important. As an example, if one looks at an SN2 reaction, (see 3.5 on page 43) one 

can see the importance of this effect. At early times before the reaction, the I- ion 

is on the right, and the solvent is equilibrated for that charge distribution. At the 

transition state, however, the two halide atoms are equally charged, and the overall 
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dipole is zero. In the final product, the iodine is not charged, but the chlorine atom 

is, and so that solvent must change to solvate this new charge distribution. The 

most important time to understand is when the complex is near the transition point, 

because that is when the charge is changing the most. When it is in this state, the 

solvent is oriented toward solvating the iodine atom as a negatively charged ion. In 

order to proceed to product, it must overcome the unfavorable solvation and push 

the negative charge over to the chlorine. To understand the effect of this solvation on 

the course of the reaction, we can imagine two extremes. In the first, the solvation is 

very slow with respect to the movement along the reaction coordinate. As it moves 

toward the transition point, the solvent is still solvating the initial charge distribu­

tion, and so in order to cross through the transition state, it must move up in energy 

into a non-favorable solvation state. Thus it will be more energetically favorable to 

return to the original reactants, rather than to form products. At the other extreme, 

where the solvent fluctuates on a very short time scale, one can imagine that in the 

time when the molecule is near the transition state, the solvent responds very quickly 

to the change in charge distribution, so there is no energy cost to moving into the 

product form, and therefore the reaction is more likely to proceed to products. Thus, 

in order to understand these reactive conditions, we need to understand solvation on 

a short time scale. 

Many measurements have been made on solvation dynamics. The most common 

experimental method is to measurement the time dependent Stokes shift of a dye 
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dissolved in some solvent. A dye is chosen which has a large dipole change between 

ground and excited states, and this dye is excited by an ultrashort laser pulse. As it is 

initially formed in the excited state, it is in a non-equilibrium solvation state, and this 

increases the energy of the excited state with respect to the ground state. This means 

that fluorescence to the ground state is blue shifted from the equilibrium fluorescence. 

As the solvent reorganizes to solvate the new charge distribution, the fluorescence red 

shifts and the time scale of this shift can be used to measure the solvation time. This 

method of measuring time dependent Stokes shift has been extensively reviewed by 

Jarzeba and Barbara [43], and a series of recent studies, including a good theoretical 

development has been published by Rosenthal et al. [44]. 

An interesting approach to studying solvation is shown by Lian et al. [45]. This 

approach involves probing the change in solvent infrared banqs following excitation 

of a solute for shifts in their frequency due to the change in the charge environment. 

In this approach, one uses a solvent such as acetonitrile, which has a narrow intense 

infrared absorption. After excitation, the changes in the electrical environment due 

to the excitation of the solute will cause changes in the frequency of this band. By 

tracking this band through time, it is possible to measure the solvation time. This has 

the advantage of measuring solvent properties directly, rather than indirectly through 

the electronic states of the solute. Measurements using this methodology have been 

made by Lian et al [45] using LDS750 dye. These show that the signal size is small, 

but that it is possible to measure solvent responses in this way. They were able to 
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make measurements which were in rough agreement with previous data from Stokes 

shift measurements. 

One of the difficulties of understanding the results of these measurements, and 

also the earlier Stokes shift measurements, is that while the charge distribution of the 
/ 

ground state is well known, the charge distribution of the excited state is not. This 

means that it can be difficult to build good models for the relaxation process. Another 

difficulty is that the molecules are large and complex, and dynamics in the molecule, 

including new vibrational modes and low lying excited states, can contaminate the 

solvation signal. An important advance would thus be the use of a smaller, better 

understood system, where we know all of the vibrational modes in the ground and 

excited state, and where we know the charge distributions in both the ground and 

excited state. 

A system which fits these criteria is the Os(bpy)a system. It is well known that 

the photoexcitation is a metal to ligand charge transfer (MLCT) state onto ·one of 

the bipyradyl rings. In the ground state it has no dipole, but the excited state has 

a dipole pointing from the Os metal center to the bipyradine to which the electron 

has been transferred. A tremendous advantage of using this chemical system is that 

it is very well understood. It is possible to use electrochemical methods to produce 

an analog of the excited state, and to measure its spectrum and other properties. It 

is also much easier to perform calculations on this class of molecules because of the 

symmetry of the ligands. Calculations by Daul et al. [46] show that it is possible to 
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perform ab initio calculations on the similar Ru(bpy)s system, and they were able to 

calculate very specific properties of the excited states of this molecules. 

Initial experiments were carried out in CHaCN in hopes of seeing the shift in the 

CN stretch frequency at 2237 cm-1. Results are shown in figure 3.6 on page 48, and 

fitting data is shown in table 3.2 on the facing page. We note first that there is a 

signal which is very broad, more than 300 cm-1• This is similar to the signal which 

we saw in LDS750 in CH3CN [47], and far too broad to be a simple stark shift of the 

CN stretching band. We also studied Os(bpy )a in various solvents, and the results 

are shown in figure 3.7 on page 49. Note that the signal in methylene chloride is 

almost identical to the signal in acetonitrile and benzonitrile, even though it has no 

absorptions in this region of the spectrum. Note also that the time behavior is similar 

in all three solvents even though previous work [43] suggests that they should show 

very different solvation times. 

A potential identity for this IR absorption is an inter-ligand electron transfer state 

(ILET). In this picture, the rv2000 cm-1represents the energy difference for moving 

the excited electron from one bipyradylligand to another, and thus the time scale 

for the decay represents the localization of the charge onto one bipyridine ligand. 

This ILET state has been studied by Kelley and co-workers [48,49] using picosecond 

visible anisotropy measurements. However they found that the times for decay for 

these ILET states are on the lO's of picosecond time scales, and so are much longer 

than we have observed. 
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A (nm) v (em 1) 71 (ps) amp. 72 (ps) amp. offset 
4348 2300 - - 2.0 .60 .49 
4545 2200 .30 .82 1.8 .20 .79 
4651 2150 .40 .45 9.0 .33 .41 
4762 2100 .40 1.07 5.0 .76 1.1 
5000 2000 .10 3.24 1.1 1.4 1.7 

Table 3.2: Fitting parameters for solvation of Os(bpy)s in CH3CN 

Another possible explanation for the signal is that there is solvent or window 

signal at that wavelengths which we are probing. If we look at the anisotropy data 

in figure 3.8 on page 50, we see that the signal has a definite non-zero anisotropy 

after t0 , and so there must be some correlation between the orientation of the excited 

Os( dpb )s molecule and the mode which is absorbing the IR light. More likely we are 

seeing the absorbance from an excited state, or from the ILET state, both of which 

would be correlated. This is an interesting system, which definitely warrants further 

study. 
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Chapter 4 

Mechanisms of C-H Activation 

Reactions 

4.1 Introduction to C-H Activation Chemi~try 

One of the richest chemistries known is that of Carbon and its compounds. The 

earth is filled with reserves of carbon, much of it in the form of alkanes. This form is 

common because it is very unreactive, as evidenced by its traditional name paraffin, 

coming from the Latin parum affinis meaning without affinity. We have over time 

developed a way to break C-H bonds, but unfortunately it has mostly involved the 

making of C-0 bonds as part of combustion. While very useful, it is not a particularly 

good chemical use of these substances. 

The development of room temperature, catalytic methods for functionalizing C-
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H bonds in alkanes has been an area of active research. The ability to perform 

this chemical transformation is important for several reasons. Firstly, the standard 

methodology for functionalizing alkanes involves high temperature, high pressure, 

free radical reactions with halogen gas leading to alkyl halides. The free radicals 

are reactive enough to break the I'V 100 kcal/mol C-H bonds in th_e alkane, and the 

resulting alkyl chloride has a C-CI bond which is 84 kcal/mol. This means that we are 

crossing a barrier which is very large in comparison to the energy difference between 

reactant and product. Thus, we are expending much more energy than necessary 

to break the C-H bond. Secondly, the free radical reaction breaks all types of C-H 

bonds, but with the reactivity: 

(4.1) 

Thus in ·a HC(CH3)a, one would expect that the primary product would be 

CIC(CH3)a, but with HC(CH3)2(CCIH2 ) and CIC(CH3)2(CCIH2) as minor products. 

While this is useful, one is often interested in functionalizing bonds in other orders, 

especially favoring primary carbons on longer chains. This functionalization is not 

easy to do with free radical mechanisms. Finally, one i~ often interested in breaking 

a C-H bond in a compound which is too unstable to survive the high temperatures 

in free radical reactors. A method which could break specific bonds in a molecule at 

room temperature would allow more selective reactions as part of a larger synthetic 
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framework. 

It has been long known that homogeneous activation of H2 is possible using 

organometallic compounds. This has been established by the study of H-D ex­

change [50, 51]. It is also well known that heterogeneous catalysis systems are able 

to break C-H bonds, and that it should be possible to mimic the reactivity of these 

systems with single molecules. The important part of the reaction is to develop an 

organometallic complex which is sufficiently electrophilic, tha~ it is thermodynami­

cally favorable to form the alkyl hydride metal complex from the alkane complex. 

Further, in 1971 Jetz and Graham found that the Si-H bonds in silanes could be 

activated with a photochemically initiated homogeneous catalyst, using the general 

reaction scheme: 

M(CO)n + RsSiH ~ RsSiMH(CO)(n;_l) +CO (4.2) 

where M = Cr, Mn, Co or Fe and R=C6H5 or Cl [52]. This suggested that activation 

of C-H bonds using similar methods should be possible. 

A pair of important breakthroughs came almost simultaneously in 1982. First 

Janowicz and Bergman [53] reported that photolysis of CplrP(R3)H2 (R =Ph or Me) 

in benzene formed as a product CplrP(R3)(H)(Ph). The irradiation is important 

because it provides a means to make very reactive intermediates, since the energy 

in a UV photon is large in chemical terms. It was also shown that the complex was 
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reactive with alkanes as well as arenes. The second discovery came later that year 

by Hoyano and Graham [54] who showed that the similarly structured Cp*Ir(C0)2, 

when photolysed in alkane or arene solution, yielded a C-H activated product. 

While these reactions were known to work, little was known of the mechanisms 

involved in the reactions. Early measurements showed that the reactions proceeded 

quickly enough that simple measurements of the mechanism were not possible. The 

initial approaches to understanding the reactions involved attempts to slow down the 

reactions to allow intermediates to be observed. 

The simplest way to slow down the reaction is to remove the solvent. The reaction 

proceeds by interaction of the metal complex with the surrounding solvent, so if the 

solvent is removed it should be possible to isolate the initial photoproduct. This 

was done by Wasserman et al, who studied the CpRh( CO )2 system in the gas phase. 

[55,56]. Their measurements showed an instantaneous bleach at2003 and 2060 cm-I, 

and the appearance of a new peak at 1985 cm-1. The bleaches coincide with the 

ground state absorbance of the symmetric and anti-symmetric CO stretches in the 

parent compound, and so the disappearance of these peaks must result from the 

breaking up of the parent compound. The appearance of a single CO stretching 

band in the product suggests that the photon is exciting the complex such that one 

CO ligand dissociates, leaving a CpRh(CO) monocarbonyl fragment. Addition of a 

small amount of alkane caused the creation of another peak at 2037 cm-1250 ns after 

photoexcitation. This was assigned to be the activated alkyl hydride product. 
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It is well known that mechanisms can differ in liquid phase from the gas phase, 

and so it was important to look as liquid phase reactivity. In order to slow down 

the reaction, it is necessary to add a diffusion controlled step in the reaction scheme. 

Unfortunately, the metal monocarbonyls formed after photoexcitation are extremely 

reactive. This reactivity is necessary to enable them to bre~k the C-H bonds, but it 

also means that they are reactive to almost all liquids, including fluorinated solvents, 

so studies were difficult. Bengali et al. [57, 58] studied the reaction of the closely 

related Cp*Rh{C0)2 (where Cp* is the methylated form of the Cp ligand) in liquid 

Kr and Xe, the only solvents which were known to be completely unreactive. In these 

solvents the reaction follows the following scheme: 

Cp*Rh{C0)2 ~ Cp*Rh{CO){S) ~ Cp*Rh{CO)(HR) ~ Cp*Rh{CO)(H)(R) {4.3) 

where S is either Kr or Xe, and R is and alkyl group. Assuming that the concentration 

of alkane is small, the monocarbonyl will form a complex with a Xe or Kr solvent 

atom immediately after formation, and this solvent will exchange with an alkane at 

a diffusion controlled rate to form an alkane complex, and finally a C-H activated 

product. Thus they were able to measure the rate of the C-H bond activation process 

by looking at the concentration dependence of the rate in rare gas solution. They 

measured a rate of rv20JLS for activation of neopentane at 163- 193 K. Further work 

by Schultz et al. [59] which studied cyclohexane shows that the k of the reaction is 
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While this provides important insight into the reaction mechanism, it would be 

preferable to measure the reaction dynamics directly. The first direct, ultrafast in­

frared measurements on C-H activating compounds were made by Heilweil and co­

workers (60,61) who studied Cp*Rh{COh and Cp*Ir(COh using ultrafast IR absorp­

tion spectroscopy. They found that there were no new monocarbonyl peaks observable 

in the spectrum. This supports the assertion that the initial species formed in C-H 

activation reactions is a monocarbonyl, and that the non-reacting excited molecules 

remain as dicarbonyls. More recently, Bromberg et al. [62) studied C-H activa~ion by 

Cp*Ir(COh using ultrafast visible spectroscopy. They observed a new electronic ab­

sorption after photoexcitation, which decayed away after 30 - 40 ps. They concluded 

that the low quantum yield is due to the partitioning between a CO dissociative state 

and their observed non-dissociative electronic excited state. 

In order to understand the mechanism of theses reactions, it is necessary to study 

a system in which a larger percentage of excited molecules are in the CO dissociative 

state. The molecule Tp*Rh(COhas studied by s~veral different groups [63-67) has a 

quantum yield of 30%, providing a sufficient concentration of intermediates to measure 

their structural changes. The Tp* generally shows similar chemistry (a good review 

comparing C-H activation in Cp, Cp* and Tp* systems has recently been published 

by Lees (68]) to the Cp and Cp* ligands and so is a good molecule for comparison to 

previous work. 
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Ultrafast studies of the C-H activation by the Tp*Rh(C0)2compound [69-71] 

have established the mechanism of this reaction. Figure 4.1 on page 59 shows the 

spectrum of the Tp*Rh(C0)2chemical system at several times after photoexcitation. 

At the earliest times, we see a bleach at 1980 and 2050 cm-1corresponding to the 

depletion of the parent CO absorptions. At early times we also see a new peak, due 

to an intermediate A1 at 1972 cm-1
. It is known that this species is a monocarbonyl 

since there are no other peaks in the spectra. The small peaks on the low energy end 

are higher vibrational states which are initially populated due to the excess energy 

from the photon. Kinetic scans, shown in figure 4.2 on page 60 allow us to measure 

the time constant for peaks in the spectrum. After 23 ps, the molecule is cooled 

and the peaks have coalesced into a single peak at 1972 cm-1. This vibrational 

cooling time is comparable to those found in work on other metal carbonyls such 

as CpCo(C0)2 [60, 72], (acac)Rh(COh (acac=acetyl acetonate) [73] and M(C0)6 

(M=Cr, Mo or W) [30, 69, 74, 75]. Intermediate A1 then decays away with a time 

constant of 200 ps. 

On the same time scale, a new intermediate A2 grows in with a CO absorption 

at 1992 cm-1. This species also contains only one CO stretch, and so is also a 

monocarbonyl. From the spectral shift of the stretching frequency (20 cm-1higher in 

energy) it can be inferred that the electron density on the metal center has decreased. 

This means that there is less back-bonding into the CO stretch and a correspondingly 

higher vibrational frequency. Ultrafast measurements show that A2 persists to > 1 ns, 
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but nanosecond step-scan measurements show that in cyclohexane it has a lifetime of 

230 ns, and. that it quantitatively converts to the final C-H activated product which 

has a CO absorption at 2032 cm-1• 

4.2 Changes in Coordination of the Rh Metal Cen-

ter 

One of the most interesting features of the reaction of Tp*Rh(C0)2is the change 

in connectivity between the Tp* ligand and the Rh metal center during the course of 

the reaction. There has been much speculation in previous work about the possibility 

of "ring slip" in Cp-metal systems, and the importance of that in the reactivity of 

those compounds. [63, 76-84) This previous work highlights the fact that it is possible 

for molecules to undergo changes in ligand connectivity in order to stabilize reaction 

intermediates. Most of the evidence which has been shown has focussed on showing 

that a reaction is associative in nature, and thus there must be a change in the ligand 

to avoid an extremely unstable 20-electron intermediate. 

The Tp*Rh(C0)2C-H activation system is extremely interesting in this regard for 

two reasons. First, it has been well established by previous work on this system [69, 70) 

that this system proceeds through a dissociative mechanism. 1 What makes it most 

1The difference between an associative mechanism and a dissociative mechanism involves the 
order of the bond breakage and formation steps. In an associative mechanism, the entering ligand 
complexes first, and then the leaVing ligand detaches. In a dissociative mechanism, . the leaVing 
ligand detaches, leaVing an coordinatively unsaturated metal center, and then the entering ligand 
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interesting is that even though it is known to be dissociative, there is still a ring-slip 

like step in the reaction scheme. 

In the Tp*Rh(C0)2system a question of considerable interest is the order of the 

final reaction. Previous work has shown [69, 70) that after 200 ps, the monocarbonyl 

solvent complex changes from TJ3 to TJ2
• In cyclohexane, 230 ns after initial photoex­

citation the C-H bond is broken, and the final product is in an TJ3 state. When we 

exposed the similar bis-pyrazole Rhodium analog, Bp*Rh(C0)2, to light when dis­

solved in cyclochexane, we observed that no matter how much light is absorbed or 

how much time is allowed, the Bp*Rh(COh never shows any C-H activated product 

formation. [63, 67, 85) This suggests that the TJ2 rhodium complex is not capable of 

breaking the C-H bond and that therefore the transition state must involve the TJ3 

complex rather than the TJ2 • This further suggests that the Tp*Rh(CO)(S) complex 

must break the C-H bond when the Tp* ligand is in the TJ3 state. 

Looking at the dynamics of the processes involved in the reaction, (see figure 4.5 

on page 66) we know that the de-chelation of the Tp* ligand happens 200 ps after 

photoexcitation. Since the third pyrazole ring is still attached to the Tp* ligand, we 

would expect that the re-chelation would also happen on a time scale comparable to 

or shorter than the 200 ps of the De-chelation. Density functional theory results by 

Hallet al [86) show that there is only a small energy difference between the TJ3 and TJ2 

monocarbonyl solvent complexes. He found that an TJ2 intermediate was stabilized by 

attaches. 
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9 kcal/mol, and that the shift in the CO stretch due to forming the 172 intermediate 

matched the experimental results. We can thus assume that there is only a small 

barrier to changes in chelation state, and so this should be a fast process. 

Breaking the C-H bond, on the other hand, should have a large barrier of activa­

tion. If we assume that the rate limiting step in the reaction is the breaking of the 

C-H bond, then we need to understand the importance of the Tp* ligand in the reac­

tion. Given the time constant of the final reaction, we know that if the final part of 

the reaction is stepwise, then it must be < 50 ns since see a single exponential rise for 

the product and decay for the intermediate. One possibility is that the rate limiting 

step is the re-chelation and then the C-H bond breakage takes place quickly. This 

makes little sense since the barrier for re-chelation is so much less than the barrier for 

C-H bond breakage. A second possibility is that the C-H bond breakage is the rate 

limiting step, and that there-chelation occurs quickly. This would imply that the C­

H bond would be broken by an 1]2Tp*Rh(CO)(RH) complex, however we know that 

the very similar Bp*Rh(C0)2 does not activate C-H bonds. (63,67,85] This suggests 

that the 172Tp*Rh(CO)(RH) complex, which is very similar to the Bp*Rh(CO)(RH) 

complex, cannot activate the R-H bond, and thus the activation does not occur from 

the 172 state. 

A final possibility is that the Tp*Rh(CO)(RH) exists in an equilibrium between 

172 and 173 states, with the C-H activation occurring in the 173 state. IF this is true, 

we would expect to see a small peak at 1972 cm-I, with time behavior similar to 
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the behavior of the peak at 1990 cm-1. If we look at the time resolved spectra in 

figure 4.3 on the following page, there is a small peak at 1972 cm-1. The peak is 

on the low energy side of the parent bleach, which makes it hard to be sure if this 

is a peak, or a spectral artifact. If we look at the kinetics of this peak (shown in 

figure 4.4 on page 65, we can see that this peak changes through time. If we fit the 

dynamics of this peak in cyclopentane or cyclohexane, we see that the dynamics are 

well correlated with the dynamics at 1990 cm-I, and the growth of the final product 

at 2032 cm-1 . 

This gives us a new picture of the reaction scheme, which is slightly different from 

the mechanism as originally published [70]. It is shown in figure 4.5 on page 66. 

We have the same initial photodynamics, with the prompt dissociation of the CO, 

and formation of the solvent complex, followed by vibrational cooling and partial 

de-chelation. As in the case of the ground state Tp*Rh(C0)2, there is an equilibrium 

between the 'T}3 and 'T}2 forms, though in the monocarbonyl solvent complex the equi­

librium favors the 'T}2 form of the intermediate. The 'T}2 intermediate, then, provides 

most of the IR signal but it doesn't actually participate in the reaction, but takes 

population away from TJ3Tp*Rh(CO)(RH), the reactive intermediate. From the ini­

tial de-chelation time, we know that the equilibrium is fast enough that it does not 

change the dynamics of the reaction. Comparison of the 'T}2 Tp* complex with the 'T}2 

Bp* complex, which does not activate C-H bonds, suggests that the 'T}2 complex is 

not the reactive complex. 
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This then suggests an important conclusion: That the de-chelation andre-chelation 

dynamics do not participate in the chemistry at all, and only effect the spectroscopy. 

This is important because this makes this system much more comparable to the 

CpRh(COh system, a system which has received considerably more study. 

Recent studies on the C-H activation of alkanes by CpRh(C0)2 have been car­

ried out using nanosecond step-scan FTIR spectroscopy. Even though the quantum 

yield is only 1%, compared to 30% for Tp*Rh(C0)2, it is much more soluble tha~ 

Tp*Rh(C0)2in alkane solutions, making detection of product formation possible. Fig­

ure 4.6 on the next page shows the nanosecond spectra and kinetics for the formation 

of the final C-H activated product for the photoreaction of CpRh(C0)2 in cyclohex­

ane. Fitting of the data to a standard instrument response function shows that the 

growth of the product peak is faster than 30 ns. making it much more similar to the 

reaction of linear alkanes in Tp*Rh(C0)2than cyclic alkanes in Tp*Rh(C0)2. This 

may be because of decreased steric hindrance from the Cp ligand compared to the 

Tp* ligand. This is a system which warrants further study, especially since it can 

bridge the gap between the current time resolved infrared work and the work by the 

Moore and Bergman group here at U. C. Berkeley. 

A recent comparison for the Tp*Rh(C0)2 C-H activation system is the recent work 

reported by Wick and Goldberg [87]. They have studied a similar system, Tp*PtMe3 . 

This system starts out as 7]2 in Tp*, with the four ligand connections in a square planar 

geometry around the Pt(II) metal center. Their reaction proceeds by extracting one 
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of the methyl groups with the strongly electrophilic B(C6H12)a, and this intermediate 

then undergoes C-H activation of a solvent molecule, and the Tp* ligand forms an 'f/3 

alkyl hydride. This makes this very similar to the Tp*Rh(C0)2system in that there 

is both an oxidative addition step as well as the formation of a metal/ligand bond. 

4.3 Effect of alkane structure on C-H bond acti-

vat ion 

A matter of considerable interest is the differences in C-H bond activation dy­

namics between different types of carbon centers in organic molecules. It is well 

established in the literature that one of the most interesting features of C-H bond 

activation by unsaturated group 9 organometallic complexes is the selectivity of the 

reaction. A particularly good review has been written by Jones; (88] for saturated hy­

drocarbons the order is CH4 > 1 o C > 2° C > 3° C. For Iridium complexes, the kinetic 

produce is stable at room temperature, and a distribution of primary and secondary 

C-H bonds are broken in an alkane. (89] When the solution is heated above 100°0, 

the product converts to the primary C-H activated form. For Rhodium complexes, 

the secondary and higher products are much less stable, and are never isolated. This 

suggests that the conversion from secondary to primary C-H activated product must 

take place on a very short time scale for Rh complexes. While this reactivity is well 

established, there are still many questions about the reasons for this reactivity. It is, 
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therefore, interesting to compare the reaction dynamics of linear and cyclic alkanes 

in order to better understand these effects. 

Ultrafast dynamics for the C-H activation reaction of Tp*Rh{C0)2in cyclohexane 

is shown in figure 4.1 on page 59, and data for Tp*Rh{C0)2in n-pentane is shown in 

figure 4. 7 on page 72. This system has recently been studied using ultrafast infrared 

probing by Harris and co-workers [69, 70). During the first steps of the C-H activation 

reaction, a UV photon photodissociates a CO ligand from the parent compound, and 

the monocarbonyl forms a solvent complex. This happens on a time scale of < 2 

ps, and is independent of the type of solvent. This monocarbonyl solvent complex is 

initially formed with excess energy, and this energy needs to be transferred from the 

complex to the surrounding solvent. For this system, this occurs with a time constant 

of rv 23 ps for cyclohexane. [69, 70) In the cyclohexane system we see evidence of 

vibrational hot bands associated with the 1972 cm-1peak in the first intermediate. 

In the pentane data, however, the low energy tail of the 1972 cm-1peak is broad and 

does not have definite structure. It may be that the vibrational cooling occurs on 

a shorter time scale in n-pentane, or that there is a solvent induced change in the 

coupling of the CO stretch with other modes in the molecule. 

After vibrational cooling, there is formation of a new intermediate which has a 

CO stretch at 1990 cm-1. This shows up in both n-pentane and cyclohexane, on 

approximately the same time scale. A fit to the kinetic scan inn-pentane, shown in 

figure 4.2 on page 60 that this peak has a formation time of 230 ps. This peak has 
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been identified as a partially de-chelated 7]2-Tp*Rh(CO)(S) complex, where one of 

the Rh-N bonds has been broken. This assignment is based on several factors. First, 

measurements made by Purwoko et al. (64] show that in Tp*Rh(C0)2there is an 

equilibrium between the 7]2 and 7]3 forms, with the 7]3 as the favored form (Keq=100). 

They found peaks at 2078 and 2009 cm-1 , a shift of 29 cm-1from the 7]3 stretching 

frequencies. This blue shift is similar to the shift seen in the femtosecond infrared 

data. Zaric and Hall (86] have recently performed density functional calculations on 

the Tp*Rh(C0)2system, and they have shown that the energy ~fthe 7]2 monocarbonyl 

solvent complex is 9 kcalfmol stabilized with respect to the 7]3 form. Finally, studies 

of the analogous Bp*Rh{C0)2system (70] find that it forms a monocarbonyl, which 

also has a CO absorption at 1990 cm-1 , confirming the identity of the intermediate. 

While on an ultrafast time scale the linear and cyclic solvents have similar be­

havior, on the nanosecond time scale we see significant differences. Figure 4.3 on 

page 7 4 shows a 3-dimensional representation of the reaction in cyclopentane during 

the nanosecond time scale, and figure 4.3 on page 75 shows the dynamics in cycle­

hexane. Figure 4.11 on page 77 shows the dynamics of the decay of the peak at 

1990 cm-1and the final product peak at 2032 cmcm-1in cyclopentane. Figure 4.12 

shows the dynamics of the intermediate and product in cyclohexane. These cyclic 

alkanes show similar behavior, with decay of the 7]2 intermediate and growth of the 

final product on a time scale of rv 200 ns. 

C-H activation by Tp*Rh(C0)2in linear alkanes shows very different behavior. 
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Figure 4.10 shows spectra at 50 and 100 ns after photoexcitation in n-pentane and 

n-hexane. These show that the C-H activation reaction is completed in a time much 

shorter than the instrument response function of our detection system. The difference 

in the kinetic behaviors of linear and cyclic alkanes is shown in figure 4.13 on page 79. · 

From the ultrafast IR measurements (see figure 4.7 on the preceding page) we know 

that there is no absorption due to product at 660 ps after photoexcitation. Measure­

ments made with a faster detection system suggest that the C-H activation time is 

much shorter than 20 ns, and so we can assume that is between 1 and 10 ns. This 

is a factor of 20- 200 times faster than for cyclic alkanes, supporting the observation 

that C-H activation by Rh complexes strongly favors activation of primary carbons. 

An important question to ask is then, what is the difference between the cyclic 

alkanes and the linear alkanes. This is an important question and should give us 

insight into the underlying mechanism of the reactions and will also help in the devel­

opment of more selective C-H activation systems. We consider two possible causes of 

the difference. The first is that steric hindrance, caused by the locked configuration 

of the neighboring CH2 groups makes the barrier for the C-H bond breakage higher, 

and therefore slows the time scale of the reaction. The other possibility is that there 

are electronic differences between the CH3 and the CH2 groups which change the 

barrier. In order to investigate the differences we have investigated the reactivity 

with methyl-cyclohexane. This has an identical structure to cyclohexane, but with 

one methyl group. We would assume that, based on the previous observation in the 
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Figure 4.8: Spectral evolution of Tp*Rh(C0)2 in cyclopentane from 1 to 2500 ns 
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Figure 4.10: Nanosecond spectra of Tp*Rh(C0)2in linear solvents. 
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rates, the reaction would favor the methyl group over the ring methylene groups. This 

assumes that the alkane complex is labile, allowing the alkane to reorient itself from 

a CH2 group oriented toward the Rh metal center, to the CH3 oriented toward the 

metal. 

Spectra for Tp*Rh(C0)2in methyl-cyclohexane taken at two different times are 

shown in figure 4.14 on the facing page, showing the growth of the product at 2032 

cm-1and the intermediate at 1990 cm-1. Note that the intermediate is partially 

covered by the bleach at 1980 cm-1• Kinetics for the product and intermediate CO 

stretches are shown in figure 4.15 on page 82. Only nanosecond data is available, 

but it clearly shows that the reaction in methyl-cyclohexane proceeds with dynamics 

similar to an n-alkane. This suggests that the reaction does in fact proceed more 

favorably with the methyl group rather than with the methylene group, even when 

there are more methylene groups in the structure. 

Another important data set involves the mixing of linear and cyclic alkanes. In 

these experiments, we have mixed known concentrations of n-pentane and cyclopen­

tane, and measured the time scale of bond activation over a range of ~oncentrations. 

Figure 4.16 on page 84 shows the dynamics at two concentrations. The first curve 

shows the dynamics in pure n-pentane, the second pure cyclopentane, and the third, 

a mixture of 20 % n-pentane in cyclopentane. Figure 4.17 on page 85 shows a plot 

of the fitted rise times versus the mole fraction concentration of n-pentane in cy­

clopentane. We can see two important things in this data. The first is that even 
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at low concentrations, the dynamics of the reaction are significantly altered by the 

n-pentane. The second, and possibly more important, is that the dynamics for the 

reaction seem to saturate at some concentration and not change as more n-pentane 

is added. This suggests that the reaction becomes a competition between the 180 

ns C-H bond activation time and the 80 ns substitution of the initial cyclopentane 

solvent molecule for a n-pentane solvent molecule. 

4.4 C-H activation in aromatic systems 

So far in this work, we have focused primarily on C-H bonds in alkane systems. 

While the C-H activation process is particularly important for alkanes, there are 

many other chemical systems in which C-H bonds can be activated. One of the 

most interesting classes of compounds to study C-H bond activation on are aromatic 

systems. These molecules have significantly different C-H bonds because of their 

aromatic ring structure. Previously studies, by Purwoko et al. [ 67], examined the 

photochemical C-H activation reaction by Tp*Rh(C0)2in a series of aromatic and 

alkane solvents, and found that the C-0 stretching frequency in the aryl hydride 

product is shifted 20 cm-1higher in energy than the alkyl hydride product (2050 

cm-1vs. 2030 cm-1). They also found that the photochemical quantum yield for 

aromatic solvents is significantly lower than for alkanes. These studies show much 

about the overall reaction, and show that there are differences between alkanes and 

arenes in these C-H activation reactions. Their work did not, however, shed light on 
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differences in the mechanism for reaction in this system. 

Looking first at benzene, the simplest aromatic molecule, we see very interest­

ing behavior. If we look at the transient absorption of the Bp*Rh(C0)2system in 

d-benzene, shown in figure 4.4 on the facing page, we see that in the nanosecond 

region there are bleaches at 2010 and 2080 cm-1and a product absorption at 1990 

cm-1. If we compare this to the spectrum of Bp*Rh(C0)2in cyclohexane, the po­

sition of the product complex is less than 2 cm-1shifted. Studies by Yeston [90] of 

Bp*Rh(C0)2in liquid Kr and Xe also show a solvent complex at 1990 cm-1. The lack 

of dependence of the frequency of the C-0 stretch on the nature of the solvent (rare 

gas vs alkane vs aromatic) suggests that the Rh-Solvent interaction is very weak. 

Like the alkane systems, we also saw no sign of C-H activated product in the reaction 

of Bp*Rh(C0)2with benzene. 

Spectra of Tp*Rh(C0)2in benzene show behavior which is significantly different 

than the behavior of Tp*Rh(C0)2in cyclohexane. In cyclohexane [69, 70] (see figure 

4.20) we see an instantaneous bleach at 1980 and 2050 cm-1which represents the 

dissociation of one CO group to form the monocarbonyl. The monocarbonyl quickly 

complexes with a solvent molecule to form a complex which absorbs at 1972 cm-1. At 

the earliest times in benzene, we see in the femtosecond scans a small peak at 1965 

cm-1which should also correspond to a solvent complex. At later times (200 ps in 

cyclohexane) the cyclohexane undergoes a transition from the 773- Tp*Rh(CO)(S) to 

an 772-Tp*Rh(CO)(S) complex which then lasts for hundreds of nanoseconds in cyclic 
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solvents. This change is evident in the spectrum by the change of the monocarbonyl 

absorption from 1972 cm-1to 1990 cm-1. 

In d5-benzene the situation is somewhat different. We can see in the nanosecond 

spectrum, shown in figure 4.22 on page 94, that there are two peaks. The first is at 

2005 cm-1and is present within 10 ns after excitation, but decays away on a time 

scale of 1.8 p,s. The second is at 2043 cm-1, and shows a two part rise, one a rise 

which is faster than the instrument rise, and the other with a time constant of 2.0 

p,s. These kinetics are shown in figure 4.23 on page 95. From comparison with static 

measurements of the spectrum, we know that the peak at 2043 cm-1is the final C-H 

activated product. We also know from the Bp*Rh(C0)2in d6-benzene measurements 

that the 7]2-Tp*Rh(CO)(benzene) complex absorbs at 1990 cm-1. Thus the peak at 

2005 cm-1is neither final fully activated nor a partially de-chelated intermediate, as 

we saw in alkane solution. This suggests that there is a new complex which forms 

in aromatic systems which is different than alkane activation. This is comparable to 

the case of Si-H bond activation [91, 92] where there are also multiple pathways. In 

the case of Si-H bond activation we see that the electronic excited state partitions 

some complexes into a long lived intermediate, while others react in <100 ps. Since 

we did not see multiple pathways in alkane solutions due to multiple electronic states, 

it seems unlikely that this is an explanation for this system. It seems more probable 

that some portion of the molecules initially form a weak sigma complex between the 

Rh and a C-H bond, and then changes into a more strongly bound sigma complex 
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between the Rh and a C-C bond, and that this then goes on to form a C-H activated 

complex. 

We can also look at the effect of adding a CHa group to an aromatic ring. 

Nanosecond spectra and kinetics for Tp*Rh(C0)2reacting with toluene are shown 

in figures 4.24 on page 96 and 4.25 on page 97. It was shown previously, that upon 

addition of a methyl group to a cyclohexane ring, the C-H activation took place al­

most exclusively at the methyl group. This makes sense because the primary carbon 

of the methyl group shows faster activation kinetics than the secondary carbon on 

the cyclohexane ring. In the case of toluene, we see that the peaks are identical in 

position to the peaks in benzene, and that there is no product peak at 2032 cm-1, 

corresponding to an activated methyl group. We also .note that the time scale for 

C-H bond activation is the same for toluene as it is for benzene, further showing that 

the methyl group is not participating in the chemistry. This is especially interesting 

since the C-H activation time for the aromatic rings is so much longer than the time 

for primary carbons in methyl groups. 

This gives us a proposed mechanism for C-H activation by Tp*Rh(C0)2in aro­

matic solutions. A diagram of this mechanism is shown in figure 4.19 on page 91. 

Initially, a CO is photodissociated, and a weak solvent complex forms. This is a weak 

,a complex, which absorbs at 1960 cm-1. The reaction then splits to give two path­

ways. The first pathway goes from the ,a Rh-H-C sigma complex to an 'f/2 R-H-C 

complex, and then to a final aryl hydride product in less than 50 ns. The second 
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pathway goes from the TJ3 Rh-H-C sigma complex to an Rh-C-C complex. This 

complex is stable with respect to the sigma complex, and thus the activation time for 

the reaction from this complex is 1.8 J.LS. The reaction for Tp*Rh(C0)2in aromatic 

shows similarities to the analogous reaction in alkane solvent, but we also see new 

reaction pathways, including a Rh-C-C complex which are different from the alkane 

- solvent. Further study,·including-study. of.C:-:-H activation.in n~!!::_ar~matic solvents, 
....- ----~----- ..... ~-~-. 

such as 1-hexene, will help further elucidate this very interesting reaction. 
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Figure 4.20: Femtosecond spectra of Tp*Rh(C0)2in cyclohexane. 
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Chapter 5 

Non-CO probing 

5.1 Transient Fingerprint spectroscopy 

An important issue in examining the spectroscopy of organometallic photochem­

istry, is the source of the signal. Most of the studies which have been performed on 

these chemical systems depend on CO, CN, or N3 groups which act as reporter groups, 

but are not actually part of the reaction. Our work looking at Tp*Rh(C0)2 [69, 70] 

involved probing the CO group which was not dissociated from the Rhodium center. 

Looking in the fingerprint region is especially difficult for reactions in which the 

solvent participates, because the solvent will always have strong absorbances in the 

region which is of greatest spectroscopic interest in the product molecule. It is thus 

impossible to observe the shifts in C-H absorbances of the alkane molecules as they 

undergo bond activation. It is possible, however, by using a deuterated solvent to 
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observe the changes in the vibrational modes of the Tp* ligand during the reaction. 

This will then give us detailed information on structural changes in the ligand. 

In order to examine the spectra of the Tp* ligand, we have performed studies 

of Tp*Rh(C0)2in C6D12 . Because it has ~o C-H bonds, C6D12 is transparent in the 

1100- 2000 cm-1region of theIR spectrum, and so it is possible to monitor the modes 

of the Tp* ligand in that spectral region. In order to perform the experiments, the 

Tp*Rh(C0)2is dissolved in dry C6D12 and the sample kept under a dry N2 atmo­

sphere. The concentration of Tp*Rh(C0)2is fixed by its solubility to 1 mM. This 

concentration gives an absorbance of 0.6 OD in a 1 mm path length at the pump 

wavelength of 355 nm. Because of the cost of the perdeutero solvent, the sample 

size had to kept to a minimum, and the solvent distilled and re-used after each run. 

With 20 ml of sample, and a pump power of 4 mJ at 355 nm, the samples showed 

degradation after 5 or 6 scans, and had to be changed. This degradation is largely 

because of the small volume, as we have run 50 - 100 ml for 20 or 30 scans with no 

sample degradation. 

In order to probe in the fingerprint region, we also need to change the spectrom­

eter. For these measurements, we used a 40 ns MCT detector with a band gap at 

8 p,m. With the addition of a narrow pass filter, we could scan from 1250 - 2000 

em -I allowing us to see both the fingerprint region of the spectrum, and the parent 

absorption at 1980 cm-1for sample monitoring. 

If we look at the fingerprint region spectrum of the Tp*Rh(C0)2molecule in a 
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KBr pellet 5.5(a) on page 111 we can see that there are strong CO absorbances at 

1980 and 2050 cm-1, and a broad absorption from 1450 cm-1and to 1250 cm-1. We 

can also see that there is a sharp peak at 1545 cm-1, which can also be seen in theIR 

spectrum of the analogous Bp*Rh(C0)2 molecules shown in figure 5.5(b) on page 111. 

The peak at 1545 cm-1is in an interesting part of the spectra.- It is too high in 

frequency to be a methyl.bending mode, and too low to beaC-H stretching mode. 

It is present in the IR spectrum of the Tp* ligand, and so must be a mode associated 

with the pyrazole ring. This mode has been assigned as on of the fundamental ring 

stretches of the pyrazole, which occur from 1340 cm-1to 1540 cm-1depending on 

substitution. [93] We have assigned the identity of the second intermediate, with a 

C-0 stretch at 1990 cm-1to be a partially de-chelated 772Tp*Rh(CO)(S) complex, 

and we would expect changes in the pyrazole ring connectivity to cause changes in 

the pyrazole ring stretches. 

If we look at the 1500 cm-1section of the spectrum in the transient data, as in 

figure 5.2 on page 108 we see that in fact there are changes centered around this peak. 

We can see at early times there is a shift to higher frequency, from 1540 cm-1to 1550 

em -l, and at later times, a shift back to lower frequency. This derivative like structure 

is indicative of a shifting of a peak to a slightly higher energy. The kinetics at several 

energies are shown in figure 5.6 on page 112, along with the kinetics of the growth 

of the final product. Parameters for these fits are shown in table 5.2. Note that the 

recovery of the bleach signal at 1551 cm-1is very similar to growth of the CO stretch 
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at 2032 cm-1. 

A concern in looking at signals of the shape is that they can also be caused by 

thermal effects due to heating of the sample [94]. The pump pulse has deposited sig­

nificant thermal energy into the sample, and this thermal energy causes local changes 

in the index of refraction. These optical changes in the sample can cause transient 

signals near strong absorptions, even when no chemistry is occurring. Thus it is im­

portant to confirm that the changes which we see are chemical and not thermal in 

nature. We can do this by looking at the kinetics of the spectral changes. We know 

that the thermal changes should decay on the microsecond time scale, and should be 

uncorrelated with the chemistry. Changes which are representative of the chemistry 

should take place on a time scale which is correlated with the chemistry. Results of 

these fits to these transients are shown in table 5.2. From this data we can see two im­

portant facts. First, we can see that the timescales for the 1541 and 1550 cm-1peaks 

are in very good agreement with the transients in the CO region, showing that the 

spectral shift is almost certainly associated with chemical changes, and no thermal 

artifacts. Second, we see that the timescale for C-D activation is 1.8 times longer 

than the C-H activation. This is in good agreement with other measurements [59] 

which show a change in kinetics due to the change in the zero point energy of the 

C-Hand C-D bonds. 

This provides confirmation from non C-0 stretches that intermediate B is really 

an 'T}2 species. We can see changes in the pyrazole stretch which are correlated to this 
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change in chelation state. We have also shown, for the first time, non-CO transient 

spectroscopy of an irreversible chemical system. This is important because it will 

allow for the direct probing of ligand dynamics in chemical reactions. It will also 

allow for the study of organometallic compounds which do not have a CO ligand, 

such as the compound CpirP(R3)H2 (R =Ph or Me) which was ori_ginally studied by 

- Janowicz and Bergman [53]-. - - - ~- - --- - - ·-- ~ --- - - -

5.2 Metal Hydride Stretch 

In the C-H activation work, the mode which is of most interest is the metal­

hydride stretch which is formed in the product. In the case of Tp*Rh(C0)2, this is a 

Rh-H stretch. This is an important mode to observe because it provides confirmation 

of the exact point in the reaction scheme where the C-H bondis broken. This stretch 

has not been observed before in the time domain. 

Previous measurements of a similar C-H bond activation system, Cpir(COh 

showed an Ir-H stretch at 2150 cm-1 [54, 95] in the final alkyl hydride product. 

Taking into account only the reduced mass change for Rh vs. Ir, the stretch should 

be 2130 cm-1• Of course differences in metal-hydrogen interactions will probably 

shift this, but we still expect the stretch to be in the 2100 cm-1region. Static FTIR 

spectra, however, do not show any peaks in the final product in this region of the 

spectra. 

Ab initio calculations have been performed on various C-H activated complexes. 
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It has been recently shown by Jonas et al. [19] that density functional theory can 

calculate vibrational modes for metal carbonyls with predictive accuracies. Results 

· from our calculations are shown in table 5.1. The Tp*Rh(CO)[H][CH3] complex 

show a frequency for the rui-H stretch at 2110 cm-1. This is in a clear region of 

the CO region of the spectra, and the CO stretch shows very good agreement with 

experiment, though it is somewhat red shifted. This is for a large basis set, but with 

no polarization or diffuse functions. Since there is a Rh metal, it would be good to 

include both of these basis set expansions, however the calculations were too difficult 

to do for such a large system. The results for Cplr(CO)(H)(Me) are also hopeful, 

since they agree well with experiment. 

Rather than performing the calculations on the full basis set with the Tp ligand, 

I varied the basis set with a smaller system, CpRh(CO)(H)(Me). Note the difference 

between the CpRh results with and without diffuse functions. Without the diffuse 

functions, there is a 137 cm-1difference between the C-0 and Rh-H stretches. When 

we add diffuse functions, this decreases to only. 2 wavenumbers. Analysis of the dis­

placements of the atoms in the normal modes confirms that while the C-0 and Rh-H 

modes are weakly coupled with no diffuse functions, they are more strongly coupled 

when diffuse functions are added. This suggests that for the Tp*Rh(CO)(H)(CH3) 

results the Rh-H may be lower in frequency than 2109.6 rather than higher in fre­

quency as the C-0 stretch would suggest. Unfortunately, I was unable to compute 

IR intensities in order to get further comparison with the observed CO spectra. 
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Molecule/ C-0 stretch (em ·l) experiment Rh-H stretch(cm-1 ) 

basis set 
Tp*Rh 1991.2 2032 2110 

LACVP 
Cplr 1982 1982a 2270 

LACVP 
Cplr 2091 1982 2252 

LACVP* 
CpRh 1986 2037b 2123 

LACVP 
CpRh 2106 2037 - - 2108 

LACVP* 

Table 5.1: Ab initio results for C-H activated complexes 

a From reference [54, 95] 
bFrom reference [59] 

experiment 

? 

2150a 

2150 

? 

? - -

Figure 5.2 on the facing page shows a series of transient spectra during the course 

of the C-H bond activation reaction. The negative peaks at 1980 and 2050 cm-1 

represent bleaching of the parent CO peaks from the parent species. The peak at 

1990 cm-1 has been assigned to be an 772- Tp*Rh(C0)2 complex, which then forms 

the final Tp*Rh(CO)(R)H alkyl hydride product. If we expand the region on the 

high energy side of the product, we see a small peak at 2080 cm-1 (see figure 5.2 on 

page 106 inset). Plotting the intensity of this peak against time shows that it has 

temporal behavior similar to the CO stretch in the final product at 2032 cm-1. This 

supports the possibility that the peak at 2080 cm-1 is the Rh-H stretch which we 

would like to observe. 

In order to confirm the assignment of this peak, it is necessary to look at the 

effect of isotopic substitution on the position of this peak. If this is really the Rh-H 
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stretch, performing the reaction in a perdeutero alkane solvent should shift the peak 

from 2080 cm-1 to ~ 2080 cm-1, or 1470 cm-1. Spectra of the 1300 to 1600 cm-1 

region of the spectra for Tp*Rh(C0)2 in perdeutero-cyclohexane (C6D6) are shown 

in figure 5.2 on the following page. The spectra look noisy, but actually contain 

significant information. The spectrum shows a peak at 1483cm-1 at late times which 

is not there at early times. Plotting the signal at 1483 cm-1 against time (figure 5.2 on 

page 109), we see that this peak also grows in with a time constant of 500 ns, similar 

to the time constant of the CO stretch in the final product. This peak is therefore 

assigned to be the Rh-D stretch in the final alkyl deuteride product. Calculating 

the integrated absorption intensity, we can say that the absorption cross section of 

the 2032 cm-1is approximately 5
1
0 that of the CO stretch of the product. The signal 

to noise thus represents a tremendous step forward in sensitivity for time resolved 

infrared measurements. 

It is interesting that the peak at 2080 cm-1 is not seen in the static difference 

spectra taken at long times. This is surprising since it has been assumed that the 

alkyl hydride is stable at least for hours in the dark. FTIR scans taken in rapid 

scan mode, show that the peak at 2080 cm-1decays with a time constant of 100 

ms. Observing the peak at 2032 cm-1, we observe no change in the peak position 

or intensity on that time scale. This is especially interesting since the alkyl hydride 

product for this reaction has never been isolated. In their experiments, Gosh and 

Graham only isolated the product as a chloride which they formed by reaction with 
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Figure 5.4: Tp*Rh(C0)2nanosecond kinetics are 2032 and 2080 cm-1. 
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Frequency (em ·J.) Amplitude Time Constant ( ns) 
2032 1 516 ns 
1540 1 383 ns 
1551 1 495 ns 

Table 5.2: Fitting parameters for pyrazole stretches 

CC14 • It is possible that the product which has always been assumed to be the 

product has been _a si~e ~rodu~t. This shows the importance of directly measuring -- ----- -- -
the modes associated with the product of interest rather than looking at sp~ctator 

modes. In this case, the CO stretch at 2032 cm-1does not show that chemistry on 

the millisecond time scale, and so we miss important information which only comes 

from measuring the Rh-H stretch. 
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Chapter 6 

Conclusion 

The development of femtosecond and nanosecond time resolved infrared instru­

ments has allowed us unprecedented insight into complex chemical systems. The 

development of C-H activation chemistry through homogeneous organometallic com­

pounds has opened a new field of synthetic chemistry. The combination of these two 

fields of science has opened up new possibilities of understanding chemical reactiv­

ity. The work presented here, and work by other members of the the Harris research 

group [3, 70, 71, 91, 92], has shown that it is possible to follow the course of a complex 

reaction from the earliest bond breaking and energy transfer dynamics, through the 

structural and electronic intermediates, to the bond breaking steps, and finally to 

products. Studies of ligand dynamics in the Tp*Rh(C0)2system show a richness in 

chemistry which has implications in many other chemical systems. Studies of reaction 

time scales based on alkane structure show that rearrangement of solvent complex in 
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the Tp*Rh(C0)2system happens on a time scale much less than 1 ns. This provides 

important insight into the observed reaction selectivity of C-H activation reactions. 

This work has also shown considerable new spectroscopy. Measurements have 

been carried out across all relevant time scales, allowing assignment of all interme­

diates. We have performed the first nanosecond stepscan FTIR measurements on 

an irreversible chemical system, and have shown that we can observe changes in the 

CO stretch bands. We have also shown important new time resolved spectroscopy of 

non-CO stretches, measuring both Rh-H stretches and changes in the pyrazole ring 

modes during C-H activation reactions. This opens up new possibilities in studying 

organometallic photochemistry by allowing for the study of chemical systems which 

have other ligands, such as P(Meh or P(Ph)l. 

This work has also shown how much chemistry which still needs to be studied. A 

question of considerable interest is the comparison of the reactivity of CpRh(C0)2 

and Tp*Rh(C0)2, and the nanosecond measurements on the CpRh(COh system 

shown here can be extended with studies in the femtosecond and picosecond domain. 

Recent work on C-H activation carried out in our research group (91, 92) have started 

to examine the analogous Si-H bond activation reactions of CpMn(COh which have 

important parallels. A study of the Si-H activation reactions of CpRh(COh and 

Tp*Rh(C0)2would help draw important parallels to the present work. Finally, a 

study of the pump wavelength dependance of the mechanism of this reaction would 

help us to better understand the initial reaction steps. 
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Appendix A 

FTIR Analysis Procedure 

The Brueker FTIR instrument which we used for Stepscan FTIR measurements 

uses a custom computer program, Opus which controls the spectrometer, and performs 

many data analysis functions. From a given experiment, it gathers a 3-D data file, 

containing one spectrum at each time slice. Tools are provided in the program to 

extract individual time slices, or averages of series of consecutive time slices. While 

this is useful for looking at individual spectra, for kinetics measurements a method 

is needed to extract information about a single frequency over a range of times. 

Unfortunately, the Opus program proved incapable of doing this form of analysis. It 

thus became necessary to change from the Opus form of data into a form which can 

be manipulated by a program such as Matlab which will then allow more flexible 

analysis. 

This data conversion is performed in two stages. The first stage takes place 
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within the Opus program. A set of macro files, MasterAC and MasterDC were written 

to change from the Opus internal data representation to a generic tab separated, 

ASCII file with x, y data sets for each frequency. These macro files are scripts which 

automatically execute Opus commands on a set of data files. The first, MasterAC 

takes as an input a series of AC, or time resolved scans, and output~? a series of ASCII 

files, named 1.001 through 1.100 (assuming 100 time slices), 2.001 through 2.100 and 

so on. Each file contains a spectrum for one time delay. MasterDC accepts as input 

a series of DC or static files, which we use to convert from single beam spectra to 

absorbance spectra. It outputs a series of files, 1.000, 2.000, and so on. 

One important variable which must be checked for each run is number of 25-blocks 

variable. This is used in MasterAC and describes the number of time slices in the AC 

data file. For most runs this is 4, meaning 100 time slices. If longer or shorter runs 

are taken, this must be changed. The text of these macros follows. 



Macro: MasterDC.MAC 
==================================================== 
1 

2 I \ 

3 
I 
4 

(1) Set Value of: lopcount = 1 

(2) Start Loop, Loop Index = 0 
For Each: 400 

(3) Set Value of: outputfilename = <[,3]loopcount> 

(4) Extract 
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I 
5 

Input File(s): [400:ScSmiMultiple] 
(5) Wait Time:O 

No Output File 

I 
6 
I 
7 
I 
8 
I 
9 
I 
10 
I 
11 

I 
12 I 
I I 
13 \ I 

List of Variables 
----------------------------------
*FILE NAME: 
*NUMERIC: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 
FILE VARIABLE 

(6) Load File: <inputpath>lbackgrnd.O 
On Error: Warning and Abort Macr~ 

(7) Wait Time: 0 

(8) Data Point Table 
Input File(s): [401:ScSm] 

(9) Wait Time: 0 

(10) Delete Data Blocks 

No Output File 

Input File(s): [401] No Output File 
(11) Wait Time:O 

(12) Calculate: (<loopcount>)+1=(<loopcount>) 

(13) End Loop, Loop Index=O 

400 = DC File 
loopcount = 10 
outputfilename = 9.000 
inputpath = c:\matt\tmp\rawdata 
outputpath = c:\matt\tmp\asciidat 
401 = backgrnd.O 
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Macro: MasterAC.MAC 
================================ 

1 

2 

3 I 

4 
I 
5 
I 

\ 

(1) Set Value of: outputnumber = 1.001 

(2) Set Value of: Loopcount = 1 

(3) Start Loop, Loop Index = 0 
For Each: 401 

(4) Extract 
Input File(s): [401:ScSmiMultiple] 

(5) Wait Time: 0 
No Output File 

6 (6) Set Value of: masterfilenumber = 1.001 
I 
7 
I 
8 
I I 
9 I 
-I I 
10 I 
I I 
11 I 
I I 
12 \ 
I 
13 
I 
14 
I 
15 

I \ 

I 

(7) Wait Time: 0 

(8) Start Loop, Loop Index = 1 
Loop Count: number of 25-blocks 

(9) Submacro: c:\matt\macro\newsub.mac 
7 Variable(s) passed, 0 Variable(s) returned 

(10) Calculate: (<masterfilenumber>)+.025 = (<masterfilenumber>) 

(11) Calculate: (<outputnumber>)+.025 = (<outputnumber>) 

(12) End Loop, Loop Index = 1 

(13) Calculate: (<Loopcount>)+1=(<Loopcount>) 

(14) Calculate: (<Loopcount>)+0.001=(<outputnumber>) 

(15) End Loop, Loop Index = 0 

List of Variables 
================= 

*FILE VARIABLE: 
*NUMERIC: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 

401 = signal 
masterfilenumber = 1.101 
inputpath = c:\matt\tmp\rawdata 
backfile = 1. 000 
outputpath = c:\matt\tmp\asciidat 



NUMERIC: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 
*NUMERIC: 
*NUMERIC 

outputnumber = 1.001 
lowfreq = 
highfreq = 
number of 25-blocks 
Loopcount = 10 

Macro: newsub.mac 
================== 

1 

2 

3 I \ 

4 
I 
5 
I 
6 
I 
7 
I 
8 
I 
9 
I 
10 
I 
11 
I 
12 
I 

(1) Dialog: No. 4, untitled 

(2) Wait Time: 0 

(3) Start Loop, Loop Index = 0 
Loop Count: 25* 

(4) Set Value of: filename = <[,3]filenumber> 

(5) Set Value of: outputfile = <[,3]filenumber> 

(6) Wait Time = 0 

(7) Load File: <inputpath>\<filename> 
On Error: Warning and Abort Macro 

(8) Wait Time:O 

(9) Data Point Table 
Input File(s): [401:ScSm] 

(10) Wait Time: ~ 

(11) Delete Data Blocks 

No Output File 

Input File(s): [401] No Output File 
(12) Calculate: (<filenumber>)+0.001=(<filenumber>) 
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13 (13) Calculate:(<outputfilenumber>)+0.001=(<outputfilenumber>) 
I 
14 (14) Wait Time: 0 
I 
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15 I (15) 
I I 
16 I (16) 
I I 
17 I (17) 
I I 
18 \ I (18) 

List of Variables 
----------------------------------
*STRING FOR EDIT: 
*NUMERIC: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 
*STRING FOR EDIT: 
FILE VARIABLE: 

*STRING FOR EDIT: 
*STRING FOR EDIT: 
*NUMERIC: 

Set Value of: filename = <[,3]filenumber> 

Set Value of: outputfile = <[,3]outputfilenumber> 

Wait Time: 0 

End Loop, Loop Index = 0 

, background = 1.000 
filenumber = 1.101 
filename = 1.101 
outputfile = 9.101 
inputpath = c:\matt\tmp\rawdata 
outputpath = c:\matt\tmp\asciidat 
401 = <filename> 
lowfreq = 
highfreq = 
outputfilenumber = 9.101 
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After processing by these macros, the data is compressed into a file using the 

program pkzip. exe, and the data is transferred to a computer in our lab. This data 

is uncompressed, and imported into the program MATLAB by one of two scripts. These 

scripts perform three basic functions. 

1. Reading in n files with m frequencies, and forming a n x m matrix from these 

values. 

2. Averaging p repetitions of an experiment 

3. Converting the single beam scans into Absorbance units. 

These functions are performed by two different MATLAB scripts. The choice of 

scripts is dictated by the desired information. The first script, STEP2ABS accepts as 

input a series of files from the OPUS macros, and produces a series of matrices, single, 

single2, trans, trans2, absorb and absorb2. These are pairs of matrices con- . 

taining mean and sum of squares for single beam, transmission and absorption data. 

From this data, it is possible to calculate the deviations for each data set. The second 

macro, 

STEP2ABS3D is similar, but produces as an output a 3-dimensional matrix m x n x p 

containing each experiment individually. This allow averaging over subsets of exper­

iments in a group, or isolation of a single experiment in a group. These scripts are 

MATLAB m-files, and so are easily portable and readable. 
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STEP2ABS.m 
' 

%Load stepscan data into a matlab, 
%find the mean and sum of squares of 
%each of single beam, transmission and absorbance data. 

ampfac=input('Amplification Factor'); 
timeslice=input('Number of Time Slices'); 
fid=fopen('1.000','r'); 
bdata=fscanf(fid,'%f %f',[2,inf]); 
fclose(fid); 
freqs=length(bdata) 
dmatrix=zeros(timeslice,freqs); 
single=zeros(timeslice,freqs); 
trans=zeros(timeslice,freqs); 
absorb=zeros(timeslice,freqs); 
single2=zeros ( timeslice ·• freqs) ; 
trans2=zeros(timeslice,freqs); 
absorb2=zeros(timeslice,freqs); 
data2=zeros(freqs); 

filenumber=1; 
filename=sprintf('%0.3f',filenumber); 
while exist(filename) == 2, 

for i=1:timeslice+1, 
filename=sprintf('%0.3f',filenumber+(i-1)/1000); 
fid=fopen(filename,'r'); 

end 

if i==1, 
data=fscanf(fid,'%f %f',[2,inf]); 

else 
bbb=fscanf(fid,'%f'); 
data(2 1 : )=bbb'; 

end 

dmatrix(i,:)=data(2,:); 
fclose(fid); 

,! 



for i=2:timeslice+1, 
single(i-l,:)=single(i-l,:)+dmatrix(i,:); 
single2(i-1,:)=single2(i-1,:)+dmatrix(i,:).*dmatrix(i,:); 
tt=1+dmatrix(i,:)./(ampfac*dmatrix(1,:)); 
trans(i-1,:)=trans(i-1,:)+tt; 
trans2(i-1,:)=trans2(i-1,:)+tt.*tt; 
absorb(i-1,:)=absorb(i-1,:)+real(-log10(tt)); 
absorb2(i-1,:)=absorb2(i-1,:)+real(-log10(tt)).-2; 

end 
filenumber=filenumber+1 

freq=data(1,;); 
end 

STEP2ABS3D.m 

% Load stepscan data into a 3-D matrix. 
% You must be in the directory with the data files. 
%This assumes the data is in the files 1.000 - 1.n, 2.000 - 2.n 
% and so on. 
ampfac=input('Amplification Factor'); 
timeslice=input('Number of Time Slices'); 
fid=fopen('1.000','r'); 
bdata=fscanf(fid,'%f %f',[2,inf]); 
fclose(fid); 
freqs=length(bdata) 

filenumber=1; 
filename=sprintf('%0.3f',filenumber); 
while exist(filename) == 2, 

for i=1:timeslice+1, 
filename=sprintf('%0.3f' ,filenumber+(i-1)/1000); 
fid=fopen(filename,'r'); 
if i==1, 

data=fscanf(fid,'%f %f',[2,inf]); 
else 

bbb=fscanf(fid,'%f'); 
data(2,:)=bbb'; 

133 



134 

end 

end 

dmatrix(i,:)=data(2,:); 
fclose(fid); 

for i=2:timeslice+1, 
single(i-l,:,filenumber)=dmatrix(i,:); 
tt=l+dmatrix(i, :) ./(ampfac*dmatrix(l, :)) ; 
trans(i-l,:,filenumber)=tt; 
absorb(i-1,:,filenumber)=real(-log10(tt)); 

end 
filenumber=filenumber+l 

freq=data(l, :) ' ; 
end 



Appendix B 

Technical Specifications 

Table B.1: Technical specifications of the femtosecond IR 
spectrophotometer. 

Component Attribute Value Units 
Ti:Sapph. Oscillator 

Input power1 5.0 w 
Output power 400 mW 
Repetition rate 80 MHz 
Output wavelength2 817 nm 
Pulse width 40 fs 

Nd:YAG Laser 
Output power 15.0 w 
Repetition rate 30 Hz 
Pulse energy 500 mJ 
Output wavelength3 532 nm 
Pulse width 6 ns 

820 nm Pulse Chain 
Pulse energy 20 J-LJ 
Pulse width 70 fs 

continued ... 

1 Coherent Innova 300 CW Ar+ laser, all lines green. 
2Peak wavelength; output is uncertainty broadened by 20 nm FWHM 
3Frequency doubled using second harmonic generation(SHG). 
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Component Attribute Value Units 
700 nm Pulse Chain 

Pulse energy 100 j..tJ 
Pulse width 70 fs 

590 nm Pulse Chain 
Pulse energy 400 j..tJ 
Pulse width 200 fs 

IR Pulses 
Pulse energy 2 j..tJ 
Pulse width 80 fs 

UV Pulses 
Pulse energy 16 j..tJ 
Pulse width 200 fs 

Overall Time Resolution 240 fs 
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Appendix C 

FTIR parameters 

The step-scan FTIR measurements were made on a standard Bruker IFS-88 spec-

trometer. Following are standard settings used in making the measurements shown 

in this work. 

Table C.1: FTIR parameters for Step Scan measure­
ments. 

Component Attribute Value 
Acquisition 

Folding limits (InSb) 1316,2633 
Folding limits (MCT) 1220,1820 
Collection Mode Single Sided 
Resolution 4 
Stabilization delay 0 
Delay before measurement 0 
Results Spectrum Transmission 
Time Resolution 25 
Number of Time Slices 100 
Repeat Count· 30 
Trigger Delay 0 
Positioning Delay 40 
Triggering Polarity O(rising edge) 

Units 

cm-1 

cm-1 

cm-1 

ms 
ms 

ns 

ms 
ms 

continued ... 
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Component Attribute Value Units 
Sampling Source 0 

Fourier Transform 
Apodization Blackman- Harris 

3- term 
Frequency Limits 1600,2600 cm-1 

Phase Correction Mertz 
Phase Resolution 32 
Zero Filling Factor 4 

Optics 
Aperature 6 mm 
Beam splitter KBr 
Detector MGT 
Source Globar 
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