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## LIST OF FIGURES

1.1 Examples of dispersion diagrams for structures exhibiting different EPD orders: (a) RBE (2nd order EPD), (b) SIP (3rd order EPD), (c) DBE (4th order EPD), and (d) 6 DBE (6th order EPD). The figure shows the complexvalued normalized wavenumber versus normalized angular frequency. The corresponding complex-plane plots are shown in Fig. 1.2. The EPD occurs

1.2 Complex-valued wavenumber plotted in the complex $k$-plane. The figure shows the trajectories of the wavenumbers of modes when increasing the frequency for different EPD orders: (a) RBE (2nd order EPD), (b) SIP (3rd order EPD), (c) DBE (4th order EPD), and (d) 6DBE (6th order EPD). Black Dots in the figure at $k=k_{e}$ are the EPDs where more than two eigenmodes coalesce. The color code used here matches the one used for the dispersion diagrams shown in Fig. 1.1
2.1 (a) Two uniform coupled waveguides supporting four modes (two in each direction). Modes have wavenumbers satisfying the $k$ and $-k$ symmetry, due to reciprocity. (b) Equivalent coupled transmission line (CTL) model describing the propagation of the four modes in the two uniform coupled waveguides. (c) Generalized per-unit-length distributed equivalent circuit model for the CTL. Coupling is represented by the distributed (i.e., per-unit-length) admittance $Y_{c}$. In this chapter we determine the necessary and sufficient conditions that the five reactances shall satisfy for the CTLs to exhibit a DBE, i.e., a fourth order degeneracy. (d) Representation of a dispersion diagram (showing only the branches of purely-real wavenumber) reporting two important features: the DBE at $k_{e}=0$ and $\omega=\omega_{e}$ (that is a fourth order EPD), and a regular band edge at $\omega=0.4 \omega_{e}$, with a non-vanishing wavenumber of $k= \pm 147.5 \mathrm{rad} / \mathrm{m}$ (a second order EPD)
2.2 Dispersion diagrams describing different EPDs at angular frequency $\omega_{e}$ : (a) CTLs where none of the EPD conditions are satisfied at any non-zero frequency; (b) CTLs exhibiting the $4^{\text {th }}$ order EPD (i.e., the DBE) at the angular frequency $\omega_{e}$ where $\operatorname{Tr}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathrm{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathrm{e}}\right)\right)=0$ and $\operatorname{det}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathbf{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathbf{e}}\right)\right)=0$. For uniform CTLs made of $\overline{2}$ TLs this condition necessarily occurs at $k=0$; (c) CTLs exhibiting two exceptional points of $2^{\text {nd }}$ order degeneracy, where $\operatorname{Tr}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathrm{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathrm{e}}\right)\right)^{2}=4 \operatorname{det}\left(\underline{\mathbf{Z}}\left(\omega_{\mathbf{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathbf{e}}\right)\right)$. For uniform CTLs made of 2 TLs this can occur at any $k$; (d) CTLs exhibiting a single $2^{\text {nd }}$ order EPD where $\operatorname{det}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathbf{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathbf{e}}\right)\right)=0$. This condition occurs at $k=0$. In these plots we show only the real part of the four modal wavenumbers.
2.3 Schematic representation of the four eigenvectors of the four eigenmodes supported by a CTL as they approach different EPDs conditions: (a) no EPD, i.e., the four eigenvectors are four independent vectors in a four dimensional state space; (b) $4^{\text {th }}$ order EPD, i.e., the four eigenvectors tend to coalesce into a single eigenstate. When the structure is lossless and gainless such $4^{\text {th }}$ order EPD is called DBE; (c) two points of $2^{\text {nd }}$ order degeneracy, i.e, pairs of eigenvectors coalesce to two independent eigenstates at the so called RBE; and (d) a single $2^{\text {nd }}$ order EPD, i.e., only two eigenvectors coalesce at the so called RBE while the other two remain independent. The degree (i.e., the order) of degeneracy of a multimode EPD condition is given by the number of coalescing eigenvectors.
2.4 Different configurations of uniform CTLs that may exhibit a fourth order EPD, namely, the DBE when the CTLs are lossless. Here we show the combinations of distributed reactances that provide multi-mode degenerate conditions: Configuarion (a) shows that a fourth order EPD is obtained by a proper inductive coupling between a "forward" propagating mode in $\mathrm{TL}_{1}$ and an evanescent mode in $\mathrm{TL}_{2}$. Configuration (b) shows that a fourth order EPD is obtainable by a proper coupling between a forward mode in $\mathrm{TL}_{1}$ and a "backward" mode in $\mathrm{TL}_{2}$. Note that here we denote a mode to be "forward" when phase and group velocities have the same signs, whereas a "backward" mode has phase and group velocities with opposite signs. Configuration (c) shows that a four order EPD is obtainable also when proper coupling is designed between evanescent modes in $\mathrm{TL}_{1}$ and $\mathrm{TL}_{2}$. Finally, configuration (d) shows that an EPD can be obtained also by a capacitive coupling between an evanescent mode in $\mathrm{TL}_{1}$ and a backward propagating mode in $\mathrm{TL}_{2}$.
2.5 Dispersion diagram of modal complex wavenumbers $k$ versus normalized frequency for two uniform CTLs with distributed circuit model as in 2.4a. The diagram shows a fourth order $\operatorname{DBE} \omega=\omega_{e}$, i.e., at $f=f_{e}=5 \mathrm{GHz}$, where all modes have $k=0$. This CTL structure also exhibits two RBEs (EPDs of second order) at $\omega=0.4 \omega_{e}$, i.e., at $f=2 \mathrm{GHz}$, with a non-vanishing wavenumber of $k= \pm 147.5 \mathrm{rad} / \mathrm{m}$. Branches that represent two modes are denoted by a red or a blue circle, the branch representing four modes is tagged by red circles with number 4 . The dispersion diagram showing only the purely-real wavenumber branches is reported in Fig. 2.1d.
2.6 Magnitude of the transmission scattering parameter $S_{21}$ for the waveguide consisting of two uniform microstrip CTLs with finite length $L$, with distributed circuit model as in 2.4a. The CTLs have a fourth order EPD (namely, a DBE) at the so called DBE frequency $f=f_{e}=5 \mathrm{GHz}$. (a) Finite length CTL circuit setup. (b) Scattering parameter $S_{21}$ for different lengths $L$ revealing that this finite length CTL structure is a cavity despite the characteristic impedance of $\mathrm{TL}_{1}$ is equal to the termination load. A clear transmission peak, called DBE resonance, is observed near the DBE frequency, and it gets narrower for increasing lengths. $\lambda_{1, e}$ is the wavelength of the propagating waves in $\mathrm{TL}_{1}$, when it is uncoupled to $\mathrm{TL}_{2}$, calculated at the EPD frequency $\lambda_{1, e}=2 \pi / k_{1, e}=40.8$ mm , where $k_{1, e}=\omega_{e} \sqrt{L_{s 1} C_{p 1}}$.
2.7 Trend of the quality factor of a CTL cavity as in Figure 2.6a operating at the DBE resonance, in close proxinity of the DBE frequency, showing the $L^{5}$ scaling with cavity length $L$. When the CTL cavity has distributed losses, the quality factor trend is perturbed. Distributed series resistance and parallel conductance are assumed to be symmetrical, i.e., identical in each TL: (a) series losses only, and (b) parallel losses only. The legend $Q=\infty$ refers to the limit represented by a lossless CTL cavity and the blue dashed line is a fitting trend showing the $L^{5}$ growth with cavity length. These plots show that the Q factor of the CTL cavity is less sensitive to series losses.
2.8 Microstrip implementation of two uniform CTLs over a grounded dielectric substrate, with circuit model as in Fig. 2.4a, i.e., with a distributed series capacitor (bottom line) that is here implemented by resorting to a periodic distribution of series inter-digital capacitors, with sub-wavelength period $d$. The bottom part of the figure shows the finite length CTLs, whereas the top part of the figure shows the unit cell with period $d=5.1 \mathrm{~mm}$. Dimensions are all in mm . This microstrip CTL implementation develops a fourth order EPD at $f=f_{e}=5 \mathrm{GHz}$.
2.9 Results relative to the microstrip implementation of the uniform CTLs using a periodic distribution of interdigital series capacitors in $\mathrm{TL}_{2}$, with subwavelength period (Fig. 2.8). (a) Dispersion diagram obtained via full-wave simulation showing the complex modal wavenumbers versus frequency. The fullwave simulation reveals the existence of a DBE (a fourth order degeneracy) at $k=0$. The simulation accounts for radiation, dielectric and copper losses. (b) Quality factor of the periodic CTLs versus resonant "cavity" length, showing its scaling with the number of unit cells $N$.
2.10 Microstrip implementation of a waveguide made of two coupled uniform TLs over a grounded dielectric substrate in Fig. 2.4a that exhibits DBE. TL ${ }_{1}$ (when uncoupled from $\mathrm{TL}_{2}$ ) supports propagation. Whereas $\mathrm{TL}_{2}$ (when uncoupled from $\mathrm{TL}_{1}$ ) supports evanescent modes because it is loaded with distributed series capacitors mimicking a uniform series capacitive per-unit-length distribution. The capacitors in this structure are discrete components with value 3.1 pF . The inductive coupling between the two TLs is implemented using stubs connected between the transmission lines $\mathrm{TL}_{1}$ and $\mathrm{TL}_{2}$. The period is small compared to the guided wavelength.
2.11 (a) Fabricated unit-cell for the CTL in Fig. 2.10 with 5 mm extensions on both sides to be able to solder the SMA connectors. (b) Fabricated microstrip extensions used for calibration, i.e., to de-embed the effect of the extra extensions and SMA connectors from (a). (c) Wavenumber dispersion versus frequency showing the existence of the DBE around 1.85 GHz , and two $2^{\text {nd }}$ order EPDs (i.e., regular band edges) around 0.86 GHz . The measured result is in very good agreement with that from full-wave simulations.
2.12 Measurements and simulations of the scattering parameter $S_{21}$ for a nine-unit-cell CTL in (a). The result is consistent with the DBE observation in the dispersion diagram at $f=1.85 \mathrm{GHz}$. The good agreement between full-wave simulations and measurements shows that there is a DBE resonance associated with the DBE.
3.1 (a) Coupling between two electromagnetic waves whose complex amplitudes are $A$ and $B$. Conditions that lead to EPDs are obtained by introducing proper coupling between: (b) two waveguides with PT symmetry where the two media have gain and loss supporting exponentially growing and attenuating waves; (c) two waveguides with forward and backward propagating waves, without resorting to PT symmetry (i.e., in this case the waveguides do not have gain and loss). The waves with black arrows represent the directions of propagation. The blue and red arrows represent the directions of power flow.
3.2 The two wavenumbers of the guiding system versus the coupling parameter $\kappa$, showing the existence of an EPD. Two cases are examined: (a) coalescence of modes in PT-symmetrical waveguides, (b) coalescence of modes obtained by coupling a forward wave (phase and group velocities have the same direction) and a backward wave (phase and group velocities have opposite directions). Both cases exhibit an EPD, represented by the bifurcation point.
3.3 Example of modal EPD of order 2 between a forward wave (phase and group velocities have the same direction) and backward wave (phase and group velocities have opposite directions). (a) Two coupled Si layers where the top one supports a forward wave (in red) while the bottom one is periodically corrugated to support a backward wave (positive phase velocity and negative group velocity, in blue). The red and blue arrows represent the direction of power flow. (b) Dispersion relation showing the propagating eigenmodes when the two waveguides are uncoupled (dashed) and when the are coupled (solid). The dispersion of modes in the coupled waveguides show the existence of two EPDs. The blue and red colors of the curves are related to the power flow directions. Note also that because two EPDs are found, an indirect bandgap is present between the upper and lower branches that can be designed ad-hoc. In the shown case we have $\Delta k_{e} \equiv k_{e 2}-k_{e 1}<0$.
3.4 Schematic of a dispersion diagram showing the indirect bandgap that results from two EPDs based on contradirectional coupling. The red-dashed line represents the wavenumber of the forward wave $\beta_{a}^{\prime}$ whereas the blue-dashed line the one of the backward wave $\beta_{b}^{\prime}$, when the waveguides are uncoupled. The coupling yields the two curves with two EPDs that are labeled as EPD1 and EPD2. The indirect bandgap width is $\Delta \omega_{I B}$. In the shown case $\Delta k_{e} \equiv$ $k_{e 2}-k_{e 1}>0$.
4.1 (a) Periodic $N$ coupled TLs consisting of coupled and uncoupled sections, where $N$ is even. The structure consists of $N / 2$ TLs that exist at $x<0$ and other $N / 2$ TLs that exist at $x>0$. A multi TL structure has P symmetry when the TLs that exist at $x<0$ and the ones that exist at $x>0$ are mirrored to each other. (b) A $2 N$-port circuit network model for a unit-cell of the structure in (a).
4.2 (a) Periodically coupled $N$ TLs, consisting of coupled and uncoupled sections, where the number of TLs is odd. (b) A 2N-port circuit network model for a unit-cell of structure in (a).
4.3 (a) Two periodically coupled TLs (i.e., $N=2$ ) without gain and loss where P symmetry and its breaking are controlled by the two dimensions $h_{1}$ and $h_{2}$. The structure has P symmetry when $h_{1}=h_{2}$. (b) Colored map showing coalescence parameter $C_{\text {DBE }}$ versus dimensions $h_{1}$ and $h_{2}$. The DBE occurs when $C_{\text {DBE }}=0$. The dark blue zones show the relation between $h_{1}$ and $h_{2}$ that results in a DBE in the dispersion relation of the structure.
4.4 Results for two periodically coupled TLs (i.e., $N=2$ ) without gain and loss. Dispersion relation showing the real part of wavenumber and coalescence parameter versus frequency when: (a) and (c) P symmetry is broken and EPD condition is satisfied and (b) when the structure has P symmetry where the condition of high-order EPD can never be satisfied.
4.5 (a) Two periodically coupled TLs (i.e., $N=2$ ) with loss and gain that are PT symmetric. (b) Modal dispersion showing the real part of the four wavenumbers and the coalescence parameter (4.47) versus frequency. The figure shows that PT symmetry does not prohibit full order degeneracy (that is of order 4 here), contrarily to P symmetry alone that prohibits the occurrence of a fourth order EPDes.
4.6 Three periodically coupled TLs (i.e., $N=3$ ) without gain and loss. In (b) and (c) we show examples where broken P symmetry leads to a 3rd order EPD (i.e., the SIP) and a 6 th order EPD (i.e, the 6 DBE ), respectively.
5.1 (a) Degenerate distributed feedback photonic cavity with double grating, based on a DBE, obtained by breaking mirror symmetry. (b) Dispersion diagram of the eigenmodes in the double grating (a) when the geometry is optimized to exhibit a DBE (red curve). We also show the dispersion of modes in a single grating (blue curve). Note the much flatter dispersion of the mode in the double graing (red curve). (c) Electric field distribution of the DBE mode calculated at $k d=\pi$.
5.2 Dispersion diagram of modes in the double grating in Fig. 5.1a for three distinct gap values. The change of the dispersion curve from a split band edge $(g=70 \mathrm{~nm})$ to regular band edge $(g=130 \mathrm{~nm})$ implies the existence of DBE using a value of $g$ between 70 nm and 130 nm . Indeed, the figure shows that the DBE occurs when $g=100 \mathrm{~nm}$ (red curve).
5.3 (a) Finite-length structure used to estimate the transfer matrix $\underline{\mathbf{T}}_{\mathrm{U}}$ of one unit cell in the middle. (b) Structure used to de-embed the effect of the two transition regions connected to the left and right sides of the unit cell in (a). (c) Dispersion diagram showing four complex-valued wavenumber versus frequency illustrating the coalescence of four wavenumbers at the DBE point $k_{d} d=\pi$, which is the degenerate Bragg condition. The dispersion is obtained based on the transfer matrix $\underline{\mathbf{T}}_{\mathrm{U}}$ found by dembedding the structure in (b) from (a). The black-dashed curve shows the dispersion of the purely real branch obtained from the eigenmode solver, already plotted in Fig. Fig. 5.1b, for validation.
6.1 (a) An example of SWS with distributed radiating slots that extract power from the guided modes interacting with the electron beam. (b) Pierce-based equivalent transmission line model of the SWS with distributed "loss" (i.e., radiation) coupled to the charge wave modulating the electron beam. From the transmission line point of view, the interaction with the beam is seen as distributed gain.
6.2 The two sectoral regions represent complex values of $\delta_{e}$, associated to EPDs resulting from the interaction of backward or forward electromagnetic waves (radiation is represented in TL by series or/and parallel losses) and the charge wave of electron beam. The value $\delta_{e}=\left(k_{e}-\beta_{0}\right) / \beta_{0}$ represents the wavenumber deviation of the EPD complex wavenumber $k_{e}$ (of the interactive system) from the equivalent electron beam wavenumber $\beta_{0}$, that satisfies (6.7), assuming SWS realizations based on passive equivalent TLs. There are two regions of possible realizations (red and light blue), associated to the two distributed per-unit-length TL circuits on the right panel, that represent SWSs supporting either forward or backward wave propagation. In this chapter we focus on EPDs obtained from backward electromagnetic waves interacting with an electron beam, i.e., those leading to $\operatorname{Re}\left(\delta_{e}\right)>0$ and $\operatorname{Im}\left(\delta_{e}\right)>0$.
6.3 Dispersion diagram for three of the four complex modes in the "hot" SWS (the modes in the SWS interacting with the electron beam), in red, showing the existence of a second order EPD, where two modes coalesce in their wavenumbers and eigenvectors: (a) Real part of the wavenumber of the modes phase-propagating in the positive $z$ direction $\left(\operatorname{Re}\left(k_{e}\right)>0\right)$. The blue line represents the dispersion of the EM mode in the cold SWS supporting a backward propagation, whereas the green line is the electron beam's charge wave dispersion, without accounting for their interaction. (b) Imaginary part of the wavenumber of the three modes with $\operatorname{Re}\left(k_{e}\right)>0$ resulting from the interaction. The EPD wavenumber at $f=f_{e}$ represents two fully degenerate and synchronous modes with exponential growth in $z$.
6.4 (a) Schematic setup for BWOs with "balanced gain and radiation-loss". (b) Equivalent transmission line model of the SWS with distributed (per-unitlength) series capacitance and shunt inductance for a SWS that supports backward waves. The distributed shunt conductance $G$ represents distributed power extraction, that is indeed given by $p_{\text {rad }}(z)=G|V(z)|^{2} / 2$. (c) Scaling of the oscillation-threshold beam current $I_{t h}$ versus SWS length normalized to the wavelength $N=\ell / \lambda_{e}$, where $\lambda_{e}=2 \pi / \beta_{0 e}$ is the guided wavelength calculated at the EPD frequency. It is obvious that for infinite long SWS where $N \rightarrow \infty$ we have $I_{t h} \rightarrow I_{0 e}$ which implies that the EPD synchronization condition is also the threshold for infinitely long SWSs. (d) Comparison of the threshold current for an EPD-BWO and a standard BWO for increasing SWS length. Note that the threshold of the EPD-BWO does not decreases to zero for longer SWSs, a characteristic that is fundamentally different from that of a standard BWO. (e) Scaling of the EPD beam current $I_{0}=I_{0 e}$ (blue curve) versus radiation losses $G$. We also show the scaling of the threshold beam current (red curve) for a finite-length SWS with $N=70$. Note that the threshold beam current is very close to the EPD current for any amount of required distributed extracted power which indicates that in principle the synchronism is achieved for any output power level.
7.1 (a) Conventional BWO where the power is extracted from the waveguide end;
(b) EPD-BWO where the power is extracted in a distributed fashion to satisfy
the EPD condition. The power is extracted using distributed wire loops (as an example) that are connected to coaxial waveguides.
7.2 Details of the longitudinal cross-sections of a SWS without (a) and with DPE (b). (c) Dispersion of EM guided modes in the "cold" SWSs in (a) and (b), without (blue curve) and with (red curve) distributed power extraction (DPE), respectively. The dispersion shows the real and imaginary parts of the complex wavenumber. The non-zero imaginary part of wavenumber (red line) shows that the SWS in (b) exhibits distributed power extraction. The black line is the "beam line" described by $\beta_{0}=\omega / u_{0}$, and the intersection point with the curve of $\beta_{p r}=\operatorname{Re}\left(\beta_{p r}\right)$ represents the approximative synchronization point.
7.3 Field distribution for the TM-like mode supported by the SWS in Fig. 7.2a: (a) electric field in a unit cell of the longitudinal cross-section of 7.2 a , and
(b) magnetic field on the transverse cross-section at the largest radius of the corrugated circular waveguide. Fields are found with the mode solver of CST Studio Suite.
7.4 Output signals and their corresponding spectra for: (a) Conventional BWO where the output power is only extracted from one port as shown in Fig. 7.1a. (b) EPD-BWO where power is extracted from multiple ports as shown in Fig. 7.1b, they all have the same frequency of oscillations. In both cases, the time-window used for the Fourier transforms is depicted by a rectangle.
7.5 Output signal at the right-end waveguide port and its corresponding spectrum when the SWS has 11 unit-cells, at (blue) and below (black) the e-beam starting current for: (a) Conventional BWO, and (b) EPD-BWO. The frequency spectrum shows that there is not self-standing oscillation at 9.7 GHz when the e-beam dc current is below the oscillation threshold, i.e., when the current is below 250A for the conventional BWO, and below 1230A for the EPD-BWO, but self-standing oscillation occurs at these two e-beam current values, hence they represent the starting currents for the two types of BWOs. It is important to stress that the figure shows only the output power at the right-end port of the EPD-BWO, and that the output value of the EPD-BWO from only the right-end waveguide port is comparable to the one coming out of the conventional BWO.
7.6 Scaling of starting e-beam current for oscillation in conventional BWO and EPD-BWO. Dashed lines represent fitting curves. The EPD-BWO shows a starting current trend that does not vanish for long SWS.
7.7 Comparison between the efficiency of a conventional BWO and an EPD-BWO using $N=11$. The EPD-BWO shows improved efficiency at higher level of power generation compared to the conventional BWO.
7.8 Electric field distribution in the SWS for: (a) conventional BWO and (b) EPD-BWO. The figure in (b) shows power extraction in distributed fashion from the coaxial waveguides at the top and bottom of the circular waveguide
7.9 Phase space plot of electrons showing the electrons' kinetic energy distribution at a time instant after reaching the steady regime. (a), (b) and (c): conventional BWO when the beam dc current is $30 \mathrm{~A}, 200 \mathrm{~A}$ and 550 A . (d): EPD-BWO when the beam dc current is just above the starting current for oscillation 550 A. (a), (b) and (c) show that synchronism is lost when attempt to increase power extraction level by increasing the beam dc current, whereas for DPE case in (d), synchronism is maintained for a longer SWS length when compared to the conventional BWO in (c), assuming that they use the same beam dc current. The dashed black lines in the figures represent the timeaveraged kinetic energy which decreases with growing $z$-location because of the energy transfer from electron beam to the SWS.
7.10 Setup used to determine the complex wavenumber versus frequency dispersion relation of hybrid modes in hot SWSs based on PIC simulations. Each unit cell in the hot SWS is modeled as a multi-port network circuit with equivalent voltages and currents representing EM waves $\left(V_{n}, I_{n}\right)$ and space-charge waves $\left(V_{b n}, I_{b n}\right)$ dynamics.
7.11 Dispersion of complex-valued wavenumbers of the four hybrid modes in the hot SWS of 11 unit-cells, estimated from data extracted from PIC simulation : (a) varying frequency when the electron beam dc current is $I_{0}=260 \mathrm{~A}$ and (b) varying the beam dc current, at $f=9.87 \mathrm{GHz}$. All the considered beam dc currents used to generate the results in (a) and (b) are lower than the starting current of oscillation, estimated to be 1215 A . The plots show a modal degeneracy (in the real and imaginary parts) when the the beam dc current is $I_{0}=260 \mathrm{~A}$ and the operating frequency is $f=9.87 \mathrm{GHz}$
8.1 BWO with folded waveguide operating at millimeter waves: (a) standard (STD)-BWO where the power is extracted from a waveguide end; (b) EPDBWO where the power is extracted in a distributed fashion to enable the occurrence of the exceptional synchronization regime when working at an EPD. The distributed power is extracted by introducing a small slot in each folded waveguide period that couples portion of the power in the folded waveguide to the outgoing rectangular waveguides.
8.2 Details of the longitudinal cross-sections of a SWS without (a) and with DPE (b). (c) Dispersion of EM guided modes in the "cold" SWSs in (a) and (b), without (blue curve) and with (red curve) distributed power extraction (DPE), respectively. The dispersion shows the real and imaginary parts of the complex wavenumber. The non-zero imaginary part of wavenumber (red line) shows that the SWS in (b) exhibits distributed power extraction. The black line is the "beam line" described by $\beta_{0}=\omega / u_{0}$, and the intersection point with the curve of $\beta_{p r}=\operatorname{Re}\left(\beta_{p r}\right)$ represents the approximative synchronization point.
8.3 Output signals for: (a) STD-BWO and (b) EPD-BWO, both having 13 unitcells, when the e-beam dc current is just below and above the starting current of oscillation $\left(I_{s t}\right)$ for each BWO case. The output signal for the STD-BWO is extracted at the left-end port of the waveguide (a), whereas for the EPDBWO the signals are extracted from the 13 distributed ports and from the left-end port, denoted by different colored curves (b).
8.4 Scaling of starting e-beam dc current for STD-BWO and EPD-BWO with SWSs length (black dots). Dashed lines represent fitting curves. The EPDBWO shows a starting current trend that does not vanish for long lengths, the quadratic decay is representative of a degeneracy condition.
8.5 Comparison between the output power and power conversion efficiency of a STD-BWO and an EPD-BWO, both based on the same folded waveguide SWS, without and with DPE, respectively. In (a) we observe the power trends when varying the number of unit cells of the folded waveguide when the used beam dc current is $10 \%$ higher than the starting currents for the STD-BWO and EPD-BWO, and for each length. In (b) we observe the power trends when varying the the beam dc current, assuming the SWSs for the two BWOs are made of 20 unit cells. The figure shows that EPD-BWO has much higher efficiency at much higher level of power generation compared to the STD-BWO. 150
8.6 Phase space plot of electrons showing the electrons' kinetic energy distribution at a time instant after reaching the steady regime. (a) and (b): STD-BWO when the beam dc current is 0.44 A and 2.35 A . (c): EPD-BWO when the beam dc current is just above the starting current for oscillation 2.35 A . The dashed black lines represent the time-averaged kinetic energy of the electrons moving along the $z$-direction. (a) and (b) show that the e-beam average kinetic energy is almost constant (slightly decreases for increasing $z$ ) for the case of the STD-BWO, which indicates low level of power extraction. (c) shows that the e-beam average kinetic energy remarkably decreases along the $z$-direction which indicates a higher level of power extraction and higher efficiency as compared to the STD-BWO with the same beam dc current.
8.7 (a) Setup used to determine the complex-valued wavenumber versus frequency dispersion relation of the hot modes in the hot SWS based on data extracted from PIC simulations. (b) Circuit model showing that each unit cell in the hot SWS is modeled as four-port network circuit with equivalent voltages and currents representing EM waves $\left(V_{n}, I_{n}\right)$ and space-charge waves $\left(V_{b n}, I_{b n}\right)$ dynamics.
8.8 Dispersion of complex-valued wavenumbers in the fundamental Brillouin zone, of three hot modes showing the wavenumber degeneracy at about $I_{0}=2.055 \mathrm{~A}$. The three modal wavenumbers with positive real part are retrieved from data obtained by PIC simulations relative to hot SWSs with 11 unit-cells, when using different e-beam dc current: (a) $I_{0}=2.09 \mathrm{~A}$, (b) $I_{0}=2.06 \mathrm{~A}$, (c) $I_{0}=$ 2.055 A , (d) $I_{0}=2.04$ and (e) $I_{0}=2.00 \mathrm{~A}$. All the considered beam dc currents to generate the results are lower than the starting current of oscillation which is estimated to be 2.175 A when using 11 unit cells. The plots show a modal degeneracy when the the beam dc current is about $I_{0}=2.055 \mathrm{~A}$, which is very close to the EPD current value of $I_{0 e}=2.09$ estimated using the fitting in Fig. 8.4, and the operating frequency at which the degeneracy is observed is about $f=88.8 \mathrm{GHz}$, which is close to the oscillation frequency.
9.1 (a) General setup used to determine the complex-valued wavenumber versus frequency dispersion relation of hot modes in the interactive system made of an EM wave in the SWS coupled to an electron beam, based on 3D PIC simulations. In this figure we show a serpentine waveguide SWS, though the method is general and can be applied to several TWT structures. (b) Associated small-signal circuit model where each unit cell in the hot SWS is modeled as a four-port network circuit with equivalent voltages and currents representing EM waves $\left(V_{n}, I_{n}\right)$ and space-charge waves $\left(V_{b n}, I_{b n}\right)$. Each unit cell has 4 ports, two for EM waves (with blue color) and two for space-charge waves (with red color), and describes the interaction between EM fields and the charge wave. The method in this chapter calculates the hot modes of the infinitely-long SWS made of cascaded 4-ports unit cells, where the transfer matrix $\mathbf{T}_{u}$ is estimated using 3D PIC simulations of the finite-length structure shown in (a). (c) Data flowchart used to extract the transfer matrix $\mathbf{T}_{u}$ of a unit cell and then determine the hot eigenmodes of the interactive SWS
9.2 Illustration of how the speed of the space-charge wave $u_{b n}^{\text {tot }}$ is calculated at the entrance of the $n^{t h}$ unit-cell (at $z=n d$ ) using PIC simulation data. The space-charge wave speed at $z=n d$ is calculated as the average of the speeds of the PIC-defined charges that are in the proximity of $z=z_{n}=n d$, i.e., in the small range defined as $z_{n}-\Delta_{z} / 2<z_{c}(t)<z_{n}+\Delta_{z} / 2$, at time $t$. The subset of all the PIC-defined charges $S_{u}(t)$ in this spatial interval at time $t$ is called $S_{u n}(t)$ which represents the charges that exist at time $t$ in the proximity of $z=z_{n}=n d$. Since the set of $S_{u n}(t)$ is composed of many PIC-defined charges, we define their collection average $u_{b n}^{t o t}=\overline{S_{u n}}$, and the charge-wave equivalent kinetic voltage is $v_{b n}^{\text {tot }}=\left(u_{b n}^{\text {tot }}\right)^{2} /(2 \eta)$.
9.3 (a) Dispersion relation showing the cold eigenmodes of the EM wave (black) and the beam line (red) in the second Brillouin zone defined here as $\operatorname{Re}(k d / \pi) \in$ $[2,4]$. The electron beam has a dc voltage of 20 kV and it interacts with a forward EM mode leading to TWT amplification. (b) Complex-valued wavenumbers of the eigenmodes in the interactive (hot) electron beam-EM mode in the serpentine SWS evaluated using PIC simulations, assuming a beam voltage of 20 kV and current of 0.1 A at $f=88 \mathrm{GHz}$. Red crosses represent the four wavenumbers obtained from the transfer matrix $\mathbf{T}_{u, b e s t}$ obtained from Eq. (9.15). Blue dots represent different sets of four wavenumbers obtained from different sets of transfer matrices $\mathbf{T}_{u, q i j k}$ obtained from (9.16) using different combinations of indices $q, i, j$ and $k$. The figure inset shows that the three interacting modes' wavenumbers lie on a circle. Therefore, the distribution of the complex-valued wavenumbers is in agreement with what predicted by the Pierce model. The almost purely real wavenumber mode with $\operatorname{Re}(k d / \pi)>3$ represents Floquet harmonic $k \approx-\beta_{c}+4 \pi / d$ of the hot mode with negative wavenumber not involved in the synchronism.
9.4 (a) Wavenumber-frequency dispersion relation of the hot eigenmodes in the interactive serpentine SWS in Fig. 9.1a, evaluated using data extracted from PIC simulations, assuming a beam voltage of 20 kV and current of 0.1 A . (b) A zoomed in version that shows the three hot modes around the synchronization point. The dashed-red line is the wavenumber dispersion of the electron beam's space-charge wave described by $\beta_{0}=\omega / u_{0}$, whereas the dashed-black line represents the wavenumber of the EM mode in the cold SWS, i.e., assuming no beam-EM interaction. The mode associated to the solid-red curve is responsible for amplification since $\operatorname{Im}(k)>0$.
9.5 Comparison of wavenumber-frequency dispersion relation of the hot eigenmodes obtained based on the proposed model based on calculating theeigenvalues of the $\mathbf{T}_{u}$ matrix (red curves) and on the Pierce model (black curves) considering SWS loss and space charge effect including plasma frequency reduction factor
9.6 Convergence of complex-valued wavenumbers of the three interactive (hot) modes with $\operatorname{Re}(k) \approx \beta_{0}$ calculated at $f=88 \mathrm{GHz}$ for SWSs with a swept number of unit cells used in PIC simulations. The shown wavenumbers are obtained from the best-approximate solution $\mathbf{T}_{u, b e s t}$ of the overdetermined system Eq. (9.15). Convergence is obtained in the wavenumbers of the hot modes when the used number of unit cells exceeds 13 , and it is already stable with 9 unit cells.
9.7 Repeatability test for obtaining the complex-valued wavenumbers of the eigenmodes in the interactive (hot) electron beam-EM wave system in Fig. 9.1a, evaluated using data from PIC simulations of finite-length serpentine SWS structures with $N=15$ and $N=17$ unit cells. (a) Complex plane plot of the four complex wavenumbers in the second Brillouin zone, at $f=88$ GHz . Blue and green dots represent the wavenumbers obtained from the distinct determined solutions using $N=15$ and $N=17$ unit cells, respectively. Whereas the red and black crosses represent the wavenumbers obtained from the best-approximate solution of the overdetermined system using $N=15$ and $N=17$ unit cells, respectively. (b) Wavenumber-frequency dispersion relations obtained from the best-approximate solution $\mathbf{T}_{u, b e s t}$ of the overdetermined system Eq. (9.15) (red and black crosses in (a)). Solid red and dashed black curves represent the dispersion obtained from the simulation of the finite-length SWS with $N=15$ and $N=17$ unit cells, respectively, showing good agreement. Note that for each case we use the same color for all modes for sake of clarity of the figure.
9.8 (a) TWT amplifier setup using a serpentine waveguide SWS with number of unit-cells of $N$. (b) Equivalent circuit model where each unit cell of the structure is modeled using 4-port network circuit with matrix $\mathbf{T}_{u}$ that is calculated based on PIC simulations with a fewer number of unit-cells as explained in the previous sections. The input and output ports of the amplifier are modeled using circuit ports with the same impedance of $\mathrm{TE}_{10}$ mode. The electron beam has boundary of $V_{b 1}=0$ and $I_{b 1}=0$ at the beginning of the structure because it is unmodulated when entering the SWS. (c) Comparison between the gain-frequency response of amplifier with number of unit-cells of $N=35$. The blue curve is obtained based on 3D PIC simulations, performed using CST Particle Studio, of the whole structure in (a), the red curve is based on circuit model in (b) using the $4 \times 4$ matrix $\mathbf{T}_{u, b e s t}$ obtained from PIC simulations following the method in 9.1 using only 15 unit-cells, and the black curve is based on the Pierce model. The Pierce-based model accounts for the modal frequency dispersion of the cold modes, Pierce interaction impedance as a function of frequency, and SWS losses, all obtained using full-wave simulations of the cold SWS. It also accounts for space charge effect, including the plasma frequency reduction factor.
10.1 (a) Setup for PIC simulation used to determine the reduced plasma frequencies of the electron beam in a cylindrical tunnel. Modulating grids are simulated as perfect electric conductors which are transparent to particles. (b) An example of the distribution of the electron beam total (dc and ac) equivalent kinetic voltage, defined as $v_{b}^{\text {tot }}(z, t)=V_{0}+v_{b}(z, t)$ with dc equivalent kinetic voltage $V_{0}$ and ac equivalent kinetic voltage $v_{b}(z, t)$ under the small-signal approximation, and current $i_{b}^{\text {tot }}(z, t)=-I_{0}+i_{b}(z, t)$, calculated based on particles' data exported from PIC simulations at steady state, showing the space-time modulation in the beam voltage and current with respect to arbitrary reference time $t_{\text {ref }}$, where $\tau$ is the period of the sinusoidal excitation and $\lambda_{b 0}$ is the average electronic wavelength. The knowledge of the electron beam voltage and current is then used to estimate the $2 \times 2$ system matrix $\mathbf{M}$ that describes the differential equation governing the beam dynamics. Finally, the system matrix is used to find the wavenumbers of space-charge waves and consequently the reduced plasma frequency.
10.2 (a) Dispersion relation showing the wavenumbers of the eigenmodes of the space-charge wave supported by the electron beam. Dimensions are shown in the inset of (b), with units of mm. The proposed PIC-based method is compared with the analytical results from Branch and Mihran. (b) Corresponding plasma frequency reduction factor versus beam current. Our results are in agreement with the analytical ones in (10.10) and (10.11), that show that the plasma frequency reduction factor is current independent.
10.3 Reduction factor calculated for a cylindrical beam in a metallic tunnel with geometry as shown in the insets, when (a) the frequency is swept, and (b) the beam radius is swept. The dimensions shown in the insets are in mm .
10.4 An example of electron beam dynamics when the system is very close to an EPD. The distribution of the electron beam total equivalent kinetic voltage and current decays and grows algebraically, respectively, along the $z$ direction. 209
11.1 (a) Double stream electron beam with distinct dc speed and charge density. We show in (b) the transverse cross section for the double stream system where the area inside of the tunnel is divided into four homogeneous regions. Stream 1 (the inner stream) exists in region 1, whereas stream 2 (the outer stream) exists in region 2 . Regions 3 and 4 are vacuum space.
11.2 (a) Characteristic equation versus complex wavenumber $k$. The labeled points where $\mathrm{CE} \rightarrow 0$ represents solution of the system. (b)-(e) Normalized potential profiles corresponding to the modes labeled in (a). The radial distribution of the potential function confirms the validity of the solution because one can observe the continuity of the potential function and its derivative at the edges of the electron streams and the vanishing potential at the tunnel walls. The shaded regions in (b)-(e) represent the radial locations ofstream 1 and stream 2.224
11.3 Modal dispersion diagram showing space charge wavenumber as a function of stream 2 current
11.4 Contour showing transition boundaries (labeled EPD1 and EPD2), where the imaginary part of the space-charge wavenumber becomes nonzero and twostream instability occurs for different combinations of stream dc currents. .
11.5 Contour showing transition boundaries where the imaginary part of the spacecharge wavenumber becomes nonzero and two-stream instability occurs for different combinations of stream dc voltages. White dashed lines indicate transition boundaries where the imaginary part of the space charge wavenumber becomes nonzero and two-stream instability occurs. . . . . . . . . . . . .
11.6 (a) Modal dispersion relation showing complex space charge wavenumber as a function of frequency. (b) Modal dispersion relation showing space charge wavenumber as a function of the inner radius of stream 2 . The shaded region S1 indicates the radii where stream 1 exists. . . . . . . . . . . . . . . . . . . 228
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Electromagnetic (EM) structures are crucial for high-speed communications and radar systems. Enhancing the performance of such components sometimes is a game changer for some applications that require unique features such as ultra-high sensitivity to perturbations, high output power, precise oscillation frequency, or high-power conversion efficiency. The performance of EM components is often limited by the regime of operation. This dissertation focuses on a new class of EM devices, whose architecture relies on dispersion engineering principles exploiting the so-called exceptional points of degeneracy (EPD) operational condition. The use of EPD regime allows to push the boundaries of the performance for some devices such as, for example, millimeter and terahertz frequencies high-power sources.

EPD is a singularity point at which two or more spectral components of the EM field spatial distribution coalesce. In this dissertation, the degeneracy conditions in microwave, optical and electron beam devices are investigated where the remarkable physical properties of such devices, operating at the EPD regime, are studied.

We have discovered an EPD that is induced in a system made of a linear electron beam interacting with an electromagnetic guided mode in a vacuum tube. This enables a degenerate synchronous regime in backward wave oscillators (BWOs) where power is extracted in
distrusted fashion rather than at the end of the structure. The proposed concept is applied to BWOs operating at X-band and millimeter wave frequencies. We demonstrate using particle in cell simulations (PIC) that EPD-BWOs have much higher output power and power conversion efficiency compared to standard BWOs.

Finally, we propose a method that finds the eigenmodes in the interactive system of a travelling-wave tube (TWT). The proposed solver is based on accurate PIC simulations of finite length hot structure. The determination of wavenumbers and eigenvectors of the hot modes supported in a TWTs is useful to study hot-mode degeneracy conditions in hot slow wave structure. Furthermore, the proposed method is applied to study electron beams in tunnels with complicated geometries, with the goal of estimating the reduced plasma frequency and understanding the degeneracy conditions.

## Chapter 1

## Introduction

### 1.1 Motivation of This Work

Electromagnetic (EM) components are very crucial for high-speed communications and radar systems. This dissertation focuses on proposing new class of EM devices that exploit exceptional points of degeneracy (EPD) to enhance the performance. Applications of EPDs have been already proposed in the area of solid state oscillators [1, 2, 3], oscillators and amplifiers using electron beam devices $[4,5]$, delay lines $[6]$, small antennas $[7]$, pulse generators and compressors [8], high- $Q$ resonators, sensors, and lasers [9, 10, 11].

Most of the designs exhibiting EPD proposed in literature are state of art. Proposed designs are based on geometry optimization to have EPD. Sometimes it takes very long optimization time to realize that some structures never satisfy EPD conditions for any geometry. We study the condition that lead to EPD phenomenon in both uniform and periodic waveguides which help understand the physics that lead to EPD phenomenon. Moreover, we study the degeneracy conditions for a system supporting EM wave and space-charge wave supported by plasma medium. The discovery of such EPD is employed to find new regime of EM
sources that generates high power and frequency very efficiently.

### 1.2 History of Exceptional Points of Degeneracy (EPD)

An EPD is a point in the parameter space of a system at which the system's eigenvalues and eigenvectors coalesce $[12,13,14,15]$. The term exceptional point (EP) was already mentioned in Kato's book in 1966 [15]. The phenomenon of degeneracy of both eigenvalues and eigenvectors is a stronger degeneracy condition compared to the traditional degeneracy that often refers to only the degeneracy of two wavenumbers of waveguides without necessarily the coalescence of the eigenvectors that describe the polarization state. Because the main physical feature of this phenomenon is the strong degeneracy of at least two eigenmodes [16], the letter 'D' is added to EP, to form EPD.

Non-Hermitian Hamiltonian can possess entirely real spectra when the system obeys paritytime (PT) symmetry condition [17]. A system is said to be partiy-time (PT) symmetric if the PT operator commutes with the Hamiltonian [18, 19], where PT operator applies a parity reflection and time reversal [17]. When the time reversal operator is applied to physical systems, energy changes from damping to growing and vice versa [20]. Based on this simple concept, two symmetrical coupled waveguides with balanced gain and loss satisfy PT symmetry [21, 22, 23], where the individual application of each of the space or time reversal would swap the gain and loss, therefore the simultaneous application of space and time reversal operator to the system would end up with the same system. The point separating the complex and real spectra of PT-symmetric system is called a transition point. The fact that the eigenvalues transitions from being entirely real valued to be complex, by the tuning of one of the system variables such as frequency, gain and loss parameters, coupling factor, etc., actually implies the occurrence of EPD, therefore, a transition point is an EPD. The concepts of PT symmetry have been then expanded to optics, where it was found that
coupled waveguides and resonators satisfy PT-symmetry condition when when the system's refractive index obeys $n(x)=n^{*}(x)$ [21, 22, 23, 24], where $x$ is a coordinate in the system and * implies complex conjugate. EPDs are also linked to bifurcation theory [25, 26] where it was observed that they also represent points in the configuration space where multiple branches of spectra connect and are basically branch points (BPs) in the space of control variables [27, 28]. EPDs also the critical points one finds them in multilayer waveguiding systems [29, 30, 31, 32, 33].

One of the simplest second-order EPDs is found in uniform (i.e., longitudinally invariant) waveguides at the modal cutoff frequency [34]. Second-order EPDs in the form of band edges also occur in lossless periodic waveguides and photonic crystals [35, 36, 37]. EPDs also occur in coupled waveguides by introducing PT symmetry [22, 38, 23, 39, 40, 41] which implies using a balanced and symmetrical distribution of gain and loss. The occurrence of EPDs in coupled waveguides does not necessarily require a system to exactly satisfy the PT symmetry condition or to simultaneously have gain and loss in general [40, 41]. Furthermore, EPDs may occur in coupled waveguides that are lossless and gainless. For instance, different orders of EPD, especially the degenerate band edge (DBE) which is an EPD of order four in a lossless guiding medium, have been engineered in various types of periodic guiding structures in $[42,43,44,36,45,46,47,48,41,49]$. Pioneering work on EPDs of order two, three, and four, namely the regular band edge, the stationary inflection point (SIP), and the degenerate band edge (DBE), respectively, have been presented in [35, 42, 43, 44, 50, 36, 51, 52]. The existence of SIP has been theoretically shown in microwave waveguides [53, 54, 55] and optical waveguides $[47,56,6]$. An experimental demonstration of the existence of the SIP (also called "frozen mode") at microwave frequencies, in reciprocal microstrip waveguides, has been provided in [55]. Experimental demonstrations of the existence of the DBE at microwave frequencies has been provided in both circular metallic waveguides with periodic loading [48] and in microstrip technology [41, 49]. The concepts we present in this work can be very beneficial to implement EPDs in realistic waveguides, conventionally used at
microwave frequencies.

### 1.3 EPD From Linear Algebra Perspective

### 1.3.1 Eignmode Analysis

We present here the analysis that is done to obtain the eigenmodes for uniform or periodic waveguide that supports $N$ coupled modes. We show the condition that lead to degeneracy based on the eigenvalue problem.

## Uniform Waveguide

A system of coupled uniform waveguides that supports $N$ modes is described using a multidimensional first order differential equation [57], [31] as

$$
\begin{equation*}
\frac{d \mathbf{\Psi}(z)}{d z}=-j \underline{\mathbf{M}} \boldsymbol{\Psi}(z) \tag{1.1}
\end{equation*}
$$

where $\underline{\mathbf{M}}$ is $N \times N$ system matrix and $\boldsymbol{\Psi}(z)$ is a multidimensional state vector that includes the equivalent voltages and currents at a coordinate $z$ that represent the electromagnetic fields in the actual waveguides $[58,59,57,41]$.

The eigenmodes supported by the system described by (1.1) are found by assuming a state vector that is proportional to wave function as $\boldsymbol{\Psi}(z) \propto e^{-j k z}$ to obtain $-j k \boldsymbol{\Psi}(z)=-j \underline{\mathbf{M}} \boldsymbol{\Psi}(z)$ [57], yet simplified to an eigenvalue problem as

$$
\begin{equation*}
\underline{\mathbf{M}} \boldsymbol{\Psi}(z)=k \boldsymbol{\Psi}(z) . \tag{1.2}
\end{equation*}
$$

## Periodic Waveguide

The evolution of the state vector of the periodic structure is described by

$$
\begin{equation*}
\boldsymbol{\Psi}(z+d)=\underline{\mathbf{T}}_{u} \boldsymbol{\Psi}(z), \tag{1.3}
\end{equation*}
$$

where $d$ is the structure period and $\mathbf{T}_{u}$ is the $N \times N$ unit-cell transfer matrix (T-matrix). According to Floquet-Bloch theory, we look for periodic solutions of the state vector as $e^{-j k d}$ where $k$ is the Floquet-Bloch complex wavenumber, that satisfy $\boldsymbol{\Psi}(z+d)=\lambda \boldsymbol{\Psi}(z)$, with $\lambda \equiv e^{-j k d}$. The eigenvalue problem is then formulated as

$$
\begin{equation*}
\underline{\mathbf{T}}_{u} \boldsymbol{\Psi}=\lambda \boldsymbol{\Psi} \tag{1.4}
\end{equation*}
$$

where the eigenvalues $\lambda_{n} \equiv e^{-j k_{n} d}$, with $n=1,2, \ldots, N$ are obtained by solving the dispersion characteristic equation $D(k, \omega) \equiv \operatorname{det}\left[\underline{\mathbf{T}}_{u}-\lambda \underline{\mathbf{1}}\right]$, with $\underline{\mathbf{1}}$ being the $N \times N$ identity matrix.

An EPD of order $m$ occurs when $m$ eigenmodes of the eigenvalue problem (1.2), for uniform case, or (1.4), for periodic case, coalesce in both their eigenvalues and eigenvectors.

### 1.3.2 Dispersion Relation

The dispersion relation of electromagnetic eigenmodes in a waveguide that exhibits an EPD with order $m$ has the behavior of $\left(\omega-\omega_{e}\right) \propto\left(k-k_{e}\right)^{m}$ in the vicinity of an EPD $\left(\omega_{e}, k_{e}\right)$ [42, 43, 44]. In the previously mentioned papers, the term EPD was not used, but the concept and the mathematics of an EPD was fully developed for guided waves. Here, $\omega$ and $k$ are the angular frequency and the wavenumber, respectively, and the EPD is denoted by the subscript $e$. Such dispersion behavior is accompanied by a severe reduction in group velocity of the waves propagating in those structures resulting in a giant increase in the loaded quality factor and the local density of states which is beneficial for various applications. Indeed for a lossless waveguide exhibiting an EPD of order order $m$ not only the group velocity $v_{g}=\partial \omega / \partial k$ vanishes, but all of its derivatives $\partial v_{g}^{i} / \partial k^{i}$ with $i<m-1$ vanish as well [42].

We show in Fig. 1.1 examples of dispersion diagrams for structures exhibiting different EPD orders when the angular frequency is swept. We show in Fig. 1.2 the corresponding complexplane plot for wavenumbers (color code is matched between Fig. 1.1 and Fig. 1.2). Fig. 1.1a and Fig. 1.2a are for a structure that exhbits a 2nd order EPD which is also known as regular band edge (RBE). Fig. 1.1b and Fig. 1.2b are for a structure that exhibits a 3rd order EPD which is also known as stationary inflection point (SIP) or frozen mode. Fig. 1.1c and Fig. 1.2c are for a structure that exhibits a 4th order EPD which is also known as degenerate band edge (DBE). Fig. 1.1c and Fig. 1.2c are for a structure that exhibits a 6th order EPD which is known as sixth order degenerate band edge (6DBE).


Figure 1.1: Examples of dispersion diagrams for structures exhibiting different EPD orders: (a) RBE (2nd order EPD), (b) SIP (3rd order EPD), (c) DBE (4th order EPD), and (d) 6 DBE (6th order EPD). The figure shows the complex-valued normalized wavenumber versus normalized angular frequency. The corresponding complex-plane plots are shown in Fig. 1.2. The EPD occurs here at $k=k_{e}$ and $\omega=\omega_{e}$.


Figure 1.2: Complex-valued wavenumber plotted in the complex $k$-plane. The figure shows the trajectories of the wavenumbers of modes when increasing the frequency for different EPD orders: (a) RBE (2nd order EPD), (b) SIP (3rd order EPD), (c) DBE (4th order EPD), and (d) 6DBE (6th order EPD). Black Dots in the figure at $k=k_{e}$ are the EPDs where more than two eigenmodes coalesce. The color code used here matches the one used for the dispersion diagrams shown in Fig. 1.1.

### 1.3.3 Matrix Degeneracy and Field's Algebraic Growing Factor

In this subsection we consider uniform case, however, the same concepts can be found for periodic case. The general solution of (1.1) with an initial condition $\Psi_{z o}$ at $z=0$ is given by

$$
\begin{equation*}
\boldsymbol{\Psi}(z)=\exp (-j \underline{\mathbf{M}} z) \mathbf{\Psi}_{z o} . \tag{1.5}
\end{equation*}
$$

## Diagonalizable System Matrix

When the system matrix $\underline{\mathbf{M}}$ (same concepts apply to $\underline{\mathbf{T}}_{u}$ for periodic case) has distinct eigenvectors, i.e., none of of the eigenmode coalesce, it is diagonalized and represented as

$$
\begin{equation*}
\underline{\mathbf{M}}=\underline{\mathbf{U}} \underline{\underline{\Lambda}} \underline{\mathrm{U}}^{-1}, \tag{1.6}
\end{equation*}
$$

where $\underline{\mathbf{U}}$ is the similarity transformation matrix containing all the eigenvectors of $\underline{\mathbf{M}}$ as columns and it is written in the form $\underline{\mathbf{U}}=\left[\Psi_{1}\left|\Psi_{2}\right| \ldots \boldsymbol{\Psi}_{N}\right]$, whereas the matrix $\underline{\boldsymbol{\Lambda}}$ is a diagonal matrix containing all the eigenvalues of $\underline{\mathbf{M}}$, viz., $\Lambda_{n n}=k_{n}$ for $n=1,2, \ldots, N$. Since the eigenvectors of the system are distinct, they form a complete set to represent any state vector at any coordinate $z$. As a consequence, the initial condition $\boldsymbol{\Psi}_{z o}$ can be represented as a linear decomposition of the eigenvectors (See Ch. 4 in [60]) as

$$
\begin{equation*}
\boldsymbol{\Psi}_{z o}=a_{1} \boldsymbol{\Psi}_{1}+a_{2} \boldsymbol{\Psi}_{2}+\ldots+a_{N} \boldsymbol{\Psi}_{N}=\underline{\mathbf{U}} \mathbf{a}, \tag{1.7}
\end{equation*}
$$

where $a_{n}$ are the the weights of each eigenvector, and the vector a is written in the form $\mathbf{a}=\left[\begin{array}{llll}a_{1}, & a_{2}, & \ldots & a_{N}\end{array}\right]^{\mathrm{T}}$.

Substituting (1.6) and (1.7) in (1.5) yields

$$
\begin{align*}
\boldsymbol{\Psi}(z) & =\underline{\mathbf{U}} \exp (-j \underline{\Lambda} z) \underline{\mathbf{U}}^{-1} \boldsymbol{\Psi}_{z o} . \\
& =\underline{\mathbf{U}} \exp (-j \underline{\Lambda} z) \mathbf{a} \\
& =\left[\boldsymbol{\Psi}_{1} e^{-j k_{1} z}\left|\boldsymbol{\Psi}_{2} e^{-j k_{2} z}\right| \ldots \mid \boldsymbol{\Psi}_{N} e^{-j k_{N} z}\right] \mathbf{a}  \tag{1.8}\\
& =a_{1} \boldsymbol{\Psi}_{1} e^{-j k_{1} z}+a_{2} \boldsymbol{\Psi}_{2} e^{-j k_{2} z}+\ldots+a_{N} \boldsymbol{\Psi}_{N} e^{-j k_{N} z} .
\end{align*}
$$

From (1.8), it is clear that the general solution of the wave equation is decomposed of $N$ eigenmodes, where each mode independently evolves with $z$ as $\Psi \propto e^{-j k_{n} z}$.

## Non-Diagonalizable System Matrix with Full-order Degeneracy

At full order degeneracy, all the eigenvalues and the eigenvectors of the matrix $\underline{\mathbf{M}}$ coalesce, so $k_{n}=k_{e}$ and $\boldsymbol{\Psi}_{n}=\boldsymbol{\Psi}_{e}$ for $n=1,2, . ., N$, where $k_{e}$ and $\boldsymbol{\Psi}_{e}$ are the degenerate eigenvalue and eigenvector, respectively. For sake of simplicity we consider case of $N=4$ but the same concepts can be applied to any other $N$. The system matrix $\underline{\mathbf{M}}$ is not diagonalizable, whereas, the matrix $\mathbf{U}$ constructed as described in the previous section will be singular exactly at the EPD (as a limit process). Hence the non-diagonizable $\mathbf{M}$ is similar to a matrix in Jordan normal form (See Ch. 7 in [60]) as

$$
\begin{equation*}
\underline{\mathbf{M}}=\underline{\mathbf{W}}\left(k_{e} \underline{1}+\underline{\mathbf{N}}\right) \underline{\mathbf{W}}^{-1}=k_{e} \underline{\mathbf{1}}+\underline{\mathbf{W}} \underline{\mathbf{N}} \underline{\mathbf{W}}^{-1}, \tag{1.9}
\end{equation*}
$$

where $\underline{1}$ is a $N \times N$ identity matrix, and $\underline{\mathbf{N}}$ is $N \times N$ Nilpotent matrix [60],

$$
\underline{\mathbf{N}}=\left(\begin{array}{llll}
0 & 1 & 0 & 0  \tag{1.10}\\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

and it follows the property

$$
\begin{equation*}
\mathbf{N}^{n}=\mathbf{0}, \quad \forall n \geq 4 \tag{1.11}
\end{equation*}
$$

The matrix $\underline{\mathbf{W}}$ contains the generalized eigenvectors of $\underline{\mathbf{M}}$ and is written in the form $\underline{\mathbf{W}}=\left[\boldsymbol{\Psi}_{e}\left|\boldsymbol{\Psi}_{e 1}\right| \boldsymbol{\Psi}_{e 2} \mid \boldsymbol{\Psi}_{e 3}\right]$, where

$$
\begin{gather*}
\underline{\mathbf{M}} \boldsymbol{\Psi}_{e}=\mathbf{0}, \\
\underline{\mathbf{M}} \boldsymbol{\Psi}_{e 1}=\boldsymbol{\Psi}_{e},  \tag{1.12}\\
\underline{\mathbf{M}} \boldsymbol{\Psi}_{e 2}=\boldsymbol{\Psi}_{e 1}, \\
\underline{\mathbf{M}} \boldsymbol{\Psi}_{e 3}=\boldsymbol{\Psi}_{\mathrm{e} 2} .
\end{gather*}
$$

Substituting (1.9) in (1.5) gives

$$
\begin{equation*}
\Psi(z)=\exp \left(-j k_{e} z \underline{\mathbf{1}}-j z \underline{\mathbf{W}} \underline{\mathbf{N}} \underline{\mathbf{W}}^{-1}\right) \Psi_{z o} \tag{1.13}
\end{equation*}
$$

Since the matrix $k_{e} \underline{\mathbf{1}}$ and $\underline{\mathbf{W}} \underline{\mathbf{N}} \underline{\mathbf{W}}^{-1}$ commute (See Ch. 10 in [61]), then (1.13) is simplified to

$$
\begin{equation*}
\boldsymbol{\Psi}(z)=e^{-j k_{e} z} \exp \left(-j z \underline{\mathbf{W}} \underline{\mathbf{N}} \underline{\mathbf{W}}^{-1}\right) \boldsymbol{\Psi}_{z o} . \tag{1.14}
\end{equation*}
$$

Using the Taylor series expansion of the exponential function (See Ch. 10 in [61]) and using the fact that $\left(\underline{\mathbf{W}} \underline{\mathbf{N}} \underline{\mathbf{W}}^{-1}\right)^{n}=\underline{\mathbf{W}} \underline{\mathbf{N}}^{n} \underline{\mathbf{W}}^{-1}$ for any integer $n,(1.14)$ is expanded as

$$
\begin{equation*}
\boldsymbol{\Psi}(z)=e^{-j k_{e} z} \sum_{n=0}^{\infty} \frac{\underline{\mathbf{W}}(-j z \underline{\mathbf{N}})^{n} \underline{\mathbf{W}}^{-1}}{n!} \boldsymbol{\Psi}_{z o}, \tag{1.15}
\end{equation*}
$$

and making use of (1.11), (1.15) is reduced to

$$
\begin{equation*}
\boldsymbol{\Psi}(z)=e^{-j k_{e} z} \underline{\mathbf{W}}\left(\underline{\mathbf{1}}-j z \underline{\mathbf{N}}-\frac{z^{2} \underline{\mathbf{N}}^{2}}{2}+\frac{j z^{3} \underline{\mathbf{N}}^{3}}{6}\right) \underline{\mathbf{W}}^{-1} \mathbf{\Psi}_{z o} \tag{1.16}
\end{equation*}
$$

At a fourth order EPD the state vector $\boldsymbol{\Psi}_{z o}$ at at $z=0$ is represented as a series combination of the generalized eigenvectors as

$$
\begin{equation*}
\boldsymbol{\Psi}_{z o}=a_{e} \boldsymbol{\Psi}_{e}+a_{e 1} \boldsymbol{\Psi}_{e 1}+a_{e 2} \boldsymbol{\Psi}_{e 2}+a_{e 3} \boldsymbol{\Psi}_{3}=\underline{\mathbf{W}} \mathbf{a}_{e} \tag{1.17}
\end{equation*}
$$

where $a_{e n}$ are the the weights of the generalized eigenvectors, and the vector $\mathbf{a}_{e}$ is written in the form $\mathbf{a}_{e}=\left[\begin{array}{llll}a_{e} & a_{e 1} & a_{e 3} & a_{e 3}\end{array}\right]^{T}$.

Substituting (1.17) into (1.15), the general solution at fourth order EPD is obtained as

$$
\begin{align*}
\boldsymbol{\Psi}(z) & =e^{-j k_{e} z} \underline{\mathbf{W}}\left(\underline{1}-j z \underline{\mathbf{N}}-\frac{z^{2} \underline{\mathbf{N}}^{2}}{2}+\frac{j z^{3} \mathbf{N}^{3}}{6}\right) \mathbf{a}_{e} \\
& =e^{-j k_{e} z} \underline{\mathbf{W}}\left[\begin{array}{llll}
a_{e}, & a_{e 1}, & a_{e 2}, & a_{e 3}
\end{array}\right]^{T} \\
& -j z e^{-j k_{e} z} \underline{\mathbf{W}}\left[\begin{array}{llll}
a_{e 1}, & a_{e 2}, & a_{e 3}, & 0
\end{array}\right]^{T}  \tag{1.18}\\
& -\frac{z^{2}}{2} e^{-j k_{e} z} \underline{\mathbf{W}}\left[\begin{array}{llll}
a_{e 2}, & a_{e 3}, & 0, & 0
\end{array}\right]^{T} \\
& -j z^{3} e^{-j k_{e} z} \underline{\mathbf{W}}\left[\begin{array}{llll}
a_{e 3}, & 0, & 0, & 0
\end{array}\right]^{T}
\end{align*}
$$

Simplifying (1.18), the general solution of (1.1) casts in the form

$$
\begin{align*}
\boldsymbol{\Psi}(z)= & a_{e} \boldsymbol{\Psi}_{e} e^{-j k_{e} z} \\
& +a_{e 1}\left(\boldsymbol{\Psi}_{e 1}-j z \boldsymbol{\Psi}_{e}\right) e^{-j k_{e} z} \\
& +a_{e 2}\left(\boldsymbol{\Psi}_{e 2}-j z \boldsymbol{\Psi}_{e 1}-\frac{z^{2}}{2} \boldsymbol{\Psi}_{e}\right) e^{-j k_{e} z}  \tag{1.19}\\
& +a_{e 3}\left(\boldsymbol{\Psi}_{e 3}-j z \boldsymbol{\Psi}_{e 2}-\frac{z^{2}}{2} \boldsymbol{\Psi}_{e 1}+j \frac{z^{3}}{6} \boldsymbol{\Psi}_{e}\right) e^{-j k_{e} z} .
\end{align*}
$$

From (1.19), we conclude that only one mode preserve the proportionality $\Psi \propto e^{-j k z}$ at the fourth order EPD, while the other three modes have algebraic growth with $z$ as $\Psi \propto$ $\mathbf{P}(z) e^{-j k z}$, where $\mathbf{P}(z)$ is a polynomial vector function of maximum order of 3 .

### 1.4 Organization of the Dissertation and Contents

The dissertation is organized into Chapters that involve the theory and applications of dispersion engineering in the microwave, RF and electron beam devices. We explore the conditions
for various orders of EPDs to exist in different structures.

Chapter 2: we present in this chapter a transmission line theory of EPD in two coupled-mode uniform guiding structures. We have also experimentally demonstrated the occurrence of a fourth order EPD (the DBE) in microstrip coupled transmission lines (CTL) at microwave frequencies, first through four-port measurements of a unit cell leading to the DBE dispersion relation and then through the transmission characteristics of a finite-length CTL.

Chapter 3: we present special EPD condition that is obtained in two coupled waveguides without resorting to gain and loss. We employ coupled mode theory to study the general conditions for two coupled waves to exhibit an EPD. We show the that coupled forward and backward exhibit EPDs. We also demonstrate how to realize indirect bandgaps in guiding systems supporting a backward and a forward wave.

Chapter 4: we show the relation between mirror symmetry in periodic coupled waveguides and the possible occurrence of various orders of EPDs. The EPDs we consider in this chapter are for waveguides that are lossless and gainless where the role of mirror symmetry of the structure on the occurrence of EPDs is explored.

Chapter 5: we use the concept presented in Ch. 4 to design a photonic structure that exhibits DBE. We propose a degenerate version of the Bragg condition that operates at DBE. We show that a double grating waveguide with broken symmetry supports a DBE.

Chapter 6: we investigate the physics of EPD resulting from the interaction between an electron beam and an EM mode. We propose to use such EPD to conceive high power sources. We use a generalization of the well established Pierce model to account for the interaction of the EM wave in the slow wave structure (SWS) and the electron beam, assuming small signal modulation of the beam.

Chapter 7: we show how the proposed physic phenomenon of "degenerate synchronism" pre-
sented in Ch. 6 is used to greatly improve the performance of a realistic high-power X-band relativistic BWO, based on a linear electron beam in a corrugated circular metallic waveguide. We achieve high power efficiency and output power levels, showing a very significant improvement compared to standard BWO.

Chapter 8: we propose and utilize degenerate synchronization regime presented in Ch. 6 to increase the output power and power conversion efficiency of millimeter wave BWOs. Degenerate synchronization regime is achieved through altering the folded waveguide by adding periodic power extraction ports. This allows the interactive system to work at an EPD which implies a maintained synchronism for any desired level of power extraction.

Chapter 9: we propose for a method to obtain the eigenmodes in interactive system of a travelling-wave tube (TWT) based on particle-in-cell (PIC) simulation. The proposed tool is based on simulation of finite length hot structure considering the precise waveguide geometry, materials' electromagnetic properties, electron beam cross-section area, confinement magnetic field and space charge effect. The proposed tool is used to assess the occurrence of EPD in Ch. 7 and Ch. 8.

Chapter 10: we utilize the method presented in Ch. 9 to calculate the reduced plasma frequency of a cylindrical-shaped electron beam flowing inside of a cylindrical tunnel. The occurrence of EPD in such system is investigated.

Chapter 11: we propose an analytic method for computing the eigenmodes of a doublestream electron beam, consisting of a solid inner cylindrical stream and a co-axial outer annular stream, contained within a cylindrical metallic waveguide. We show that such system exhibits EPDs that result in amplification of the space-charge wave supported by the structure.

## Chapter 2

## General Conditions to Realize

## Exceptional Points of Degeneracy in Two Uniform Coupled Transmission

## Lines

We present the general conditions to realize a fourth order exceptional point of degeneracy (EPD) in two uniform (i.e., invariant along $z$ ) lossless and gainless coupled transmission lines (CTLs), namely, a degenerate band edge (DBE). Until now the DBE has been shown only in periodic structures. In contrast, the CTLs considered here are uniform and subdivided into four cases where the two TLs support combinations of forward propagation, backward propagation and evanescent modes (when neglecting the mutual coupling). We demonstrate for the first time that a DBE is supported in uniform CTLs when there is proper coupling between: (i) propagating modes and evanescent modes, (ii) forward and backward propagating modes, or (iii) four evanescent modes (two in each direction) [49]. We also show that the loaded quality factor of uniform CTLs exhibiting a fourth order EPD at $k=0$ is
robust to series losses due to the fact that the degenerate modes do not advance in phase. We also provide a microstrip possible implementation of a uniform CTL exhibiting a DBE using periodic series capacitors with very sub-wavelength unit-cell length. Finally, we show an experimental verification of the existence DBE for a microstrip implementation of a CTL supporting coupled propagating and evanescent modes.

### 2.1 Motivation and State of the Art

Exceptional points of degeneracy (EPDs) are points in parameters space where two or more eigenmodes of a waveguide coalesce into a single eigenmode. The dispersion relation of eigenmodes in a waveguide that exhibits an EPD with order $m$, where $m$ is the number of coalescing eigenmodes, has the behavior of $\left(\omega-\omega_{e}\right) \propto\left(k-k_{e}\right)^{m}$ near the EPD at $\left(\omega_{e}, k_{e}\right)$ [44, 47]. Here $\omega$ and $k$ are the angular frequency and the wavenumber, respectively, and the EPD is denoted by the subscript $e$. Such dispersion behavior is accompanied by a severe reduction in the group velocity of waves propagating in those structures and a tremendous increase in local density of states [9] resulting in a giant increase in the loaded quality factor of the structure $[43,62]$. Indeed for a lossless waveguide exhibiting an EPD of order order $m$ not only the group velocity $v_{g}=\partial \omega / \partial k$ vanishes, but all of its derivatives $\partial v_{g}^{i} / \partial k^{i}$ with $i<m-1$ vanish as well [42].

In general, EPDs occur in coupled resonator systems and in coupled-multimode waveguides. Recently the occurrence of EPDs has been shown in a single resonator where one of its elements is time modulated [63]. In this chapter we focus on EPDs occurring in multimode waveguides. Furthermore, there are a few types of EPDs, some involve the simultaneous presence of loss and gain, like in parity time (PT) symmetric systems [22, 39, 57]. Here however we focus on EPDs that do not require loss and gain to occur, namely we focus on the regular band edge and on the degenerate band edge (DBE), that is a fourth order EPD
introduced a few years ago by Figotin and Vitebskiy in layered anisotropic crystals [44], [43].

Recent work has shown that the DBE can be engineered in various types of periodic guiding systems. The DBE is a fourth order EPD existing in periodic waveguides without loss and gain. It has been shown to exist in photonic crystals [44, 64, 9], circular waveguides with periodic inclusions [65], two coupled substrate integrated waveguides [66], two coupled periodic transmission lines [67, 8], ladder circuits [68], and integrated coupled optical waveguides [47, 46]. The first experimental demonstration of the existence of the DBE in periodic waveguides at radio frequency was shown in [48], and recently extended to periodic coupled microstrips [41]. Structures exhibiting DBEs have been proposed recently for a wide range of applications such as, for example, high quality factors photonic crystals [62], high power electron-beam devices [69, 5], RF oscillators [1] and lasers [11].

There are only a few ways to obtain EPDs in uniform waveguides. The simplest second order EPD is found in uniform waveguides at the modal cutoff frequency where two modes, the forward and backward modes, coalesce at $k=0$, forming an EPD of order 2 that is called "regular" band edge [70]. Another way to realize second order EPDs in uniform coupled transmission lines (CTLs) is based on PT-symmetry [22], [17] which implies using a balanced and symmetrical distribution of gain and loss [57]. In contrast to these two types of second order EPD, in this chapter we show there are other ways to realize EPDs of fourth order in two lossless/gainless uniform CTLs at $k=0$. Therefore this chapter shows for the first time how to realize a DBE at $k=0$ in uniform transmission lines (Fig. 2.1) since previously the DBE was shown only in periodic waveguides [44, 47, 65, 46, 41]. This chapter also shows how to locate a regular band edge (an EPD of order 2) at any $k$, in uniform waveguides (Fig. 2.1).

In Section II, we discuss briefly all possible EPDs that may exist in two uniform CTLs, and their general necessary and sufficient conditions. In Section III, we show the necessary and sufficient conditions to realize fourth order EPD in two uniform, lossless, CTLs in term
of their per-unit-length parameters and we show all possible typologies that may support a fourth order EPD, namely a DBE, at $k=0$. We also show that CTLs of finite length make formidable resonators that exhibit an $L^{5}$ scaling of the quality factor with the CTL length $L$. Finally we show the effect of CTL losses on the occurrence of the DBE and on the quality factor and show that series losses affect the DBE much less than shunt losses. In Section IV, we present an example of uniform CTLs that support a DBE at $k=0$ and we also provide a microstrip possible implementation of such uniform CTLs exhibiting the DBE using a series per-unit-length inductance realized with a very sub-wavelength unit-cell length. In Section V we show two experimental validations of the occurrence of the DBE in uniform CTLs, using periodic capacitive loading with subwavelength period, approximating (in a metamaterials sense) the uniform CTL. The findings in this chapter open up new ways to conceive distributed oscillators, leaky wave antennas, and radiating leaky wave antennas with extreme tunability, waveguide-based sensors, etc.

### 2.2 System Description of Uniform Coupled Waveguides

Consider the two uniform waveguides schematically shown in Fig. 2.1a, where each waveguide (when uncoupled) supports either a forward propagating mode, a backward propagating mode (where group velocity and phase velocity have opposite sign) or an evanescent mode; along each positive and negative $z$-direction due to reciprocity.

An equivalent CTL model is used to describe the coupled waveguides in Fig. 2.1a [58, 59] and this model can also be used to describe propagation in several other "two-ways" guiding geometries that support two waves in each direction. Let $V_{n}$ and $I_{n}$, with $n=$


Figure 2.1: (a) Two uniform coupled waveguides supporting four modes (two in each direction). Modes have wavenumbers satisfying the $k$ and $-k$ symmetry, due to reciprocity. (b) Equivalent coupled transmission line (CTL) model describing the propagation of the four modes in the two uniform coupled waveguides. (c) Generalized per-unit-length distributed equivalent circuit model for the CTL. Coupling is represented by the distributed (i.e., per-unit-length) admittance $Y_{c}$. In this chapter we determine the necessary and sufficient conditions that the five reactances shall satisfy for the CTLs to exhibit a DBE, i.e., a fourth order degeneracy. (d) Representation of a dispersion diagram (showing only the branches of purely-real wavenumber) reporting two important features: the DBE at $k_{e}=0$ and $\omega=\omega_{e}$ (that is a fourth order EPD), and a regular band edge at $\omega=0.4 \omega_{e}$, with a non-vanishing wavenumber of $k= \pm 147.5 \mathrm{rad} / \mathrm{m}$ (a second order EPD).

1,2 , be the equivalent voltage and current in each TL of Fig. 2.1b, describing the spatial evolution of electromagnetic waves along the $z$-direction. It is convenient to introduce the two-dimensional vectors $\mathbf{V}(z)=\left[V_{1}(z), \quad V_{2}(z)\right]^{\mathrm{T}}, \mathbf{I}(z)=\left[I_{1}(z), \quad I_{2}(z)\right]^{\mathrm{T}}$, where the superscript T represents the transpose operation.

When the two transmission lines are not coupled they support four independent modes that are described by four distinct wavenumbers $k_{1}^{\prime}, k_{2}^{\prime}$ and $-k_{1}^{\prime},-k_{2}^{\prime}$ and their voltage and current are written as

$$
\begin{equation*}
V_{n}(z) \propto e^{ \pm j k_{n}^{\prime} z}, \quad I_{n}(z) \propto e^{ \pm j k_{n}^{\prime} z} \tag{2.1}
\end{equation*}
$$

where, the modal wavenumbers $k_{n}^{\prime}$, with $n=1,2$, are are generally written as $k_{n}^{\prime}=\beta_{n}-j \alpha_{n}$, where $\beta_{n}$ and $\alpha_{n}$ are the phase propagation and attenuation constants, respectively, and they determine the type of mode; for example, a wavenumber $k^{\prime}$ that possesses only the
imaginary part $\alpha$ is an evanescent mode. Forward modes are determined by $\beta \alpha>0$, whereas "backward" propagating modes have $\beta \alpha<0$ (hence, backward propagating modes have phase and group velocities with opposite directions).

The circuit equivalent model for an infinitesimal-length of a wavguide is represented by generic per-unit-length distributed parameters as shown in Fig. 2.1c. There, $Z_{1}, Z_{2}, Y_{1}$, $Y_{2}$ and $Y_{c}$ may be inductive or capacitive impedances and admittances. In this chapter, for the sake of brevity, we do not consider magnetic induction coupling between the two TLs, i.e., we only consider shunt per-unit-length inductive or capacitive coupling $Y_{c}$ shown in Fig. 2.1c. Coupling due to magnetic induction between two nearby lines could be investigated using the same mechanism and formulation used in this chapter and it is not treated here. It can be neglected in several cases, when the separation between the two lines is very large, for examples, or for the case studied in Sec. IV, where the coupling is due to the physical connection between the $1^{\text {st }}$ and $2^{\text {nd }} \mathrm{TL}$.

We assume that $Z_{1}$ and $Z_{2}$ may be either capacitive or inductive impedances, as well as $Y_{1}$, $Y_{2}$ can be either capacitive or inductive, where the subscripts 1 and 2 are used to describe the parameters in the first and second transmission line $\mathrm{TL}_{1}$ and $\mathrm{TL}_{2}$, respectively. We recall that a single TL (say $\mathrm{TL}_{1}$ for example) supports backward waves if $Z_{1}$ is capacitive and $Y_{1}$ is inductive. Furthermore, a TL (say $\mathrm{TL}_{1}$ for example) supports evanescent waves if both $Z_{1}$ and $Y_{1}$ have the same kind of reactance. An example of dispersion diagram with a DBE (a fourth order EPD) at $k=0$ and a regular band edge (a second order EPD) at $k \neq 0$, is shown in Fig. 2.1d, using the CTL parameters provided in the next section. The DBE occurring at $k=0$, which is the main focus of this chapter, has a dispersion characterized by the relation [44, 47]

$$
\begin{equation*}
\left(\omega-\omega_{e}\right)=h k^{4} \tag{2.2}
\end{equation*}
$$

in the vicinity of $k=0$, where $h$ is a geometry-dependent fitting parameter that controls the flatness of the dispersion.

Using the matrix notation as in [71] for the circuit equivalent model in Fig. 2.1c, the differential wave equations (telegrapher's equations) describing propagation in the two CTLs are

$$
\begin{align*}
& \frac{d \mathbf{V}(z)}{d z}=-\underline{\underline{\mathbf{Z}}(\omega) \mathbf{I}(z),} \\
& \frac{d \mathbf{I}(z)}{d z}=-\underline{\underline{\mathbf{Y}}}(\omega) \mathbf{V}(z) . \tag{2.3}
\end{align*}
$$

Here $\underline{\underline{\mathbf{Z}}}$ and $\underline{\underline{\mathbf{Y}}}$ are the per-unit-length series-impedance and shunt-admittance matrices, respectively, describing the per-unit-length distributed parameters of the coupled transmission lines (CTLs) [71]. They are $2 \times 2$ symmetric matrices given by

$$
\begin{gather*}
\underline{\underline{\mathbf{Z}}}(\omega)=\left(\begin{array}{cc}
Z_{1}(\omega) & 0 \\
0 & Z_{2}(\omega)
\end{array}\right), \\
\underline{\underline{\mathbf{Y}}}=\left(\begin{array}{cc}
Y_{1}(\omega)+Y_{c}(\omega) & -Y_{c}(\omega) \\
-Y_{c}(\omega) & Y_{2}(\omega)+Y_{c}(\omega)
\end{array}\right), \tag{2.4}
\end{gather*}
$$

where the coupling between the two TLs is due to $Y_{c}(\omega)$. For the sake of convenience, a four-dimensional state vector that includes voltages and currents at a coordinate $z$ in the CTLs is defined as

$$
\Psi(z)=\left[\begin{array}{llll}
V_{1}(z), & V_{2}(z), & I_{1}(z), & I_{2}(z) \tag{2.5}
\end{array}\right]^{\mathrm{T}} .
$$

Therefore, the two telegrapher equations (2.3) representing wave propagation are cast in terms of a multidimensional first order differential equation [57, 31]

$$
\begin{equation*}
\frac{d \boldsymbol{\Psi}(z)}{d z}=-j \underline{\mathbf{M}}(\omega) \boldsymbol{\Psi}(z), \tag{2.6}
\end{equation*}
$$

where $\underline{\mathbf{M}}(\omega)$ is a $4 \times 4$ system matrix given by

$$
\underline{\mathbf{M}}(\omega)=\left(\begin{array}{cc}
\underline{\underline{\mathbf{0}}} & -j \underline{\underline{\mathbf{Z}}}(\omega)  \tag{2.7}\\
-j \underline{\underline{\mathbf{Y}}}(\omega) & \underline{\underline{\mathbf{0}}}
\end{array}\right)
$$

and $\underline{\underline{0}}$ is the $2 \times 2$ null matrix.

When the matrix $\underline{\mathbf{M}}(\omega)$ is diagonalizable all the four eigenmodes supported in the CTL have state vectors $\boldsymbol{\Psi}_{n}(z) \propto e^{-j k_{n} z}$, with $n=1,2,3,4$; however, when the matrix $\underline{\mathbf{M}}(\omega)$ is not diagonalizable (this is corresponding to the case exhibiting an EPD), some modes preserve the proportionality $\Psi_{n}(z) \propto e^{-j k_{n} z}$, while the rest have algebraic growth with $z$ as $\Psi_{n} \propto \mathbf{P}(z) e^{-j k_{n} z}$, where $\mathbf{P}(z)$ is a vector polynomial function of maximum order 3 for systems made of two CTLs as considered in this chapter [49]. Therefore, when $\underline{\mathbf{M}}(\omega)$ is diagonalizable the eigenmodes supported by the uniform CTL described by (2.6) are fully represented by using $\boldsymbol{\Psi}(z) \propto e^{-j k z}$ in (2.6) to obtain $-j k \boldsymbol{\Psi}(z)=-j \underline{\mathbf{M}}(\omega) \boldsymbol{\Psi}(z) \quad$ [57], yet


Figure 2.2: Dispersion diagrams describing different EPDs at angular frequency $\omega_{e}$ : (a) CTLs where none of the EPD conditions are satisfied at any non-zero frequency; (b) CTLs exhibiting the $4^{\text {th }}$ order EPD (i.e., the DBE ) at the angular frequency $\omega_{e}$ where $\operatorname{Tr}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathrm{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathrm{e}}\right)\right)=0$ and $\operatorname{det}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathbf{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathbf{e}}\right)\right)=0$. For uniform CTLs made of 2 TLs this condition necessarily occurs at $k=0 ;($ c $)$ CTLs exhibiting two exceptional points of $2^{\text {nd }}$ order degeneracy, where $\operatorname{Tr}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathrm{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathrm{e}}\right)\right)^{2}=4 \operatorname{det}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathbf{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathbf{e}}\right)\right)$. For uniform CTLs made of 2 TLs this can occur at any $k$; (d) CTLs exhibiting a single $2^{\text {nd }}$ order EPD where $\operatorname{det}\left(\underline{\underline{\mathbf{Z}}}\left(\omega_{\mathbf{e}}\right) \underline{\underline{\mathbf{Y}}}\left(\omega_{\mathbf{e}}\right)\right)=0$. This condition occurs at $k=0$. In these plots we show only the real part of the four modal wavenumbers.
simplified to an eigenvalue problem as

$$
\begin{equation*}
\underline{\mathbf{M}} \boldsymbol{\Psi}(z)=k \boldsymbol{\Psi}(z) . \tag{2.8}
\end{equation*}
$$

The four eigenvalues $k_{1}, k_{2}, k_{3}$ and $k_{4}$ and their corresponding eigenvectors (at $z=0$ ) $\boldsymbol{\Psi}_{1}$, $\Psi_{2}, \Psi_{3}$ and $\Psi_{4}$ of the above eigenvalue problem are written in their simplest form as [70, 49]

$$
\begin{align*}
& k_{1}=-k_{3}=\frac{1}{\sqrt{2}} \sqrt{-T-\sqrt{T^{2}-4 D}},  \tag{2.9}\\
& k_{2}=-k_{4}=\frac{1}{\sqrt{2}} \sqrt{-T+\sqrt{T^{2}-4 D}},
\end{align*}
$$

where $T=\operatorname{Tr}(\underline{\underline{\mathbf{Z}}} \underline{\underline{\mathbf{Y}}})$ is the trace and $D=\operatorname{det}(\underline{\underline{\mathbf{Z}}} \underline{\underline{\mathbf{Y}}})$. The system vector is concisely and conveniently represented as


Figure 2.3: Schematic representation of the four eigenvectors of the four eigenmodes supported by a CTL as they approach different EPDs conditions: (a) no EPD, i.e., the four eigenvectors are four independent vectors in a four dimensional state space; (b) $4^{\text {th }}$ order EPD, i.e., the four eigenvectors tend to coalesce into a single eigenstate. When the structure is lossless and gainless such $4^{\text {th }}$ order EPD is called DBE; (c) two points of $2^{\text {nd }}$ order degeneracy, i.e, pairs of eigenvectors coalesce to two independent eigenstates at the so called RBE; and (d) a single $2^{\text {nd }}$ order EPD, i.e., only two eigenvectors coalesce at the so called RBE while the other two remain independent. The degree (i.e., the order) of degeneracy of a multimode EPD condition is given by the number of coalescing eigenvectors.

$$
\boldsymbol{\Psi}_{n}=\psi_{0}\left(\begin{array}{c}
Z_{1}\left(k_{n}^{2}+Z_{2}\left(Y_{2}+Y_{c}\right)\right)  \tag{2.10}\\
Z_{1} Z_{2} Y_{c} \\
j k_{n}\left(k_{n}^{2}+Z_{2}\left(Y_{2}+Y_{c}\right)\right) \\
j Z_{1} k_{n} Y_{c}
\end{array}\right)
$$

where $\psi_{0}$ is arbitrary constant and it has a unit of $\mathrm{Am}^{3}$.

The solutions (2.9) and (2.10) represent the four wavenumbers of the eigenmodes that propagate or attenuate along both the positive and negative $z$-directions (four modes), viz., $k_{3}=-k_{1}$ and $k_{4}=-k_{2}$.

In general, an EPD of order $m$ occurs when $m$ eigenomodes have the same eigenvalue and eigenvector. For a system of two uniform CTLs a $4^{\text {th }}$ order EPD (a full order EPD) occurs if all the 4 eigenvalues are equal [31], which implies that eigenvectors coalesce as well, as it is
obvious from (2.10). Therefore in such a uniform system the coalescence of four wavenumbers is a sufficient condition for an EPD to occurr.

The system made of two CTLs considered in this chapter exhibits three types of EPDs: (i) two points of second order degeneracy ( $k_{1}=k_{2}$ and $k_{3}=k_{4}$ ) when $T^{2}=4 D$. This can occur at any wavenumber $k$; (ii) A second order $\operatorname{EPD}\left(k_{1}=k_{3}\right)$ or $\left(k_{2}=k_{4}\right)$ when $D=0$. This occurs only at $k=0$; and (iii) a fourth order EPD ( $k_{1}=k_{2}=k_{3}=k_{4}$ ) when both $T=0$ and $D=0$. This occurs only at $k=0$. These three cases are illustrated in the dispersion diagram in Fig. 2.2 and in the schematic representation of the four eigenvectors in Fig. 2.3. Indeed, in a reciprocal systems $\left(k_{1}=-k_{3}\right)$, the equality $\left(k_{1}=k_{3}\right)$ in condition (ii) implies that $\left(k_{1}=k_{3}=0\right)$. Furthermore, still based on reciprocity, the condition $\left(k_{1}=k_{2}=k_{3}=k_{4}\right)$ in (iii) implies that ( $k_{1}=k_{2}=k_{3}=k_{4}=0$ ). Hence, these two conditions can be used also to design systems radiating at broadside and working at an EPD. Condition (ii) is usually refereed to as a cutoff condition (at $k=0$ ) and indeed it occurs also in regular single mode waveguides. Condition (i) is interesting, because it sets a cutoff condition at any desired wavenumber $k \neq 0$. It is important to point out that a $3^{\text {rd }}$ order EPD cannot exist in two coupled transmission lines unless reciprocity is broken [54] which is out of the scope of this chapter; here we only consider reciprocal coupled transmission lines. The scope of this chapter is mainly to show the fourth order degeneracy (namely the DBE) described in condition (iii) and to show that condition (i) can be also easily engineered.

### 2.3 Fourth Order DBE in Uniform Waveguides

When modes are supported in uniform waveguides modeled by two uniform and coupled TLs, a fourth order EPD (DBE) occurs when all four independent eigenvectors coalesce and form one single eigenvector $[44,42]$ as schematically shown in Fig. 2.3b. This occurs when the impedance and admittance matrices that describe the per-unit-length parameters of the
system satisfy both conditions:

$$
\begin{gather*}
T=\operatorname{Tr}(\underline{\underline{\mathbf{Z}}} \underline{\underline{\mathbf{Y}}})=0  \tag{2.11}\\
D=\operatorname{det}(\underline{\underline{\mathbf{Z}}} \underline{\underline{\mathbf{Y}}})=0
\end{gather*}
$$

Indeed from (2.11) these two conditions imply that $k_{1}=k_{2}=k_{3}=k_{4}$ and consequently from (2.10) it implies that all four eigenvectors are identical. Substituting (2.4) into (2.11) and after some simplification, necessary and sufficient conditions to realize a fourth order EPD at radian frequency $\omega_{e}$ in term of the per-unit-length CTL parameters are obtained in their simplest form as

$$
\begin{equation*}
Z_{1}\left(\omega_{e}\right) Y_{1}^{2}\left(\omega_{e}\right)=-Z_{2}\left(\omega_{e}\right) Y_{2}^{2}\left(\omega_{e}\right) \tag{2.12}
\end{equation*}
$$

$$
\begin{equation*}
Y_{c}\left(\omega_{e}\right)=\frac{-Y_{1}\left(\omega_{e}\right) Y_{2}\left(\omega_{e}\right)}{Y_{1}\left(\omega_{e}\right)+Y_{2}\left(\omega_{e}\right)} \tag{2.13}
\end{equation*}
$$

It is important to point out that the first condition in (2.12) represents a constraint on the parameters of the uncoupled TLs to have a DBE, whereas the second condition in (2.13) represents the constraint on the required coupling admittance to have a DBE. Therefore just fixing the coupling parameter is not enough to have a DBE since the two individual TLs (without considering coupling) need to satisfy the constraint (2.12). Both terms $Y_{1}^{2}\left(\omega_{e}\right)$ and $Y_{2}^{2}\left(\omega_{e}\right)$ in (2.12) have a negative sign (we do not consider losses so far in this ideal analysis) regardless of the type of $Y_{1}$ and $Y_{2}$ susceptance. Consequently, from (2.12) and (2.13) we deduce that two necessary conditions to realize a fourth order EPD at radian
frequency $\omega_{e}$ for lossless and gainless CTLs are

$$
\begin{gather*}
\left.\operatorname{Im}\left(Z_{1}\right) \operatorname{Im}\left(Z_{2}\right)\right|_{\omega=\omega_{e}}<0,  \tag{2.14}\\
\left.\operatorname{Im}\left(Y_{c}^{-1}\right) \operatorname{Im}\left(Y_{1}^{-1}+Y_{2}^{-1}\right)\right|_{\omega=\omega_{e}}<0 .
\end{gather*}
$$

This means that the a necessary condition to realize a DBE in uniform CTL is that the two series per-unit-length impedances $Z_{1}$ and $Z_{2}$ must be of different types, i.e., one should be capacitive and the other inductive. Furthermore, $Y_{c}^{-1}$ and $Y_{1}^{-1}+Y_{2}^{-1}$ must also be of different types. Figure 2.4 shows all possible configurations of the per-unit-length parameters of CTLs that exhibit a fourth order DBE.

From Fig. 2.4, it is concluded that a fourth order DBE occurs in two uniform CTLs when there is a coupling between: a forward propagating mode and an evanescent mode (Fig. 2.4a), a forward and a backward propagating modes (Fig. 2.4b), two evanescent modes (Fig. 2.4c), or a backward propagating mode and an evanescent mode (Fig. 2.4d). For a rectangular waveguide structure, the configuration in Fig. 2.4a represents a coupling between a transverse electric (TE) or transverse magnetic (TM) propagating mode and a TM evanescent mode (below cutoff), whereas the configuration in Fig. 2.4c represents coupling between TE and TM evanescent modes, both below cutoff when considered without coupling [72].


Figure 2.4: Different configurations of uniform CTLs that may exhibit a fourth order EPD, namely, the DBE when the CTLs are lossless. Here we show the combinations of distributed reactances that provide multi-mode degenerate conditions: Configuarion (a) shows that a fourth order EPD is obtained by a proper inductive coupling between a "forward" propagating mode in $\mathrm{TL}_{1}$ and an evanescent mode in $\mathrm{TL}_{2}$. Configuration (b) shows that a fourth order EPD is obtainable by a proper coupling between a forward mode in $\mathrm{TL}_{1}$ and a "backward" mode in $\mathrm{TL}_{2}$. Note that here we denote a mode to be "forward" when phase and group velocities have the same signs, whereas a "backward" mode has phase and group velocities with opposite signs. Configuration (c) shows that a four order EPD is obtainable also when proper coupling is designed between evanescent modes in $\mathrm{TL}_{1}$ and $\mathrm{TL}_{2}$. Finally, configuration (d) shows that an EPD can be obtained also by a capacitive coupling between an evanescent mode in $\mathrm{TL}_{1}$ and a backward propagating mode in $\mathrm{TL}_{2}$.

### 2.3.1 Example of Uniform CTL with Infinite Length

Two CTLs with circuit configuration as in Fig. 2.4a are designed to exhibit a fourth order EPD at frequency $f_{e}=5 \mathrm{GHz}$, i.e., to satisfy the DBE conditions in (2.12) and (2.13). The CTLs parameters are $C_{p 1}=C_{p 2}=0.12 \mathrm{nF} / \mathrm{m}, L_{s 1}=200 \mathrm{nH} / \mathrm{m}, C_{s 2}=5.07 \mathrm{fFm}$ and $L_{c}=16.89 \mathrm{pHm}$, where the series and parallel per-unit-length components are designated with subscripts $s$ and $p$, respectively. This is the case when one TL (without considering the coupling between the two TLs) supports two propagating modes (one in each direction) while the other TL supports evanescent waves. However the two TLs are coupled via the inductive subsceptance $Y_{c}=1 /\left(j \omega L_{c}\right)$ leading to the modal dispersion diagram in Fig. 2.5. There, both the real and imaginary parts of the wavenumber are shown versus real radian frequency. A fourth order DBE occurs at radian frequency $\omega_{e}=31.42 \times 10^{9} \mathrm{rad} / \mathrm{s}$ at which $k_{1}=k_{2}=k_{3}=k_{4}=0$. Note that the dispersion diagram also exhbits two second order EPDs which represent two regular band edges (RBEs) at $\omega=0.4 \omega_{\text {e }}$ (i.e., at $f \approx 2 \mathrm{GHz}$ ) at


Figure 2.5: Dispersion diagram of modal complex wavenumbers $k$ versus normalized frequency for two uniform CTLs with distributed circuit model as in 2.4 a . The diagram shows a fourth order DBE $\omega=\omega_{e}$, i.e., at $f=f_{e}=5 \mathrm{GHz}$, where all modes have $k=0$. This CTL structure also exhibits two RBEs (EPDs of second order) at $\omega=0.4 \omega_{e}$, i.e., at $f=2 \mathrm{GHz}$, with a non-vanishing wavenumber of $k= \pm 147.5 \mathrm{rad} / \mathrm{m}$. Branches that represent two modes are denoted by a red or a blue circle, the branch representing four modes is tagged by red circles with number 4. The dispersion diagram showing only the purely-real wavenumber branches is reported in Fig. 2.1d.
two distinct non-vanishing wavenumbers $k= \pm 147.5 \mathrm{rad} / \mathrm{m}$, where their sufficient condition $\mathrm{T}^{2}=4 D$ is satisfied at this particular frequency. In the bandgap $0.4 \omega_{e}<\omega<\omega_{e}$ the diagram has four wavenumbers with complex values that describe exponential decay. For $\omega>\omega_{e}$ two waves are propagating (purely real $k$ ) and two are evanescent (purely imaginary $k)$. The same dispersion diagram showing only the branches with purely-real wavenumbers is reported in Fig. 2.1d. Therefore the CTL technique used in this chapter allows to put regular band edges at properly designed wavenumbers.

### 2.3.2 Uniform Waveguide with Finite Length

So far we have discussed modal propagation in infinitely long structures. We now consider two uniform CTLs with finite length $L$, Fig. 2.6a, operating in very close proximity of the DBE, and investigate the transmission properties in terms of scattering parameter $\left|S_{21}\right|$. Since this finite length CTL structure forms a resonator, we also investigate its quality factor. The CTL per-unit-length parameters are the same as those used in the previous subsection that led to Fig. 2.5. There are two ports, at the beginning and end of $\mathrm{TL}_{1}$, whereas $\mathrm{TL}_{2}$ is terminated on short circuits at both ends, as depicted in Fig. 2.6a. Figure 2.6b shows the transmission coefficient magnitude $\left|S_{21}\right|$ versus frequency, for different lengths $L$. The length is here given in terms of wavelengths of the propagating wave in $\mathrm{TL}_{1}$, when uncoupled to $\mathrm{TL}_{2}$, calculated at the EPD frequency $\lambda_{1, e}=2 \pi / k_{1, e}=40.8 \mathrm{~mm}$, where $k_{1, e}=\omega_{e} \sqrt{L_{s 1} C_{p 1}}$. The pass band property is in agreement with that shown in Fig. 2.5, i.e., there is propagation for $f>f_{e}=5 \mathrm{GHz}$. It is shown that the CTL exhibits a resonance (called DBE resonance) at a frequency almost coincident with the DBE one, regardless of the CTL length, at least for the two longer cases. The frequency of the other resonances at lower frequencies are strongly affected by the length of the structure. This resonator based on a multi-mode degeneracy exhibits a very interesting physical behavior of its quality factor. The loaded quality factor of the finite length and lossless CTL is plotted versus length $L$ in Fig. 2.7, and it is concluded that such quality factor (blue line) follows the asymptotic trend proportional to $L^{5}$ as $L$ increases, which is the same conclusion that was made in $[68,43,62,73]$, though in these references the DBE was obtained in periodic structures and at the edge of the Brillouin zone, whereas in this chapter we show for the first time a DBE at $k=0$. Here the quality factor has been evaluated as $Q=\omega_{\text {res }} \tau_{g} / 2$, where $\omega_{\text {res }}$ is the resonance frequency associated with maximum transmission, i.e., where $\left|S_{21}\right|$ is maximum, and the group delay $\tau_{g}$ is calculated as the derivative of the phase of $S_{21}$, with respect to the angular frequency $\omega$, i.e., $\tau_{g}=\partial\left(\angle S_{21}\right) / \partial \omega[74]$. Note that high $Q$ values are obtained while the $\mathrm{TL}_{1}$ characteristic
impedance (without considering the coupling) is 50 Ohms and the termination load is also 50 Ohms; therefore TLs forming a cavity using the four mode degenerate condition (the DBE) do not need high reflection coefficients at the end of each TL. The strong reflection of the degenerate modes at the end of the CTL occurs because the characteristic impedance of a CTL made of two TLs is actually represented by a $2 \times 2$ impedance matrix, and therefore it is generally mismatched when two independent loads are used as termination as in Fig. 2.6a. Furthermore, exactly at the DBE frequency the group velocities of the four coalescing modes vanish and therefore the characteristic $2 \times 2$ matrix impedance shall describe absence of power flow (the characteristic impedance of a single TL at cutoff would be either zero or infinity). However one should note that the DBE resonance is slightly shifted from the DBE frequency and therefore power transfer to the load is actually occurring. It is important to point out that there are various resonance frequencies in the cavity, however, in this chapter we are focusing on the nearest one to the DBE frequency which we call it the first resonance frequency. Because of the DBE-like dispersion relation in (2.2), for long cavities the first DBE resonance frequency is approximated by the asymptotic formula

$$
\begin{equation*}
f_{r e s, 1}=f_{e}+\alpha / L^{4} \tag{2.15}
\end{equation*}
$$

where $\alpha$ is a constant. This implies that the longer the CTL cavity, the closer the DBE resonance is to the DBE frequency, and hence the less power leakage occurs outside the resonator.

A further investigation is now conducted by studying the effect of series and parallel distributed losses in the CTL on the quality factor. Therefore we assume that each TL has either a per-unit-length series resistance $R_{s}$ or a per-unit-length shunt conductance $G_{p}$. Accordingly, Fig. 2.7a plot the quality factor of the CTL versus length $L$ for different values of the
series quality factor $Q_{s}$, where $Q_{s}=\omega_{e} L_{s 1} / R_{s}=1 /\left(\omega_{e} C_{s 2} R_{s}\right)$ is the quality factor (assumed the same) of the two series elements, which are an inductive distributed reactance in $\mathrm{TL}_{1}$ and a capacitive distributed reactance in $\mathrm{TL}_{2}$, and hence they satisfy $\omega_{e} L_{s 1}=1 /\left(\omega_{e} C_{s 2}\right)$. In Fig. 2.7b instead we show the quality factor by considering losses in the two shunt (parallel) capacitive susceptances such that $Q_{p}=\omega C_{p 1} / G_{p 1}=\omega C_{p 2} / G_{p 2}$. Note that the same parallel capacitor and same loss is used in each of the two TLs. The two plots show a very important fact about uniform CTLs exhibiting a fourth order DBE: the quality factor of the CTLs is robust to the series losses, i.e., the series distributed resistance does not affect the total quality factor trend shown in Fig. 2.7a. This occurs because the wavenumbers of the four modes at DBE are such that $k_{1}=k_{2}=k_{3}=k_{4}=0$, which means the voltage along the finite length CTL is basically constant resulting in an almost vanishing current through the series elements $Z_{1}$ and $Z_{2}$. However, when losses are in the shunt (parallel) elements the quality factor of the structure tends to saturate to the quality factor of the used distributed parallel capacitors as shown in Fig. 2.7b. To obtain such plots, for each CTL length we have determined the resonant frequency and evaluated the required parameters at that frequency.

It is important to point out that the resonance mentioned in the previous study is not a conventional resonance due to two mode reflection, however, it is due to four modes which make it with very unique properties like quality factor and resonance frequency scaling with cavity length. Such properties can be used to make oscillator with a unique mode selection scheme that leads to a stable single-frequency oscillation, even in the presence of load variation $[2,1]$. Moreover, the proposed DBE in this chapter exists at $k=0$ which make good candidate for application like leaky wave antennas, and active leaky wave antennas that act as radiating oscillators.

(b)

Figure 2.6: Magnitude of the transmission scattering parameter $S_{21}$ for the waveguide consisting of two uniform microstrip CTLs with finite length $L$, with distributed circuit model as in 2.4a. The CTLs have a fourth order EPD (namely, a DBE) at the so called DBE frequency $f=f_{e}=5 \mathrm{GHz}$. (a) Finite length CTL circuit setup. (b) Scattering parameter $S_{21}$ for different lengths $L$ revealing that this finite length CTL structure is a cavity despite the characteristic impedance of $\mathrm{TL}_{1}$ is equal to the termination load. A clear transmission peak, called DBE resonance, is observed near the DBE frequency, and it gets narrower for increasing lengths. $\lambda_{1, e}$ is the wavelength of the propagating waves in $\mathrm{TL}_{1}$, when it is uncoupled to $\mathrm{TL}_{2}$, calculated at the EPD frequency $\lambda_{1, e}=2 \pi / k_{1, e}=40.8 \mathrm{~mm}$, where $k_{1, e}=\omega_{e} \sqrt{L_{s 1} C_{p 1}}$.


Figure 2.7: Trend of the quality factor of a CTL cavity as in Figure 2.6a operating at the DBE resonance, in close proxinity of the DBE frequency, showing the $L^{5}$ scaling with cavity length $L$. When the CTL cavity has distributed losses, the quality factor trend is perturbed. Distributed series resistance and parallel conductance are assumed to be symmetrical, i.e., identical in each TL: (a) series losses only, and (b) parallel losses only. The legend $Q=\infty$ refers to the limit represented by a lossless CTL cavity and the blue dashed line is a fitting trend showing the $L^{5}$ growth with cavity length. These plots show that the Q factor of the CTL cavity is less sensitive to series losses.

### 2.4 Microstrip Implementation with Subwavelength Series Capacitors

A microstrip implementation of the uniform CTL in Fig. 2.4a is now considered where the series continuously distributed capacitance is approximated by a periodic capacitive loading with subwavelength period $d=\lambda_{d} / 10$, where $\lambda_{d}$ is wavelength in the substrate. Furthermore, the guided wavelength $\lambda_{g}=2 \pi / k$ in the proximity of the DBE at $k=0$ is very large, and tends to infinity when $k$ tends to zero. Therefore, because of the very subwavelength period $d \ll \lambda_{g}$, the CTL can be seen as a homogenized medium according to metamaterial homogenization concepts [75, 76].. Indeed we design the CTL such that the homogenized effective CTL parameters approximately equal those in the uniform case considered in the previous subsections. The grounded dielectric substrate has a relative dielectric constant of 2.2 , loss tangent 0.001 , and height of 0.75 mm . Metal layers have conductivity of $4.5 \times 10^{7} \mathrm{~S} / \mathrm{m}$ and thickness of $35 \mu \mathrm{~m}$. The series capacitance in each unit cell is implemented using an inter-digital capacitor and the coupling inductance in Fig. 2.4a is implemented using a folded short and thin microstrip between the two TLs as shown in Fig. 2.8. The two TL widths (i.e., when assumed uncoupled, and before introducing the series capacitors) are designed to have a characteristic impedance of 50 Ohms at $f=5$ GHz. All the dimensions (in mm ) are reported in Fig. 2.8. The inter-digital capacitance is approximately $C_{d}=1 \mathrm{pF}$, and since the period is $d=5.1 \mathrm{~mm}$, then the effective distributed series capacitance is the same as the required one to get DBE , i.e., $C_{s 1}=C_{d} d \approx 5.1 \mathrm{fFm}$.

Figure 2.9a shows the modal dispersion obtained using full wave simulations based on the method of moments implemented in Keysight Technologies Advanced Design System (ADS). The used method of moments is based on the three-dimensional Green's function with all the dynamic terms, hence including radiation losses. The dispersion relation was calculated by determining the S-parameters of a single unit-cell, then converting them to a $4 \times 4$ unit-cell
transfer matrix $\mathbf{T}_{U}$ that relates voltages and currents at the beginning and end of the unit cell as in [41], and then using the Floquet theorem determining the eigenvalue problem that provides the four modal wavenumbers. Figure 2.9a shows the existence of a DBE in the dispersion diagram, and in proximity of $\omega_{e}$ it is in good agreement with the diagram of the uniform ideal CTL in Fig. 2.5.

We then observe the quality factor of a resonator made by a finite-length dual microstrip, shown in Fig. 2.8. The loading and excitation for calculating the quality factor are as shown in Fig. 2.6a, and the operating frequency is at the DBE resonance (the peak of the transfer function closest to the DBE frequency). The quality factor is estimated by the same formula considered in the previous section, i.e., by $Q=\omega_{\text {res }} \tau_{g} / 2$, where the resonance frequency (the one closest to the DBE frequency) depends on the cavity length. The quality factor versus "cavity" length $L=N d$, using $N$ unit cells of the microstrip implementation in Fig. 2.8, is plotted in Fig. 2.9b. From this figure we note that the quality factor tends to saturate before exhibiting the asymptotic $L^{5}$ trend because of radiation, conduction and dielectric losses. Indeed the ideal $Q \propto L^{5}$ trend depicted in Fig. 2.7 (blue line) occurs only in the ideal case where losses are negligible, whereas in this case both series and shunt losses are present because of copper and dielectric losses. Note that here the $\mathrm{TL}_{1}$ characteristic impedance is 50 Ohms and that the load is also 50 Ohms, therefore a cavity using the four mode degenerate condition (the DBE) does not need high reflection coefficients at the end of each TL that can be normally terminated at any load.


Figure 2.8: Microstrip implementation of two uniform CTLs over a grounded dielectric substrate, with circuit model as in Fig. 2.4a, i.e., with a distributed series capacitor (bottom line) that is here implemented by resorting to a periodic distribution of series inter-digital capacitors, with sub-wavelength period $d$. The bottom part of the figure shows the finite length CTLs, whereas the top part of the figure shows the unit cell with period $d=5.1 \mathrm{~mm}$. Dimensions are all in mm. This microstrip CTL implementation develops a fourth order EPD at $f=f_{e}=5 \mathrm{GHz}$.


Figure 2.9: Results relative to the microstrip implementation of the uniform CTLs using a periodic distribution of interdigital series capacitors in $\mathrm{TL}_{2}$, with subwavelength period (Fig. 2.8). (a) Dispersion diagram obtained via full-wave simulation showing the complex modal wavenumbers versus frequency. The full-wave simulation reveals the existence of a DBE (a fourth order degeneracy) at $k=0$. The simulation accounts for radiation, dielectric and copper losses. (b) Quality factor of the periodic CTLs versus resonant "cavity" length, showing its scaling with the number of unit cells $N$.


Figure 2.10: Microstrip implementation of a waveguide made of two coupled uniform TLs over a grounded dielectric substrate in Fig. 2.4a that exhibits DBE. $\mathrm{TL}_{1}$ (when uncoupled from $\mathrm{TL}_{2}$ ) supports propagation. Whereas $\mathrm{TL}_{2}$ (when uncoupled from $\mathrm{TL}_{1}$ ) supports evanescent modes because it is loaded with distributed series capacitors mimicking a uniform series capacitive per-unit-length distribution. The capacitors in this structure are discrete components with value 3.1 pF . The inductive coupling between the two TLs is implemented using stubs connected between the transmission lines $\mathrm{TL}_{1}$ and $\mathrm{TL}_{2}$. The period is small compared to the guided wavelength.

### 2.5 Experimental Verification Using a CTL with Discrete Series capacitor

In this section we show an experimental verification of the existence of the DBE when and evanescent modes are coupled in the CTL. Figure 2.10 shows the microstrip implementation of the uniform CTL in Fig. 2.4a. The unit-cell is fabricated on a grounded dielectric substrate (Rogers substrate RT/duroid 5880) with a relative dielectric constant of 2.2, loss tangent of 0.001 , and height of 0.79 mm . We use here discrete component capacitors to periodically load one TL to support evanescent modes. We use surface mount ceramic capacitors (manufactured by Murata Electronics, part number GJM1555C1H3R1BB01D) with capacitance of 3.1 pF and quality factor of $Q>50$ for $f<3 \mathrm{GHz}$. All the TLs have width of $w=2.4 \mathrm{~mm}$ to have a characteristic impedance of 50 Ohm . The structure has period of $d=10.5 \mathrm{~mm}\left(d \sim \lambda_{d} / 10\right)$ and stubs length $\ell=19 \mathrm{~mm}$. As discussed in the previous section, the CTL can be seen as uniform, due to the subwavelength period.

To confirm the existence of EPDs in the periodic CTL, we analyze a unit-cell and perform scattering (S)-parameter measurements using a four-port Rohde \& Schwarz vector network analyzer (VNA) ZVA 67. Figure 2.11a shows the fabricated unit-cell with 5 mm extension on
both sides to be able to solder the SMA connectors. The measured scattering matrix is then transformed into a $4 \times 4$ transfer matrix $\underline{\mathbf{T}}_{A}$. However this transfer matrix, of the microstip in Fig. 2.11a that includes extensions, is not the same as the transfer matrix of the one unit cell $\underline{\mathbf{T}}_{U}$, however it is a cascaded version of it. The total transfer matrix is $\underline{\mathbf{T}}_{A}=\underline{\mathbf{T}}_{R} \underline{\mathbf{T}}_{U} \mathbf{T}_{L}$, where $\underline{\mathbf{T}}_{R}$ and $\underline{\mathbf{T}}_{L}$ account for the extra lengths constituting the extensions at both sides and the SMA connectors. In Fig. 2.11b we show the microstrip used in the two extensions, connected as a "through", for calibration purposes. The transfer matrix of the two connected extensions is $\underline{\mathbf{T}}_{B}=\underline{\mathbf{T}}_{R} \underline{\mathbf{T}}_{L}$. Now a matrix that is proportional to the unit-cell transfer matrix $\underline{\mathbf{T}}_{U}^{\prime}$ is obtained by de-embedding $\underline{\mathbf{T}}_{B}$ from $\underline{\mathbf{T}}_{A}$, i.e., $\underline{\mathbf{T}}_{U}^{\prime}=\underline{\mathbf{T}}_{A} \underline{\mathbf{T}}_{B}^{-1}=\underline{\mathbf{T}}_{R} \mathbf{T}_{U} \underline{\mathbf{T}}_{R}^{-1}$. It is important to point out that although $\underline{T}_{U}$ and $\underline{T}_{U}^{\prime}$ are not identical but they share the same eigenvalues because $\mathbf{T}_{U}^{\prime}$ is just a transformed version of $\mathbf{T}_{U}$. An analogous procedure based on comparing transfer matrices of CTLs with 8 and 9 unit cells was adopted in [77]. Using Floquet theory, following [41], the dispersion relation of the four modes is obtained as $e^{j k d}=\operatorname{eig}\left(\underline{\mathbf{T}}_{U}\right)$ (i.e., the four eigenvalues of $\underline{\mathbf{T}}_{U}$ ) and since $\underline{\mathbf{T}}_{U}$ and $\underline{\mathbf{T}}_{U}^{\prime}$ have identical eigenvalues, the dispersion is determined finally in the form of $e^{j k d}=\operatorname{eig}\left(\underline{\mathbf{T}}_{U}^{\prime}\right)=\operatorname{eig}\left(\underline{\mathbf{T}}_{A} \underline{\mathbf{T}}_{B}^{-1}\right)$, where $\underline{\mathbf{T}}_{A}$ and $\underline{\mathbf{T}}_{B}$ are the transfer matrices for the two four-port microstips in Fig. 2.11a and Fig. 2.11b, respectively. The wavenumber dispersion diagram in Fig. 2.11c shows the four coalescing complex wavenumbers (only the real parts are shown for brevity, the imaginary parts is analogous to that in Fig. 2.5). In summary, the wavenumber dispersion diagram based on measurements is in good agreement with the results based on the S-parameters calculated via full-wave simulations based on the finite element method implemented in CST Studio Suite. The dispersion shows several frequencies at which EPD exists: a $4^{\text {th }}$ order EPD (the DBE) at $f \approx 1.85 \mathrm{GHz}$ and two $2^{\text {nd }}$ order EPDs (the RBEs) at $f \approx 0.86 \mathrm{GHz}$. The perturbation due to ohmic, dielectric, and radiation losses seems negligible because it does not destroy the occurrence of the EPDs.


Figure 2.11: (a) Fabricated unit-cell for the CTL in Fig. 2.10 with 5 mm extensions on both sides to be able to solder the SMA connectors. (b) Fabricated microstrip extensions used for calibration, i.e., to de-embed the effect of the extra extensions and SMA connectors from (a). (c) Wavenumber dispersion versus frequency showing the existence of the DBE around 1.85 GHz , and two $2^{\text {nd }}$ order EPDs (i.e., regular band edges) around 0.86 GHz . The measured result is in very good agreement with that from full-wave simulations.


Figure 2.12: Measurements and simulations of the scattering parameter $S_{21}$ for a nine-unitcell CTL in (a). The result is consistent with the DBE observation in the dispersion diagram at $f=1.85 \mathrm{GHz}$. The good agreement between full-wave simulations and measurements shows that there is a DBE resonance associated with the DBE.

Figure 2.11c shows a nine-unit-cell of the same DBE structure. The lower TL is connected to two short circuits, similarly to the setup shown in Fig. 2.6a. We show in Fig. 2.12b the measurement and full-wave simulation based on the finite element method, of the magnitude of the scattering parameter $S_{21}$. These results show good agreement between simulation and measurement. The results also demonstrate the occurrence of the DBE resonance at 1.9 GHz that is close to the DBE frequency of 1.85 GHz .

### 2.6 Conclusion

We have shown the general conditions demonstrating that a $4^{\text {th }}$ order EPD, namely a DBE, occurs at $k=0$ in two uniform lossless and gainless CTLs when there is proper coupling between: (i) propagating modes and evanescent modes, (ii) forward and backward propagating modes, or (iii) four evanescent modes. We show that the resonance frequency of a cavity made of a finite-length CTLs exhibiting a DBE is very close to the DBE frequency, moreover, we show that the quality factor increases with the fifth power of the cavity length (in the lossless case) and such trend is robust to the occurrence of series losses. Furthermore, we have shown that by using the CTL concept, a regular band edge can be designed at non-vanishing wavenumbers. An example of CTLs supporting the EPD wave phenomena discussed in this chapter has been presented using a metamaterial-based CTLs where the period to realize series capacitances is sub-wavelength. We have provided the experimental demonstration of the occurrence of the DBE in two uniform CTLs using a metamaterial-like periodic CTL with subwavelength period, implemented in microstrips. Possible applications exploiting the physics of the DBE and the RBE are in high quality factor cavities [62], radio frequency oscillators [1] and distributed oscillators [2], leaky wave antennas [57], filters, pulse compression [8], sensors, high power electron-beam devices [5], and lasers [11].

## Chapter 3

## Exceptional Points of Degeneracy with Indirect Bandgap Induced By Mixing Forward and Backward Propagating Waves

In this chapter we demonstrate that exceptional points of degeneracy (EPDs) are obtained in two coupled waveguides without resorting to gain and loss [78]. We show the general concept that modes resulting from a proper coupling of forward and backward waves exhibit EPDs of order two and that there the group velocity vanishes [78]. We verify our insight by using coupled mode theory and also by fullwave numerical simulations of light in a dielectric slab coupled to a grating, when one supports a forward wave whereas the other (the grating) supports a backward wave [78]. We also demonstrate how to realize a photonic indirect bandgap in guiding systems supporting a backward and a forward wave, show its relations to the occurrence of EPDs, and offer a design procedure.

### 3.1 Motivation and State of the Art

An EPD is a point in the parameter space of a system at which the system's eigenvalues and eigenvectors coalesce $[12,13,14,15]$. The term exceptional point (EP) and the associated perturbation theory where discussed in the well known Kato's book in 1966 [15]. The phenomenon of degeneracy of both eigenvalues and eigenvectors (polarization states), studied here, is a stronger degeneracy compared to the traditional degeneracy of only two eigenvalues.

Non-Hermitian Hamiltonian can possess entirely real spectra when the system obeys paritytime (PT) symmetry condition [17]. A system is said to be PT symmetric if the PT operator commutes with the Hamiltonian [18, 19], where PT operator applies a parity reflection and time reversal [17]. When the time reversal operator is applied to physical systems, energy changes from damping to growing and vice versa [20]. Based on this simple concept, two symmetrical coupled waveguides with balanced gain and loss satisfy PT symmetry [21, 22, 23], where the individual application of each of the space or time reversal would swap the gain and loss, therefore the simultaneous application of space and time reversal operator to the system would end up with the same system. The point separating the complex and real spectra regimes of PT-symmetric Hamiltonians has been called exceptional point (EP) [15], also known as transition point. Here, beside the mathematical aspects, we stress the role of degeneracy, as implied also in [16], hence include the ' $D$ ' in the EPD acronym.

In this chapter, we present a class of two coupled waveguides where EPDs exist without resorting to the presence of gain and loss. By using coupled mode theory [79, 80], we show that two coupled waveguides, where one waveguide supports forward propagation (i.e., where the phase and power propagate in the same direction) whereas the other one supports backward propagation (i.e., where the phase and power propagate in opposite direction), experience a phase transition as in the PT-symmetric case. We show the general conditions


Figure 3.1: (a) Coupling between two electromagnetic waves whose complex amplitudes are $A$ and $B$. Conditions that lead to EPDs are obtained by introducing proper coupling between: (b) two waveguides with PT symmetry where the two media have gain and loss supporting exponentially growing and attenuating waves; (c) two waveguides with forward and backward propagating waves, without resorting to PT symmetry (i.e., in this case the waveguides do not have gain and loss). The waves with black arrows represent the directions of propagation. The blue and red arrows represent the directions of power flow.
for modes resulting from coupling two coupled waves to exhibit an EPD looking at both the degenerate eigenvalues and eigenvectors. We show that the coupling of two waves, that carry power in opposite directions, leads to an EPD and we explain how this results in the vanishing of the group velocity of the degenerate mode. We illustrate the concepts in a simple system made of two coupled waveguides, i.e., a dielectric slab coupled to a grating, when one supports a forward wave whereas the other (the grating) supports a backward wave. Other general conditions that lead to exceptional degeneracies of two modes in uniform waveguide were studied in [49] using a transmission line approach. Finally, we relate the occurrence of EPDs to the presence of a photonic indirect bandgap.

### 3.2 Second Order EPD by Mixing Two Waves

We consider two coupled electromagnetic waves as shown in Fig. 3.1a. These two waves are described by the complex time-domain notation

$$
\begin{align*}
a(\mathbf{r}, t) & =A(z) f_{a}(\boldsymbol{\rho}) e^{i \omega t}  \tag{3.1}\\
b(\mathbf{r}, t) & =B(z) f_{b}(\boldsymbol{\rho}) e^{i \omega t}
\end{align*}
$$

where $A(z)$ and $B(z)$ are the complex amplitudes of waves along the $z$ direction, $\mathbf{r}=\boldsymbol{\rho}+z \hat{\mathbf{z}}$, and $\boldsymbol{\rho}$ is the transverse coordinate. $f_{a}(\boldsymbol{\rho})$ and $f_{b}(\boldsymbol{\rho})$ are the normalized modal field profile in the transverse direction for each mode. When the two waves are uncoupled, i..e., when their waveguides are far from from each other, the evolution of the amplitudes along the $z$ direction is simply descried by $d A(z) / d z=-i \beta_{a}^{\prime} A(z)$ and $d B(z) / d z=-i \beta_{b}^{\prime} B(z)$, where $\beta_{a}^{\prime}$ and $\beta_{b}^{\prime}$ are the uncoupled propagation constants of each wave (that is also an eigenmode of the structure since there is no coupling). The solutions are $A(z)=A_{0} \exp \left(-i \beta_{a}^{\prime} z\right)$ and $B(z)=B_{0} \exp \left(-i \beta_{a}^{\prime} z\right)$. The power carried by each wave in the positive $z$ direction is given by $p_{a}(z)= \pm|A(z)|^{2}$ and $p_{b}(z)= \pm|B(z)|^{2}$ where the sign depends on the type of the wave. The sign is positive when the wave is forward, i.e., when the power is carried in the same direction of wave propagation (i.e., when the phase and group velocity have the same directions). The sign is negative when the waves backward, i.e., when the phase propagates along the positive $z$ direction whereas the power flows in the negative $z$ direction (i.e., when the phase and group velocity have the opposite directions).

When coupling is introduced to those two waves, the system eigenmode is found by solving the spatial-evolution equation that, based on coupled mode theory [79, 80], is given by

$$
\frac{d}{d z}\binom{A(z)}{B(z)}=-i\left(\begin{array}{cc}
\beta_{a} & \kappa_{a b}  \tag{3.2}\\
\kappa_{b a} & \beta_{b}
\end{array}\right)\binom{A(z)}{B(z)}
$$

where $\beta_{a}$ and $\beta_{b}$ are "perturbed" propagation constants for the coupled system, and $\kappa_{a b}$ and $\kappa_{b a}$ are the coupling coefficients between the two modes. The relation between $\kappa_{a b}$ and $\kappa_{b a}$
is determined by applying the power conservation principle. The total power carried in the coupled structure is $p_{t}(z)=|A(z)|^{2} \pm|B(z)|^{2}$ assuming wave $A$ is forward wave, and wave $B$ to be either forward or backward, when taking the + or the - sign, respectively. Thus, there are two possible scenarios: (i) "codirectional coupling" when both waves carry power at the same direction and (ii) "contradirectional coupling" when the two waves carry power in the opposite direction [79].

When the system does not have gain and loss, conservation of energy states that $d p_{t}(z) / d z=$ 0 , and by using (3.2), one finds that the constraint $\operatorname{Re}\left(A B^{*}\left(\kappa_{b a} \mp \kappa_{a b}^{*}\right)\right)=0$ should be satisfied. Therefore, we have $\kappa_{a b}=\kappa_{b a}^{*}$ in case of codirectional coupling where the two waves are forward, and $\kappa_{a b}=-\kappa_{b a}^{*}$ in case of contradirectional coupling where one wave is a forward and the other one is backward [79].

The mixing of the two waves constitutes what is called the guiding system's eigenmode (some call it "supermode") which is a weighted sum of the individual guided waves. The eigenmode propagation constant is determined by solving the characteristic equation of the coupled system in (3.2) assuming the wave amplitudes to be in the form of $[A(z), B(z)]^{T} \propto e^{-i k z}$ which yields $k^{2}-k\left(\beta_{a}+\beta_{b}\right)+\left(\beta_{a} \beta_{b}-\kappa_{a b} \kappa_{b a}\right)=0$. The characteristic equation has two solutions that are given by

$$
\begin{equation*}
k_{n}=\frac{\beta_{a}+\beta_{b}}{2}+(-1)^{n} \sqrt{\left(\frac{\beta_{a}-\beta_{b}}{2}\right)^{2}-(-1)^{p} \kappa^{2}}, \tag{3.3}
\end{equation*}
$$

where $\kappa=\left|\kappa_{a b}\right|$ and the indices $n=1,2$ denote the two modes of the coupled system. Furthermore, $p=1$ and $p=2$ represent the case of codirectional and contradirectional coupling, respectively. An EPD occurs when two eigenmodes coalesce, i.e., $k_{1}=k_{2}=k_{e}$, with $k_{e}=$ $\left(\beta_{a}+\beta_{b}\right) / 2$. This EPD occurs when $\beta_{a}-\beta_{b}=2 \sqrt{(-1)^{p} \kappa^{2}}$. At an EPD, the eigenvectors must coalesce, and in this simple system their coalescence follows from the coalescence of the


Figure 3.2: The two wavenumbers of the guiding system versus the coupling parameter $\kappa$, showing the existence of an EPD. Two cases are examined: (a) coalescence of modes in PT-symmetrical waveguides, (b) coalescence of modes obtained by coupling a forward wave (phase and group velocities have the same direction) and a backward wave (phase and group velocities have opposite directions). Both cases exhibit an EPD, represented by the bifurcation point.
eigenvalues. Indeed, the two eigenvectors are $\left[\begin{array}{ll}A_{n}, & B_{n}\end{array}\right]^{T}=\left[\begin{array}{ll}1, & \left(k_{n}-\beta_{a}\right) / \kappa_{a b}\end{array}\right]^{T}$ and it is easy to see that they coalesce when $k_{1}=k_{2}$.

The group velocity of the eigenmode with wavenumber $k_{n}$ is determined as (assuming $k_{n}$ to be purely real)

$$
\begin{equation*}
v_{g, n}=\frac{1}{d_{\omega} k_{n}}=\frac{k_{n}-k_{e}}{2 k_{n} d_{\omega}\left(\beta_{a}+\beta_{b}\right)+2 d_{\omega}\left(\beta_{a} \beta_{b}+(-1)^{p} \kappa^{2}\right)} . \tag{3.4}
\end{equation*}
$$

where $d_{\omega} \equiv d / d \omega$ denotes the derivative with respect to angular frequency $\omega$. It is clear from the expression that $v_{g, 1,2}=0$ when $k_{1}=k_{2}=k_{e}$,i.e., exactly at the EPD. Next, we also show what happens near the EPD.

### 3.2.1 Codirectional Coupling

For the case of codirectional coupling, $p=1$, the EPD condition is simplified to $\beta_{a}-\beta_{b}=$ $\pm 2 i \kappa$. The EPD condition puts a constraint that the difference between the propagation constants of the uncoupled waves has to be purely imaginary in order to exhibit an EPD. Thus, we conclude that the EPD can never be obtained for any value of the coupling parameter $\kappa$ in the case of a lossless/gainless system. If we resort to a PT symmetry, as in Fig. 3.1 b , where the system has balanced gain and loss, we have $\beta_{a}=\beta_{0}+i \alpha$ and $\beta_{b}=\beta_{0}-i \alpha$, and an EPD is obtained when $\alpha=\kappa[21,22,23,81,57]$, and the degenerate wavenumber is $k_{e}=\beta_{0}$.

For this case, the two propagation constants of the coupled system in the vicinity of the EPD are $k_{1,2}=\beta_{0} \pm \sqrt{\kappa^{2}-\alpha^{2}}$ and their derivatives are $d_{\omega} k_{1,2}=d_{\omega} \beta_{0} \pm\left(2 \kappa d_{\omega} \kappa-2 \alpha d_{\omega} \alpha\right) /\left(k_{2}-k_{1}\right)$. This is also illustrated by determining the eigenvector of the degenerate eigenmode from (3.2) (for codirectional coupling case where $p=1$ ) as

$$
\begin{equation*}
\binom{A_{e}(z)}{B_{e}(z)}=\binom{1}{-i e^{-i \arg \left(\kappa_{a b}\right)}} e^{-i k_{e} z} \tag{3.5}
\end{equation*}
$$

and one finds that the total power carried by the degenerate eigenmode is $p_{t}(z)=\left|A_{e}(z)\right|^{2}-$ $\left|B_{e}(z)\right|^{2}=0$ vanishes, in agreement with the vanishing of the group velocity. In the vicinity of an EPD we have $k_{1} \approx k_{2}$ and by neglecting the $d_{\omega} \beta_{0}$, usually smaller than the other term, the group velocities of the two modes are $v_{g, 1,2} \approx \pm\left(k_{2}-k_{1}\right) /\left(2 \kappa d_{\omega} \kappa-2 \alpha d_{\omega} \alpha\right)$ when $\kappa>\kappa_{e}$, i.e., where the two eigenmodes are propagating with purely real wavenumbers. Therefore we conclude that near an EPD in a PT-symmetric guiding system, the two modes of the coupled system are phase-synchronized $\left(k_{1} \approx k_{2}\right)$, i.e., with almost identical phase velocity, but have opposite group velocity $\left(v_{g, 1} \approx-v_{g, 2}\right)$, which eventually results on having
a wave in the guiding structure with vanishing group velocity when the system is exactly at the EPD. As an example, for a system with PT symmetry where the uncoupled waveguides have, respectively, a growing wave with $\beta_{a}=100+10 i(1 / \mathrm{m})$ and an attenuating wave with $\beta_{b}=100-10 i(1 / \mathrm{m})$, an EPD is obtained when the coupling parameter is $\kappa=101 / \mathrm{m}$ as shown in Fig. 3.2a.

### 3.2.2 Contradirectional Coupling

We consider coupling between forward wave with wavenumber $\beta_{a}>0$ and $v_{g, a}>0\left(v_{g, a}=\right.$ $\left.d_{\omega} \beta_{a}\right)$ and backward wave with wavenumber $\beta_{b}>0$ and $v_{g, b}<0\left(v_{g, b}=d_{\omega} \beta_{b}\right)$. The two propagating waves carry power in opposite directions and therefore they exhibit contradirectional coupling, we use $p=2$ in Eq. (3.3). The EPD condition ( $k_{1}=k_{2}$ ) for this case is simplified to $\beta_{a}-\beta_{b}= \pm 2 \kappa$, which means that the difference between the propagation constants should be purely real to have an EPD, which is possible for a lossless/gainless system. Therefore, the EPD condition for this case is satisfied through the proper design of the coupling parameters, i.e, when $\kappa=\left|\beta_{a}-\beta_{b}\right| / 2$ (we recall that $\kappa$ was defined as purely real positive). This means that there are two possible EPD conditions, $\beta_{a}-\beta_{b}=2 \kappa$ and $\beta_{a}-\beta_{b}=-2 \kappa$, that may both occur when varying frequency. At those two frequencies one has $\beta_{a}>\beta_{b}$ and $\beta_{b}>\beta_{a}$, respectively. A more detailed discussion is provided later on when discussing the indirect bandgap.

In the vicinity of an EPD, the two propagation constants of the coupled system are given by Eq. (3.3), and the derivatives of the two wavenumbers with respect to the angular frequency are

$$
\begin{equation*}
d_{\omega} k_{1,2}=\frac{1}{2} d_{\omega}\left(\beta_{a}+\beta_{b}\right) \pm \frac{1}{2} \frac{\left(\beta_{a}-\beta_{b}\right) d_{\omega}\left(\beta_{a}-\beta_{b}\right)-2 \kappa d_{\omega} \kappa}{\left(k_{2}-k_{1}\right)} . \tag{3.6}
\end{equation*}
$$

When $\kappa<\kappa_{e}$, i.e., where the two eigenmodes are propagating with purely real wavenumbers, in the vicinity of an EPD we have $k_{1} \approx k_{2}$ and by neglecting the term $d_{\omega}\left(\beta_{a}+\beta_{b}\right)$ with respect to the second one, the group velocities of the two modes are

$$
\begin{equation*}
v_{g, 1,2} \approx \pm \frac{k_{2}-k_{1}}{\frac{1}{2}\left(\beta_{a}-\beta_{b}\right)\left(v_{g, a}^{-1}-v_{g, b}^{-1}\right)-2 \kappa d_{\omega} \kappa} . \tag{3.7}
\end{equation*}
$$

Therefore, we conclude that near an EPD, the coupled forward and backward waves are synchronized in phase, i.e., $k_{1} \approx k_{2}$ but have nearly opposite group velocity ( $v_{g, 1} \approx-v_{g, 2}$ ), which eventually results in having a wave in the guiding structure with vanishing group velocity when the system is exactly at an EPD.

This is also illustrated by determining the eigenvector of the degenerate eigenmode from (3.2) (for contradirectional coupling case where $p=2$ ) as

$$
\begin{equation*}
\binom{A_{e}(z)}{B_{e}(z)}=\binom{1}{-e^{-i \arg \left(\kappa_{a b}\right)}} e^{-i k_{e} z} \tag{3.8}
\end{equation*}
$$

and one finds that the total power carried by the degenerate eigenmode is $P_{t}(z)=\left|A_{e}(z)\right|^{2}-$ $\left|B_{e}(z)\right|^{2}=0$ vanishes, in agreement with the vanishing of the group velocity. At the EPD, the system matrix is not diagonalizable but rather similar to a $2 \times 2$ Jordan matrix. The fields in the two-waveguide system is represented using the degenerate and generalized eigenvectors as

$$
\begin{equation*}
\binom{A(z)}{B(z)}=\binom{1}{-e^{-i \arg \left(\kappa_{a b}\right)}}\left(u_{1}-j z u_{2}\right) e^{-i k_{e} z}+\binom{1}{i e^{-i \arg \left(\kappa_{a b}\right)} / \kappa_{e}} u_{2} e^{-i k_{e} z} . \tag{3.9}
\end{equation*}
$$

where $u_{1}$ and $u_{2}$ are proper coefficients that depend on the system excitation and boundary conditions.

The two waveguides with contradirectional coupling are schematically shown in Fig. 3.1c and the dispersion diagram is in Fig. 3.2 where we see a forward wave with $\beta_{a}=110(1 / \mathrm{m})$ and backward wave with $\beta_{b}=90(1 / \mathrm{m})$, and the EPD is obtained at $k=k_{e}=100(1 / \mathrm{m})$, where $\kappa_{e}=10(1 / \mathrm{m})$ as shown in Fig. 3.2b.

The contradirectional coupling case can be realized is in two possible scenarios: (i) two modes exist in two separate waveguides where the first waveguide supports a forward wave and the second waveguide supports a backward wave and the coupling is introduced by bringing them near each other; (ii) two modes exist in the same waveguide having periodicity where the one wave (e.g., the forward) has the fundamental Floquet harmonic equal to $\beta_{1}=\beta_{0}$ and the other wave (e.g., the backward) has its 1st harmonic Floquet harmonic equal to $\beta_{2}=-\beta_{0}+2 \pi / d$, where $d$ is the waveguide period, and the EPD is only possible at the band edge $\beta_{0}=\pi / d$. An example belonging to the first scenario, where the EPD is found in two coupled dielectric slab waveguides, is shown later on. The second scenario instead exists in conventional periodic waveguides and it is not further considered in this chapter.

We present an example of a guiding system that supports two waves carrying power in opposite directions and we show that it exhibits two EPDs. Consider the guiding system made of a Si substrate (supporting the forward wave) coupled to a Si grating waveguide as shown in Fig. 3.3a, with dimensions $w=p=h=70 \mathrm{~nm}$ and $d=140 \mathrm{~nm}$. Silicon is modeled with a refractive index $n_{\mathrm{Si}}=3.45$. We first show in Fig. 3.3b the dispersion of the two
wavenumbers $\beta_{a}^{\prime}$ and $\beta_{b}^{\prime}$ of the two uncoupled waveguides $(s \rightarrow \infty)$ as red dashed (uniform waveguide) and blue dashed (grating waveguide). The figure shows that the structures support a forward wave where the group velocity is positive $v_{g, a}^{\prime}=1 /\left(d_{\omega} \beta_{a}^{\prime}\right)>0$ and a backward wave where the group velocity is negative $v_{g, b}^{\prime}=1 /\left(d_{\omega} \beta_{b}^{\prime}\right)<0$. In the same Figure 3.3 b , we show the dispersion of the two wavenumbers $k_{1}$ and $k_{2}$ of the coupled guiding system, i.e., when the two waveguide are close to each other with a gap of $s=70 \mathrm{~nm}$. The dispersion show the existence of two EPDs associated to a wavenumber (momentum) displacement. The dispersion diagrams we show are for modes with electric field polarized in the $y$ direction. The dispersion diagrams have been found by using the finite element methodbased eigenmode solver implemented in CST Studio Suite, by numerically simulating only one unit cell of the structure. The proposed condition allows to locate the EPDs at band edges that are not necessarily at the center or at the edge of a Brillioum zone, without using loss and gain. It also shows the capability to engineer an indirect bandgap in these simple structures.

### 3.3 Indirect Bandgap in the Contradirectional case

In the contradirectional case where coupling occurs between a forward and backward wave, as in Fig. 3.1c, an indirect bandgap is possible and we show here how it is formed. Since in this case one wave is forward and one is backward, the uncoupled propagation constants $\beta_{a}^{\prime}$ and $\beta_{b}^{\prime}$ have opposite slopes as schematically shown in Fig. 3.4 (see also dashed blue and red curves in Fig. 3.3b), and an analogous trend is expected for the parameters $\beta_{a}$ and $\beta_{b}$ of the coupled system. By looking at the dispersion diagram shown in Fig. 3.4, the reddashed curve is the forward wave with wavenumber $\beta_{a}^{\prime}(\omega)$ and the blue-dashed curve is the backward wave with wavenumber $\beta_{b}^{\prime}(\omega)$. Assuming that the coupling it not so strong, one


Figure 3.3: Example of modal EPD of order 2 between a forward wave (phase and group velocities have the same direction) and backward wave (phase and group velocities have opposite directions). (a) Two coupled Si layers where the top one supports a forward wave (in red) while the bottom one is periodically corrugated to support a backward wave (positive phase velocity and negative group velocity, in blue). The red and blue arrows represent the direction of power flow. (b) Dispersion relation showing the propagating eigenmodes when the two waveguides are uncoupled (dashed) and when the are coupled (solid). The dispersion of modes in the coupled waveguides show the existence of two EPDs. The blue and red colors of the curves are related to the power flow directions. Note also that because two EPDs are found, an indirect bandgap is present between the upper and lower branches that can be designed ad-hoc. In the shown case we have $\Delta k_{e} \equiv k_{e 2}-k_{e 1}<0$.


Figure 3.4: Schematic of a dispersion diagram showing the indirect bandgap that results from two EPDs based on contradirectional coupling. The red-dashed line represents the wavenumber of the forward wave $\beta_{a}^{\prime}$ whereas the blue-dashed line the one of the backward wave $\beta_{b}^{\prime}$, when the waveguides are uncoupled. The coupling yields the two curves with two EPDs that are labeled as EPD1 and EPD2. The indirect bandgap width is $\Delta \omega_{I B}$. In the shown case $\Delta k_{e} \equiv k_{e 2}-k_{e 1}>0$.
may assume that $\beta_{a}(\omega) \approx \beta_{a}^{\prime}(\omega)$ and $\beta_{b}(\omega) \approx \beta_{b}^{\prime}(\omega)$, at least in trend, hence, in slope. The forward wave has positive slope, $v_{g, a}=d \omega / d \beta_{a}>0$, whereas the backward wave has negative slope $v_{g, b}=d \omega / d \beta_{b}<0$, and the dispersion curves for $\beta_{a}$ and $\beta_{b}$ versus frequency should intersect at some frequency $\left(\beta_{a}=\beta_{b}\right)$ because one wavenumber is increasing with frequency whereas the other is decreasing with frequency; an example with a grating is illustrated in Fig. 3.3b while a schematic is in Fig. 3.4. Let us approximate the dispersion curves locally, in the frequency range of interest, as straight lines, i.e., $\beta_{a}(\omega) \approx a+v_{g, a}^{-1} \omega$ and $\beta_{b}(\omega) \approx$ $b+v_{g, b}^{-1} \omega$, where now $v_{g, a}$ and $v_{g, b}$ are assumed to have the local fixed value. Furthermore, assuming, for simplicity, that $\kappa$ is constant within the frequency range of interest, one finds that EPDs occurs at two angular frequencies $\omega_{e 1}$ and $\omega_{e 2}$ such that $\beta_{a}\left(\omega_{e 1}\right)-\beta_{b}\left(\omega_{e 1}\right)=-2 \kappa$ and $\beta_{a}\left(\omega_{e 2}\right)-\beta_{b}\left(\omega_{e 2}\right)=2 \kappa$, where $\omega_{e 1}<\omega_{e 2}$. Subtracting the previous two conditions leads to the indirect bandgap determination

$$
\begin{equation*}
\Delta \omega_{I B} \equiv \omega_{e 2}-\omega_{e 1} \approx \frac{4 \kappa}{v_{g, a}^{-1}-v_{g, b}^{-1}} \tag{3.10}
\end{equation*}
$$

Note that $v_{g, a}^{-1}-v_{g, b}^{-1}>0$, hence $\Delta \omega_{I B}>0$. The bandgap width can be controlled by the slope of the two parameters $\beta_{a}$ and $\beta_{b}$; indeed, when $v_{g, a}^{-1} \approx-v_{g, b}^{-1}$, the denominator of (3.10) is small and the bandgap is very wide, viceversa, the bandgap is narrow when $v_{g, a}^{-1}$ is very different from $-v_{g, b}^{-1}$. If we consider the dispersion of the coupling term $\kappa$, a more complicated picture may arise that could be determined by the reasoning just provided.

The degenerate wavenumbers at the two EPDs are $k_{e, 1}=\left(\beta_{a}\left(\omega_{e 1}\right)+\beta_{b}\left(\omega_{e 1}\right)\right) / 2$ and $k_{e, 2}=$ $\left(\beta_{a}\left(\omega_{e 2}\right)+\beta_{b}\left(\omega_{e 2}\right)\right) / 2$. Using the linear approximation formulas for the wavenumbers $\beta_{a}(\omega)$ and $\beta_{a}(\omega)$, one finds that $k_{e 1} \approx\left[a+b+\left(v_{g, a}^{-1}+v_{g, b}^{-1}\right) \omega_{e 1}\right] / 2$ and $k_{e 2} \approx\left[a+b+\left(v_{g, a}^{-1}+v_{g, b}^{-1}\right) \omega_{e 2}\right] / 2$ . The difference between the two degenerate wavenumbers is

$$
\begin{equation*}
\Delta k_{e} \equiv k_{e 2}-k_{e 1} \approx \frac{v_{g, a}^{-1}+v_{g, b}^{-1}}{2} \Delta \omega_{I B} \tag{3.11}
\end{equation*}
$$

Therefore, it is necessary that $v_{g, a}^{-1}+v_{g, b}^{-1} \neq 0$ in order to have indirect bandgap. When $\left|v_{g, a}^{-1}\right|>\left|v_{g, b}^{-1}\right|$ we get $k_{e 2}>k_{e 1}$, hence $\Delta k_{e}>0$, i.e., the EPD that occurs at the smaller frequency $\omega_{e 1}$ occurs also at the smaller degenerate wavenumber $k_{e 1}$ and this condition is depicted in Fig. 3.4. When $\left|v_{g, a}^{-1}\right|<\left|v_{g, b}^{-1}\right|$, we get $k_{e 1}>k_{e 2}$, hence $\Delta k_{e}<0$, i.e., the EPD that occurs at the smaller frequency $\omega_{e 1}$ occurs at larger degenerate wavenumber $k_{e 1}$ and this condition is depicted in Fig. 3.3b. Indeed, by looking at Fig. 3.3b, one finds by naked eye that $\left|v_{g, a}\right|>\left|v_{g, b}\right|$, (absolute change with frequency of dashed red curve is higher than the one of the dashed blue one), therefore $\left|v_{g, a}^{-1}\right|<\left|v_{g, b}^{-1}\right|$ resulting in $k_{e 1}>k_{e 2}$ according to (3.11) and the EPD at lower frequency, around 420 THz , occurs at higher degenerate wavenumber of $k_{e 1}=0.972 \pi / d$.

### 3.4 Conclusion

We have demonstrated that EPDs are not only obtained in PT-symmetric waveguides but they are also obtained in two lossless and gainless waveguides when they support forward and backward waves that are properly coupled. We have shown a simple system that supports this condition made of a grating coupled to a dielectric layer. We have elaborated that the scheme discussed here exhibits a photonic indirect bandgap that can be controlled by changing the group velocities of the forward and backward modes along with the coupling coefficient. Two conditions may occur: the bandgap is associated either to a positive or negative momentum difference between the two energy levels. The finding in this chapter can be useful to design systems with EPDs whose use is of growing importance for enhancing light-matter interactions and nonlinear photonic phenomena.

## Chapter 4

## The Role of Parity Symmetry in the Occurrence of Exceptional Points of Degeneracy in Electromagnetic Waveguide

We show the relation between parity (P), i.e., mirror, and parity-time (PT) symmetries in periodic coupled waveguides and the possible occurrence of various orders of exceptional points of degeneracy (EPDs). We first consider the role of P symmetry on EPDs in waveguides that are lossless and gainless, like the stationary inflection point (SIP), degenerate band edge (DBE), and the sixth order EPD ( 6 DBE ), of respective degeneracy order of 3 , 4 and 6 . We use equivalent multi transmission line to model the periodic waveguides' electromagnetic modes. The following conclusions are derived analytically and numerically for waveguides that support $N$ modes in each direction (i.e., $2 N$ modes in total). In the case of even $N$, a periodic waveguide with P symmetry may exhibit EPDs of maximum order $N$. Hence, to obtain a full-order degeneracy (i.e., EPD of order $2 N$ ) P symmetry must be
broken. Whereas for odd $N$, a periodic waveguide with P symmetry may exhibit EPDs of maximum order $N+1$ and an EPD of order $N$ is not possible. We also demonstrate that PT symmetry (in contrast to P symmetry alone) does not prohibit the occurrence of a full order degeneracy in a system made of two coupled waveguides. We present two examples of coupled microstrip transmission lines. The first one is composed of two coupled microstrip TLs and we show that the occurrence of 4th order EPD (DBE) is only possible when the P symmetry is broken or when PT symmetry is introduced. The second example is composed of three coupled microstrip TLs and we show that by breaking P symmetry we enable the occurrence of EPDs as the SIP, which is an EPD of order three, and the 6DBE, which is an EPD of order six.

### 4.1 Motivation and State of the Art

Exceptional points of degeneracy (EPDs) are points in a system's parameters space where two or more eigenmodes coalesce into a single eigenmode [12, 13, 14, 15] (note that the term exceptional point (EP) was already used in Kato's book in 1966 [15]). Since the main physical feature of this phenomenon is the strong degeneracy of at least two eigenmodes [16], the letter " D " is added to EP, to form EPD. The dispersion relation of electromagnetic eigenmodes in a waveguide that exhibits an EPD with order $m$, where $m$ is the number of coalescing eigenmodes, has the behavior of $\left(\omega-\omega_{e}\right) \propto\left(k-k_{e}\right)^{m}$ in the vicinity of an EPD $\left(\omega_{e}, k_{e}\right)[42,43,44]$ (in those papers, the term EPD was not used, but the concept and the mathematics of an EPD was fully developed for guided waves). Here, $\omega$ and $k$ are the angular frequency and the wavenumber, respectively, and the EPD is denoted by the subscript $e$. Such dispersion behavior is accompanied by a severe reduction in group velocity of the waves propagating in those structures resulting in a giant increase in the loaded quality factor and the local density of states which is beneficial for various applications.

One of the simplest second-order EPDs is found in uniform (i.e., longitudinally invariant) waveguides at the modal cutoff frequency [34]. Second-order EPDs in the form of band edges also occur in lossless periodic waveguides and photonic crystals [35, 36, 37]. EPDs also occur in coupled waveguides by introducing parity-time (PT) symmetry [22, 38, 23, 39, 40, 41, 82] which implies using a balanced and symmetrical distribution of gain and loss. The occurrence of EPDs in coupled waveguides does not necessarily require a system to exactly satisfy the PT symmetry condition or to simultaneously have gain and loss in general [40, 41]. Furthermore, EPDs may occur in coupled waveguides that are lossless and gainless. For instance, different orders of EPD, especially the degenerate band edge (DBE) which is an EPD of order four in a lossless guiding medium, have been engineered in various types of periodic guiding structures in $[42,43,44,36,45,46,47,48,41,49]$. Pioneering work on EPDs of order two, three, and four, namely the regular band edge, the stationary inflection point (SIP), and the DBE, respectively, have been presented in $[35,42,43,44,50,36,51,52]$. The existence of SIP has been theoretically shown in microwave waveguides [53, 54, 55] and optical waveguides [47, 56, 6]. An experimental demonstration of the existence of the SIP (also called "frozen mode") at microwave frequencies, in reciprocal microstrip waveguides, has been provided in [55]. Experimental demonstrations of the existence of the DBE at microwave frequencies has been provided in both circular metallic waveguides with periodic loading [48] and in microstrip technology [41, 49]. The concepts we present in this chapter can be very beneficial to implement EPDs in realistic waveguides, conventionally used at microwave frequencies.

Applications of the SIP and DBE have been proposed in the area of solid state oscillators $[1,2,3]$, oscillators and amplifiers using electron beam devices [4, 5], delay lines [6], small antennas [7], pulse generators and compressors[8], high- $Q$ resonators, sensors, and lasers [9, 10, 11].

Symmetry in periodic waveguides plays an important role in the kind of modes that are
allowed to exist, and in the maximum order of EPD that can be obtained. In this chapter, we use theory and numerical examples to study how parity ( P ) symmetry in coupled waveguides determines the maximum orders of the EPDs that may occur. We show analytically that P symmetry, also called mirror symmetry, in waveguides, limits the maximum obtainable order of EPD. In contrast, we show that when adding time symmetry, i.e., using PT symmetry, in waveguides with loss and gain, the occurrence of full-order degeneracy is not prohibited. We use a transfer matrix formulation and we determine the properties that such matrices shall have to have full-order degeneracy. Some numerical examples involving microstrip lines are presented to verify the necessity for breaking P symmetry in order to achieve some EPD orders such as full order degeneracy. For CTLs with $N=3$, we show that SIP and the sixth order $\mathrm{DBE}(6 \mathrm{DBE})$, a full-order degeneracy, are both possible for the cases where P symmetry is broken.

### 4.2 Parity (Mirror) Symmetry

We consider a waveguide made of $N$ periodically-coupled transmission lines (CTLs), e.g., microstrip lines. The presented concepts are general and they apply to multimode waveguides with or without P symmetry that are represented in terms of multi-transmission lines. In the following, the term transmission line (TL) refers either to the equivalent modeling or to real waveguide structures that are analogous to transmission line (like microstrip lines).

We investigate two cases, when $N$ is even, as shown in Fig. 4.1 and when $N$ is odd, as shown in Fig. 4.2. The type of symmetry is determined by the operator under which the fields are invariant. The transverse P reflection (also called reflection or mirror) operator acting on the fields is defined as


Figure 4.1: (a) Periodic $N$ coupled TLs consisting of coupled and uncoupled sections, where $N$ is even. The structure consists of $N / 2$ TLs that exist at $x<0$ and other $N / 2$ TLs that exist at $x>0$. A multi TL structure has P symmetry when the TLs that exist at $x<0$ and the ones that exist at $x>0$ are mirrored to each other. (b) A $2 N$-port circuit network model for a unit-cell of the structure in (a).

$$
\begin{equation*}
P:(x, z) \rightarrow(-x, z) . \tag{4.1}
\end{equation*}
$$

When the P-reflection operator is applied to electromagnetic fields, it results in mirroring the fields around the plane of symmetry. In the following subsections, we study the relation between P symmetry in coupled waveguides and the maximum obtainable orders of EPDs for both the cases of even and odd $N$.

### 4.2.1 Even Number of Periodically-Coupled TLs

Figure 4.1a shows $N$ coupled-periodic TLs that may have P symmetry, where $N$ is even. We describe the wave propagation in the periodic coupled TLs shown in Fig. 4.1a by defining ports at the beginning and the end of each unit cell. A unit cell of the periodic structure is modeled using an equivalent $2 N$-port network as shown in Fig. 4.1b where voltages and
currents with negative indices are associated to TLs that exist at $x<0$ whereas voltages and currents with positive indices are associated to the TLs that exist at $x>0$.

For convenience, we define a state vector that describes the electromagnetic fields at the unit cell boundaries

$$
\boldsymbol{\Psi}=\left[\begin{array}{ll}
\boldsymbol{\Psi}_{\mathrm{U}}^{T}, & \boldsymbol{\Psi}_{\mathrm{L}}^{T} \tag{4.2}
\end{array}\right]^{T}
$$

where the subscripts U and L are designated for the upper $(x>0)$ and lower $(x<0)$ state vectors, respectively, and the superscript $T$ denotes the transpose operation. The upper and lower state vectors are defined as

$$
\begin{gather*}
\mathbf{\Psi}_{\mathrm{U}}=\left[\begin{array}{llll}
\mathbf{\Psi}_{1}^{T}, & \mathbf{\Psi}_{2}^{T}, & \cdots & \boldsymbol{\Psi}_{N / 2}^{T}
\end{array}\right]^{T}  \tag{4.3}\\
\mathbf{\Psi}_{\mathbf{L}}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{-1}^{T}, & \boldsymbol{\Psi}_{-2}^{T}, & \cdots & \boldsymbol{\Psi}_{-N / 2}^{T}
\end{array}\right]^{T}
\end{gather*}
$$

where $\boldsymbol{\Psi}_{n}=\left[\begin{array}{ll}V_{n}, & I_{n}\end{array}\right]^{T}$, with $n= \pm 1, \pm 2, \ldots, \pm N / 2$, is a two-dimensional column vector (with size $2 \times 1$ ) involving the voltage and the current of the $n^{\text {th }} \mathrm{TL}$ at the start of the unit cell as shown in Fig. 4.1. Note that the state vector $\Psi$ has $2 N$ components since each $\Psi_{n}$ is of dimension 2. Based on the equivalent circuit network shown in Fig. 4.1b, the relation between the output and input state vectors of a given unit cell are defined by the forward transfer matrix such as

$$
\begin{equation*}
\Psi^{\prime}=\mathbf{T} \Psi \tag{4.4}
\end{equation*}
$$

which is written in block matrix form as

$$
\left[\begin{array}{c}
\Psi_{\mathrm{U}}^{\prime}  \tag{4.5}\\
\boldsymbol{\Psi}_{\mathrm{L}}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\mathrm{T}_{\mathrm{UU}} & \mathrm{~T}_{\mathrm{UL}} \\
\mathrm{~T}_{\mathrm{LU}} & \mathrm{~T}_{\mathrm{LL}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\Psi}_{\mathrm{U}} \\
\boldsymbol{\Psi}_{\mathrm{L}}
\end{array}\right]
$$

Note that here $\mathbf{T}$ dentotes the transfer matrix, since this symbol is routinely used and we have used it in several of our prior publications. For time reflection we will use the symbol F. The prime symbol " " is used to refer to the state vector at the right end of the unit cell.

By applying the P-reflection operator defined in (4.1) to the state vectors describing electromagnetic fields expressed as in (4.3), we get

$$
\begin{equation*}
\mathcal{P}(\Psi)=\mathbf{P} \Psi, \mathcal{P}\left(\Psi^{\prime}\right)=\mathbf{P} \Psi^{\prime} \tag{4.6}
\end{equation*}
$$

where

$$
\mathbf{P}=\left[\begin{array}{ll}
\mathbf{0}_{N} & \mathbf{I}_{N}  \tag{4.7}\\
\mathbf{I}_{N} & \mathbf{0}_{N}
\end{array}\right]
$$

is the $2 N \times 2 N$ matrix that swaps the states in the upper and lower half space, where $\mathbf{I}_{N}$ and $\mathbf{0}_{N}$ are the $N \times N$ identity and zero matrices, respectively, hence $\mathbf{P} \Psi$ is a vector where the upper and lower fields of the waveguide in Fig. 4.1 are swapped. The P-reflection matrix is an involutory matrix [83] (Ch. 5), i.e.,

$$
\begin{equation*}
\mathbf{P}=\mathbf{P}^{-1} \tag{4.8}
\end{equation*}
$$

Applying the P-reflection operator to $\Psi^{\prime}=\mathbf{T} \Psi$ yields $\mathcal{P}\left(\Psi^{\prime}\right)=\mathcal{P}(\mathbf{T} \Psi)$ which in matrix notation is written as

$$
\begin{equation*}
\mathbf{P} \Psi^{\prime}=\mathbf{P T} \Psi \tag{4.9}
\end{equation*}
$$

For a waveguide with P symmetry, the propagation of the state vector transformed by the P-reflection operator is still described by the same transfer matrix $\mathbf{T}$, i.e, $\mathcal{P}\left(\Psi^{\prime}\right)=\mathbf{T} \mathcal{P}(\Psi)$, which, in matrix notation, is expanded as

$$
\begin{equation*}
\mathbf{P} \Psi^{\prime}=\mathbf{T P} \Psi \tag{4.10}
\end{equation*}
$$

By comparing (4.9) and (4.10), one finds that for structures with P symmetry, $\mathbf{T}$ and $\mathbf{P}$ commute, therefore, the unit-cell transfer matrix satisfies

$$
\begin{equation*}
\mathbf{T P}=\mathbf{P T} \tag{4.11}
\end{equation*}
$$

In other words, the block matrices that form the transfer matrix as in (4.5) satisfy $\mathbf{T}_{\mathrm{UU}}=\mathbf{T}_{\mathrm{LL}}$ and $\mathrm{T}_{\mathrm{UL}}=\mathrm{T}_{\mathrm{LU}}$.

It is beneficial to represent our system using even and odd modes to be able to interpret the
degeneracy of the modes. Hence, a new state vector based on such even and odd modes is given by

$$
\begin{equation*}
\mathbf{X}=\left[\left(\boldsymbol{\Psi}_{\mathrm{U}}+\boldsymbol{\Psi}_{\mathrm{L}}\right)^{T}, \quad\left(\mathbf{\Psi}_{\mathrm{U}}-\boldsymbol{\Psi}_{\mathrm{L}}\right)^{T}\right]^{T}=\mathbf{t} \boldsymbol{\Psi} \tag{4.12}
\end{equation*}
$$

where $\mathbf{t}$ is a transformation matrix given by

$$
\mathbf{t}=\left[\begin{array}{cc}
\mathbf{I}_{N} & \mathbf{I}_{N}  \tag{4.13}\\
\mathbf{I}_{N} & -\mathbf{I}_{N}
\end{array}\right]
$$

the matrix $\mathbf{t}$ is expressed in terms of the refection symmetry matrix as

$$
\begin{equation*}
\mathbf{t}=\mathbf{P}+\mathbf{Q} \tag{4.14}
\end{equation*}
$$

where

$$
\mathbf{Q}=\left[\begin{array}{cc}
\mathbf{I}_{N} & \mathbf{0}_{N}  \tag{4.15}\\
\mathbf{0}_{N} & -\mathbf{I}_{N}
\end{array}\right]
$$

and its inverse is

$$
\begin{equation*}
\mathbf{t}^{-1}=\frac{1}{2} \mathbf{t}=\frac{1}{2}(\mathbf{P}+\mathbf{Q}) . \tag{4.16}
\end{equation*}
$$

By using the even and odd mode bases in (4.5), we obtain $\mathbf{X}^{\prime}=\mathbf{T}_{\mathrm{X}} \mathbf{X}$, where $\mathbf{T}_{\mathrm{X}}=\mathbf{t} \mathbf{T t}^{-1}$. Using (4.16) and (4.14), one obtains

$$
\begin{equation*}
\mathbf{T}_{\mathrm{X}}=\frac{1}{2}(\mathbf{P T P}+\mathbf{P T Q}+\mathbf{Q T P}+\mathbf{Q T Q}) \tag{4.17}
\end{equation*}
$$

By adding and subtracting the terms $\mathbf{T}$ and $\mathbf{T P Q}$ to Eq. (4.17) we obtain

$$
\begin{equation*}
\mathbf{T}_{X}=\frac{1}{2}(\mathbf{P T P}+\mathbf{P T Q}+\mathbf{Q T P}+\mathbf{Q T Q})+\frac{1}{2}(\mathbf{T}-\mathbf{T})+\frac{1}{2}(\mathbf{T P Q}-\mathbf{T P Q}), \tag{4.18}
\end{equation*}
$$

which is then simplified to

$$
\begin{equation*}
\mathbf{T}_{X}=\frac{1}{2}(\mathbf{T}+\mathbf{T P Q}+\mathbf{Q T P}+\mathbf{Q T Q})+\frac{1}{2}(\mathbf{P} \mathbf{T}-\mathbf{T P})(\mathbf{P}+\mathbf{Q}) \tag{4.19}
\end{equation*}
$$

By calculating the first term of the latter equation, $\mathbf{T}_{\mathrm{X}}$ reads as

$$
\mathbf{T}_{\mathrm{X}}=\left[\begin{array}{cc}
\mathbf{T}_{\mathrm{UU}}+\mathbf{T}_{\mathrm{UL}} & \mathbf{0}_{N}  \tag{4.20}\\
\mathbf{0}_{N} & \mathbf{T}_{\mathrm{LL}}-\mathbf{T}_{\mathrm{LU}}
\end{array}\right]+\frac{1}{2}(\mathbf{P} \mathbf{T}-\mathbf{T P})(\mathbf{P}+\mathbf{Q}) .
$$

We recall that for waveguides with $\mathbf{P}$ symmetry the matrices $\mathbf{T}$ and $\mathbf{P}$ are always commutative, therefore the last term in (4.20) vanishes. This yields that the transmission matrix $\mathbf{T}_{\mathrm{X}}$ in (4.20) is a block diagonal matrix, made of four blocks of size $N \times N$. Under P symmetry,
clearly, the eigevectors associated to the bock $\mathbf{T}_{\mathrm{UU}}+\mathbf{T}_{\mathrm{UL}}$ cannot mix with those of the block $\mathbf{T}_{\mathrm{LL}}-\mathbf{T}_{\mathrm{LU}}$. This implies that there is no coupling between even and odd modes due to the introduced P symmetry and the system is described using

$$
\begin{align*}
& {\left[\boldsymbol{\Psi}_{\mathrm{U}}^{\prime}+\boldsymbol{\Psi}_{\mathrm{L}}^{\prime}\right]=\left[\mathbf{T}_{\mathrm{UU}}+\mathbf{T}_{\mathrm{UL}}\right]\left[\boldsymbol{\Psi}_{\mathrm{U}}+\boldsymbol{\Psi}_{\mathrm{L}}\right],}  \tag{4.21}\\
& {\left[\boldsymbol{\Psi}_{\mathrm{U}}^{\prime}-\boldsymbol{\Psi}_{\mathrm{L}}^{\prime}\right]=\left[\mathbf{T}_{\mathrm{LL}}-\mathbf{T}_{\mathrm{LU}}\right]\left[\boldsymbol{\Psi}_{\mathrm{U}}-\boldsymbol{\Psi}_{\mathrm{L}}\right] .}
\end{align*}
$$

Therefore, we conclude that when the waveguide exhibits P symmetry, the maximum order of EPD which can be obtained is $N$ because to have a higher order we need more than $N$ modes to be coupled.

As an important explanatory case, we apply these concepts to the case of $N=2$, which is the one considered in [48, 41, 49], where the authors had to break the P symmetry in their proposed geometries without demonstrating that it was necessary to achieve a DBE. The above conclusions imply two periodically-coupled TLs with P symmetry cannot have a DBE, and only the second order EPD (i.e., an RBE) is possible to exist. The DBE may exist in two coupled TLs only if P symmetry is broken.

### 4.2.2 Odd Number of Periodically-Coupled TLs

In this section, we consider the other case when $N$ is odd, with a waveguide example shown in Fig. 4.2a. The state vector is conveniently defined as

$$
\boldsymbol{\Psi}=\left[\begin{array}{ll}
\boldsymbol{\Psi}_{\mathrm{U}}^{T}, & \boldsymbol{\Psi}_{0}^{T},  \tag{4.22}\\
\boldsymbol{\Psi}_{\mathrm{L}}^{T}
\end{array}\right]^{T}
$$



Figure 4.2: (a) Periodically coupled $N$ TLs, consisting of coupled and uncoupled sections, where the number of TLs is odd. (b) A 2N-port circuit network model for a unit-cell of structure in (a).
where

$$
\begin{gather*}
\mathbf{\Psi}_{\mathrm{U}}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{1}^{T}, & \mathbf{\Psi}_{2}^{T}, & \cdots & \boldsymbol{\Psi}_{(N-1) / 2}^{T}
\end{array}\right]^{T}  \tag{4.23}\\
\mathbf{\Psi}_{\mathrm{L}}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{-1}^{T}, & \boldsymbol{\Psi}_{-2}^{T}, & \cdots & \boldsymbol{\Psi}_{-(N-1) / 2}^{T}
\end{array}\right]^{T}
\end{gather*}
$$

where the subscript 0 refers to the mode guided by the central TL in Fig. 4.2a. We assume that the central TL supports only a single mode in each direction, characterized by $\boldsymbol{\Psi}_{0}$, which is a two-dimensional column vector.

The relation between the output $\boldsymbol{\Psi}^{\prime}$ and input $\boldsymbol{\Psi}$ state vectors of each unit cell is given in term of the unit-cell transfer matrix as $\boldsymbol{\Psi}^{\prime}=\mathbf{T} \boldsymbol{\Psi}$, which is expanded as

$$
\left[\begin{array}{c}
\boldsymbol{\Psi}_{\mathrm{U}}^{\prime}  \tag{4.24}\\
\boldsymbol{\Psi}_{0}^{\prime} \\
\boldsymbol{\Psi}_{\mathrm{L}}^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\mathbf{T}_{\mathrm{UU}} & \mathbf{T}_{\mathrm{U} 0} & \mathbf{T}_{\mathrm{UL}} \\
\mathbf{T}_{0 \mathrm{U}} & \mathbf{T}_{00} & \mathbf{T}_{0 \mathrm{~L}} \\
\mathbf{T}_{\mathrm{LU}} & \mathbf{T}_{\mathrm{L} 0} & \mathbf{T}_{\mathrm{LL}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\Psi}_{\mathrm{U}} \\
\boldsymbol{\Psi}_{0} \\
\boldsymbol{\Psi}_{\mathrm{L}}
\end{array}\right]
$$

where all four corner blocks have dimensions $(N-1) \times(N-1)$, and the center block $\mathbf{T}_{00}$
that has $2 \times 2$ dimensions. Similarly to the even case, the waveguide's fields are represented in terms of even and odd modes as

$$
\begin{equation*}
\mathbf{X}=\left[\left(\mathbf{\Psi}_{\mathrm{U}}+\boldsymbol{\Psi}_{\mathrm{L}}\right)^{T}, \quad \mathbf{\Psi}_{0}^{T}, \quad\left(\mathbf{\Psi}_{\mathrm{U}}-\boldsymbol{\Psi}_{\mathrm{L}}\right)^{T}\right]^{T}=\mathbf{t} \Psi \tag{4.25}
\end{equation*}
$$

where

$$
\mathbf{t}=\left[\begin{array}{ccc}
\mathbf{I}_{N-1} & \mathbf{0}_{(N-1) \times 2} & \mathbf{I}_{N-1}  \tag{4.26}\\
\mathbf{0}_{2 \times(N-1)} & \mathbf{I}_{2} & \mathbf{0}_{2 \times(N-1)} \\
\mathbf{I}_{N-1} & \mathbf{0}_{(N-1) \times 2} & -\mathbf{I}_{N-1}
\end{array}\right]
$$

Also, the transformation matrix $\mathbf{t}$ is written as (4.14), i.e., $\mathbf{t}=\mathbf{P}+\mathbf{Q}$, where the matrices $\mathbf{P}$ and $\mathbf{Q}$ in the odd case are

$$
\begin{align*}
& \mathbf{P}=\left[\begin{array}{ccc}
\mathbf{0}_{N-1} & \mathbf{0}_{(N-1) \times 2} & \mathbf{I}_{(N-1)} \\
\mathbf{0}_{2 \times(N-1)} & \mathbf{I}_{2} & \mathbf{0}_{2 \times(N-1)} \\
\mathbf{I}_{(N-1)} & \mathbf{0}_{(N-1) \times 2} & \mathbf{0}_{N-1}
\end{array}\right], \\
& \mathbf{Q}=\left[\begin{array}{ccc}
\mathbf{I}_{N-1} & \mathbf{0}_{(N-1) \times 2} & \mathbf{0}_{N-1} \\
\mathbf{0}_{2 \times(N-1)} & \mathbf{0}_{2} & \mathbf{0}_{2 \times(N-1)} \\
\mathbf{0}_{N-1} & \mathbf{0}_{(N-1) \times 2} & -\mathbf{I}_{N-1}
\end{array}\right] . \tag{4.27}
\end{align*}
$$

The inverse of the matrix $\mathbf{t}$ is expressed as

$$
\begin{equation*}
\mathbf{t}^{-1}=\frac{1}{2}(\mathbf{P}+\mathbf{Q}+\mathbf{W}) \tag{4.28}
\end{equation*}
$$

where

$$
\mathbf{W}=\left[\begin{array}{ccc}
\mathbf{0}_{N-1} & \mathbf{0}_{(N-1) \times 2} & \mathbf{0}_{N-1}  \tag{4.29}\\
\mathbf{0}_{2 \times(N-1)} & \mathbf{I}_{2} & \mathbf{0}_{2 \times(N-1)} \\
\mathbf{0}_{N-1} & \mathbf{0}_{(N-1) \times 2} & \mathbf{0}_{N-1}
\end{array}\right]
$$

By applying the even and odd modes basis transformation to the system description in (4.24), we obtain $\mathbf{X}^{\prime}=\mathbf{T}_{\mathbf{X}} \mathbf{X}$, where $\mathbf{T}_{\mathbf{X}}=\mathbf{t} \mathbf{T t}^{-1}$. Using the property in (4.28), it is found that $\mathbf{T}_{\mathbf{X}}=\frac{1}{2}(\mathbf{P}+\mathbf{Q}) \mathbf{T}(\mathbf{R}+\mathbf{Q}+\mathbf{W})$. After some mathematical manipulation, by adding and subtracting same extra terms $\mathbf{T}$ and $\mathbf{Q P T}$, we obtain

$$
\begin{equation*}
\mathbf{T}_{\mathrm{X}}=\frac{1}{2}\left(\mathbf{T}+\mathbf{P T Q}+\mathbf{Q T Q}+\mathbf{Q P T}+\frac{1}{2}(\mathbf{P}+\mathbf{Q}) \mathbf{T W}\right)+\frac{1}{2}(\mathbf{Q}+\mathbf{P})(\mathbf{T P}-\mathbf{P T}), \tag{4.30}
\end{equation*}
$$

The transfer matrix $\mathbf{T}_{\mathrm{X}}$ is finally put in the following convenient form

$$
\mathbf{T}_{\mathrm{X}}=\left[\begin{array}{ccc}
\mathbf{T}_{\mathrm{UU}}+\mathbf{T}_{\mathrm{LU}} & \mathbf{T}_{\mathrm{U} 0}+\mathbf{T}_{\mathrm{L} 0} & \mathbf{0}_{N-1}  \tag{4.31}\\
\mathbf{T}_{0 \mathrm{U}} & \mathbf{T}_{00} & \mathbf{0}_{2 \times(N-1)} \\
\mathbf{0}_{N-1} & \mathbf{0}_{(N-1) \times 2} & \mathbf{T}_{\mathrm{LL}}-\mathbf{T}_{\mathrm{LU}}
\end{array}\right]+\frac{1}{2}(\mathbf{Q}+\mathbf{P})(\mathbf{T P}-\mathbf{P T})
$$

For CTLs with P symmetry, one has $\mathbf{P T}=\mathbf{T P}$ (i.e., the two matrices $\mathbf{T}$ and $\mathbf{P}$ commute),
and therefore the last term in (4.31) vanishes. In this case, the transmission matrix is seen as a block matrix with blocks

$$
\begin{gather*}
\mathbf{T}_{\mathrm{X}}=\left[\begin{array}{cc}
{\left[\mathbf{T}_{\mathrm{E}}\right]_{(N+1) \times(N+1)}} & {[\mathbf{0}]_{(N+1) \times(\mathrm{N}-1)}} \\
{[\mathbf{0}]_{(N-1) \times(\mathrm{N}+1)}} & {\left[\mathbf{T}_{\mathrm{O}}\right]_{(N-1) \times(N-1)}}
\end{array}\right], \\
\mathbf{T}_{\mathrm{E}}=\left[\begin{array}{cc}
\mathbf{T}_{\mathrm{UU}}+\mathbf{T}_{\mathrm{LU}} & \mathbf{T}_{\mathrm{U} 0}+\mathbf{T}_{\mathrm{L} 0} \\
\mathbf{T}_{0 \mathrm{U}} & \mathbf{T}_{00}
\end{array}\right]  \tag{4.32}\\
\mathbf{T}_{\mathrm{O}}=\mathbf{T}_{\mathrm{LL}}-\mathbf{T}_{\mathbf{L U}}
\end{gather*}
$$

Therefore, with reflection symmetry, the matrix $\mathbf{T}_{\mathrm{X}}$ has two diagonal blocks: $\mathbf{T}_{\mathrm{E}}$ with dimension $(N+1) \times(N+1)$ and $\mathbf{T}_{\mathrm{O}}$ with dimension $(N-1) \times(N-1)$, and the modes associated to these two distinct blocks cannot be mixed to create a degeneracy because the cross diagonal blocks of $\mathbf{T}_{\mathrm{X}}$ are full of zeros. In other words, the $N+1$ even modes and the 2 modes at the central TL are decoupled from the $N-1$ odd modes. Using this decomposition, the full system is equivalently described using the two subsystems:

$$
\begin{align*}
{\left[\begin{array}{c}
\Psi_{\mathrm{U}}^{\prime}+\Psi_{\mathrm{L}}^{\prime} \\
\Psi_{0}^{\prime}
\end{array}\right] } & =\mathrm{T}_{\mathrm{E}}\left[\begin{array}{c}
\boldsymbol{\Psi}_{\mathrm{U}}+\Psi_{\mathrm{L}} \\
\boldsymbol{\Psi}_{0}
\end{array}\right]  \tag{4.33}\\
{\left[\Psi_{\mathrm{U}}^{\prime}-\Psi_{\mathrm{L}}^{\prime}\right] } & =\mathbf{T}_{\mathrm{O}}\left[\boldsymbol{\Psi}_{\mathrm{U}}-\mathbf{\Psi}_{\mathrm{L}}\right]
\end{align*}
$$

This means that the maximum order of allowed EPD is $(N-1)+2=N+1$ (which is the dimension of the larger block $\mathbf{T}_{\mathrm{E}}$ ).

Furthermore, we also derive another important property: that an EPD of order $N$ cannot be obtained due to reciprocity because $\operatorname{det}\left(\mathrm{T}_{\mathrm{E}}\right)=1$, hence the eigenvalues of the matrix $\mathbf{T}_{\mathrm{E}}$ are in pair form, i.e., both $\lambda$ and $1 / \lambda$ are eigenvalues (or equivalently, both $k$ and $-k$ are wavenumbers). Indeed, the existence of an EPD of order $N$ requires the system to have $N$ coalescing modes paired by the other $N$ reciprocal modes, as spectrum of the the system matrix of dimension $2 N \times 2 N$, however, the block $\mathbf{T}_{\mathrm{E}}$ can lead to only $(N+1) / 2$ modes coalescing at $k$ paired by the reciprocal $(N+1) / 2$ modes coalescing at $-k$. The $\mathbf{T}_{\mathrm{O}}$ block describing the waves with odd distribution, can provide a maximum degeneracy of order $N-1$.

Let us consider now an important example of a waveguide made of three coupled TLs $(N=3)$ with P symmetry. It may exhibit EPDs of order 2 and 4, and based on the discussion above, but it can never exhibit EPDs of order 3 and 6 . Indeed in [55, 47] the SIP was obtained in structures that do not have P symmetry; the geometry presented in [55] has glide symmetry whereas the one presented in [47] does not possess any kind of symmetry in the traverse direction. Furthermore, based on the shown analysis, using $N=3$ CTLs, it is possible to obtain a DBE degenerate eigenmode (order $N+1=4$ ), and this degenerate eigenmode has a voltage and current distribution in the transverse direction that is even symmetric. Still referring to the $N=3$ case, we also conclude that from the $\mathbf{T}_{\mathrm{O}}$ block describing the waves with odd distribution, the maximum degeneracy involving an odd voltage and current distribution is $N-1=2$. Of course, also the block $\mathbf{T}_{\mathrm{E}}$ describing the even wave distribution can provide a degeneracy of order 2 .

For P-symmetric structures, the reduction of the evolution equations to the forms in Eq (4.31) and Eq. (4.32) can alternatively be found by introducing perfect electric conductor (PEC) and perfect magnetic conductor (PMC) walls at the symmetry plane.

### 4.3 Parity-Time (PT) Symmetry

Here, we investigate whether PT symmetry enables or not the existence of a full-order EPD. For sake of simplicity, we just focus on the case with $N=2$, in analogy to the example in Fig. 4.5. The PT operator involves P-reflection and time reversal [17], as

$$
\begin{equation*}
P T:(t, x, z) \rightarrow(-t,-x, z) . \tag{4.34}
\end{equation*}
$$

The P-reflection operator was already discussed in the previous section together with its associated matrix $\mathbf{P}$ which is used to flip the state vector upside down. The time reversal operator involves complex conjugate operation in addition to flipping the direction of the current flow [20]. By applying the PT operator in (4.34) to the state vectors (4.2), we get

$$
\begin{equation*}
\mathcal{P} \mathcal{T}(\Psi)=\mathbf{P F} \Psi^{*}, \tag{4.35}
\end{equation*}
$$

where * denotes the complex conjugate operation that swap $j$ with $-j$, and

$$
\mathbf{F}=\left[\begin{array}{cc}
\mathbf{f} & 0  \tag{4.36}\\
0 & \mathbf{f}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]
$$

is the matrix that flips the direction of all the current elements in the state vector (4.2) [20].

Applying PT operator to $\Psi^{\prime}=\mathbf{T} \Psi$ yields $\mathcal{P} \mathcal{T}\left(\Psi^{\prime}\right)=\mathcal{P} \mathcal{T}(\mathbf{T} \Psi)$, which is written in matrix notation as

$$
\begin{equation*}
\mathbf{P F} \Psi^{\prime *}=\mathbf{P F T}^{*} \mathbf{\Psi}^{*} \tag{4.37}
\end{equation*}
$$

For a PT-symmetric structure, the propagation of the state vector transformed by the PT operator is still described by the same transfer matrix $\mathbf{T}$, i.e, $\mathcal{P} \mathcal{T}\left(\Psi^{\prime}\right)=\mathbf{T} \mathcal{P} \mathcal{T}(\Psi)$, which in matrix notation is expanded as

$$
\begin{equation*}
\mathbf{P F} \Psi^{\prime *}=\mathbf{P F} \Psi^{*} . \tag{4.38}
\end{equation*}
$$

By comparing (4.37) and (4.38), one finds that for structures with PT symmetry, the unit-cell transfer matrix satisfies
$\mathrm{TPF}=\mathrm{PFT}^{*}$.

Assuming that there exist an eigenstate with eigenvalue $\lambda_{n}$ and eigenvector $\boldsymbol{\Psi}_{n}$ such that

$$
\begin{equation*}
\mathbf{T} \boldsymbol{\Psi}_{n}=\lambda_{n} \boldsymbol{\Psi}_{n} \tag{4.40}
\end{equation*}
$$

one can find that there exist another eigenstate with eigenvalue $\lambda_{n}^{*}$ and eigenvector $\mathcal{P} \mathcal{T}\left(\mathbf{\Psi}_{n}\right)$
when the structure is PT symmetric. To prove this, we apply the complex conjugate to (4.40) and then, after left multiplying by $\mathbf{P F}$, we get $\mathbf{P F T}^{*} \boldsymbol{\Psi}_{n}^{*}=\lambda_{n}^{*} \mathbf{P F} \boldsymbol{\Psi}_{n}^{*}$ which is yet simplified using (4.39) to

$$
\begin{equation*}
\mathbf{T} \mathcal{P} \mathcal{T}\left(\mathbf{\Psi}_{n}\right)=\lambda_{n}^{*} \mathcal{P} \mathcal{T}\left(\mathbf{\Psi}_{n}\right) \tag{4.41}
\end{equation*}
$$

Therefore, the four eigenvectors for a PT-symmetric structure made of two CTLs is cast in the form

From (4.42) on finds that the necessary and sufficient conditions that are required such that the four eigenvectors coalesce, i.e, an EPD of fourth order is formed, are

$$
\begin{align*}
& \boldsymbol{\Psi}_{\mathrm{U} 1}=\boldsymbol{\Psi}_{\mathrm{U} 2}, \quad \boldsymbol{\Psi}_{\mathrm{L} 1}=\boldsymbol{\Psi}_{\mathrm{L} 2},  \tag{4.43}\\
& \Psi_{\mathrm{U} 1}=\mathbf{f} \Psi_{\mathrm{L} 1}^{*}, \quad \Psi_{\mathrm{U} 2}=\mathbf{f} \Psi_{\mathrm{L} 2}^{*} .
\end{align*}
$$

Therefore, we conclude that there is nothing that prohibits the existence of full-order EPD (i.e., an EPD or order 4) in a PT-symmetric structure made by two coupled waveguides. Indeed, we will show numerically a case of a forth order EPD in a two coupled TLs with PT symmetry.

We now find the constraints on the transfer matrix for two CTLs that are PT symmetric. The commutative property $\mathbf{T P T}=\mathbf{P F T}^{*}$ implies that the transfer matrix is represented using a reduced set of parameters as

$$
\mathbf{T}=\left[\begin{array}{cccc}
T_{11} & T_{12} & T_{13} & T_{14}  \tag{4.44}\\
T_{21} & T_{22} & T_{23} & T_{24} \\
T_{13}^{*} & -T_{14}^{*} & T_{11} & -T_{21}^{*} \\
-T_{23}^{*} & T_{24}^{*} & -T_{21}^{*} & T_{22}^{*}
\end{array}\right]
$$

The eigenvalues are found by solving $P(\lambda)=\operatorname{det}(\mathbf{T}-\lambda \mathbf{I})=0$ which is a polynomial equation of order 4. A fourth order EPD conditions at a given angular frequncy $\omega$ is found by enforcing that the polynomial is equal either to $P(\lambda)=(\lambda-1)^{4}$ or to $P(\lambda)=(\lambda+1)^{4}$, depending on the degenerate eigenvalue that is either $\lambda=\exp (-j k d)=1$ or $\lambda=\exp (-j k d)=-1$ (this two conditions lead to a wavenumber either at $k=0$ or at $k=\pi / d$ in the first Brillouin zone). As a result, the necessary conditions that a fourth order EPD occurrs at a given angular frequncy $\omega$, are

$$
\begin{gather*}
\operatorname{Re}\left(T_{11}+T_{22}\right)= \pm 2  \tag{4.45}\\
\left|T_{11}+T_{22}\right|^{2}+2 \operatorname{Re}\left(T_{14} T_{23}^{*}\right)-\left|T_{13}\right|^{2}-\left|T_{24}\right|^{2}=4
\end{gather*}
$$

There are a lot of degrees of freedom to realize a fourth order EPD, where 6 parameters should be selected just to satisfy the 2 conditions in (4.45). In the next section, we present one example to demonstrate that indeed PT symmetry does not prohibit full order degeneracy.

### 4.4 Results and Discussion

In the following examples, waveguides are made of microstrip lines over a grounded dielectric substrate with a dielectric constant $\varepsilon_{r}=2.2$ and height $H=1.575 \mathrm{~mm}$. All metals are assumed to be perfect conductors. The width of each microstrip line is chosen to be $w=5$ mm , which corresponds to a 50 Ohm characteristic impedance for each TL (when uncoupled). For simplicity, the TLs are assumed to have a fixed gap of $s=0.5 \mathrm{~mm}$ in the coupled sections in all the following examples. All the periodic structures under study have a period $d=40$ mm , and the rest of the dimensions are left for optimization and investigation. The microstrip lines are made of cascaded coupled and uncoupled sections. We build the transfer matrix of a unit cell by cascading the transfer matrices of different uniform sections of coupled and uncoupled microstrip TLs using parameters (characteristic impedances and phase velocities) that are calculated using the analytic formulas in [84, 85], based on quasistatic models.

We consider two cases: CTLs with $N=2$ (even) and $N=3$ (odd). In the examples, P symmetry is broken by changing one dimension in the TLs that exist at $x<0$ with respect to the ones at $x>0$ as we will show later for the case of two CTL $(N=2)$ and three CTL $(N=3)$. The P symmetry is also broken by adding time symmetry when losses and gain are present, as we will show later on for the case of two CTL $(N=2)$.

To assess the presence of an EPD, we use the concept of coalescence parameter, that represents the "distance" between vectors in a multidimensional space. We calculate the angle between two eigenvectors $\boldsymbol{\Psi}_{n}$ and $\boldsymbol{\Psi}_{m}$ as

$$
\begin{equation*}
\cos \left(\theta_{m n}\right)=\frac{\left|\left\langle\boldsymbol{\Psi}_{n}, \boldsymbol{\Psi}_{m}\right\rangle\right|}{\left\|\boldsymbol{\Psi}_{n}\right\|\left\|\boldsymbol{\Psi}_{m}\right\|} \tag{4.46}
\end{equation*}
$$

where the inner product is defined as $\left\langle\mathbf{\Psi}_{n}, \boldsymbol{\Psi}_{m}\right\rangle=\boldsymbol{\Psi}_{n}^{\dagger} \boldsymbol{\Psi}_{m}$, with the dagger symbol $\dagger$ repre-
senting the complex conjugate transpose operation, and $\left\|\Psi_{n}\right\|$ and $\left\|\Psi_{m}\right\|$ denote the norms of the vectors.

In the even $N=2$ case, to observe the occurrence of a DBE (degeneracy of order 4), the coalescence parameter is defined to assess the coalescence of all of the system four eigenvectors as

$$
\begin{equation*}
C_{\mathrm{DBE}}=\frac{1}{6} \sum_{\substack{m=1, n=2 \\ n>m}}^{4}\left|\sin \left(\theta_{m n}\right)\right| . \tag{4.47}
\end{equation*}
$$

In the odd $N=3$ case, to observe the occurrence of an SIP (degeneracy of order 3) the coalescence parameters is defined to assess the coalescence of the three eigenvectors with positive wavenumber as

$$
\begin{equation*}
C_{\mathrm{SIP}}=\frac{1}{3} \sum_{\substack{m=1, n=2 \\ n>m}}^{3}\left|\sin \left(\theta_{m n}\right)\right|, \tag{4.48}
\end{equation*}
$$

Still for the odd $N=3$ case, to observe the occurrence a 6 DBE (degeneracy of order 6), the coalescence parameters is defined to assess the coalescence of all the eigenvectors as

$$
\begin{equation*}
C_{6 \mathrm{DBE}}=\frac{1}{15} \sum_{\substack{m=1, n=2 \\ n>m}}^{6}\left|\sin \left(\theta_{m n}\right)\right| \tag{4.49}
\end{equation*}
$$

In the following, we demonstrate using numerical examples that P symmetry should be
broken for CTLs with $N=2$ to enable the existence of full-order degeneracy (i.e., a fourth order one) which is called DBE, when waveguides are lossless and gainless. For CTLs with $N=3$, we show that SIP and 6 DBE (full-order degeneracy) are both possible for the cases where P symmetry is broken.

### 4.4.1 Two Periodically Coupled TLs Exhibiting 4th Order EPD

## Breaking Parity Symmetry Leads to a DBE

We study here CTLs transmission lines consisting of periodically coupled and uncoupled sections as shown in Fig. 4.3a. The upper and lower TLs are identical except for the heights of the vertical TLs. P symmetry can be introduced to the structure by enforcing the same heights of the vertical TLs $h_{1}=h_{2}$. For every combination of $h_{1}$ and $h_{2}$ we optimize the frequency to get the best point that is close to a DBE (i.e., full-order degeneracy for $N=2$ ) by checking the coalescence parameter $C_{\mathrm{DBE}}$ of 4 eigenvectors. This concept was developed in [41] for a fourth order degeneracy (DBE) and was used also in [55] for a third order degeneracy (SIP). The coalescence parameter is a figure of merit to measure how close a system is to an ideal degeneracy condition, where small values indicates how well the eigenvectors of the structure are close to each other, with $C_{\mathrm{DBE}}=0$ being the exact coalescence. Figure 4.3b depicts the minimum coalescence parameter that could be obtained by sweeping the frequency through every combination of $h_{1}$ and $h_{2}$. The figure shows that a coalescence parameter of $C_{\mathrm{DBE}}=0$ is observed when the relation between $h_{1}$ and $h_{2}$ is the following $\left|h_{1}-h_{2}\right| \approx 2 \mathrm{~mm}$. Therefore, it is clear that for this particular case, breaking the P symmetry is crucial to having high-order EPD which is DBE for this case. Also, the figure shows that the P symmetry situation represented by the line $h_{1}=h_{2}$ (denoted by the dashed red line in Fig. 4.3b) never satisfy the condition to have a vanishing coalescence parameter $C_{\text {DBE }}$ for a DBE to occur.


Figure 4.3: (a) Two periodically coupled TLs (i.e., $N=2$ ) without gain and loss where P symmetry and its breaking are controlled by the two dimensions $h_{1}$ and $h_{2}$. The structure has P symmetry when $h_{1}=h_{2}$. (b) Colored map showing coalescence parameter $C_{\text {DBE }}$ versus dimensions $h_{1}$ and $h_{2}$. The DBE occurs when $C_{\text {DBE }}=0$. The dark blue zones show the relation between $h_{1}$ and $h_{2}$ that results in a DBE in the dispersion relation of the structure.

Figure 4.4 shows the dispersion diagrams for three different combinations of $h_{1}$ and $h_{2}$. Figure 4.4 b depicts how the dispersion diagram would look for P-symmetric structure that does not exhibit high-order EPD, whereas, breaking the P symmetry is necessary to have DBE as shown in Fig. 4.4a and Fig.4.4c. Note that the frequency where there is a DBE for the P -symmetry broken cases is not fixed.

## Fourth Order EPD in Waveguides with PT-Symmetry

We study here PT-symmetric CTLs transmission lines consisting of uncoupled TL sections (assumed to be very far away form each other) and the coupling is introduced using discrete capacitors with $C=5 \mathrm{pF}$ that are periodically connected between the two TLs as shown in


Figure 4.4: Results for two periodically coupled TLs (i.e., $N=2$ ) without gain and loss. Dispersion relation showing the real part of wavenumber and coalescence parameter versus frequency when: (a) and (c) P symmetry is broken and EPD condition is satisfied and (b) when the structure has P symmetry where the condition of high-order EPD can never be satisfied.


Figure 4.5: (a) Two periodically coupled TLs (i.e., $N=2$ ) with loss and gain that are PT symmetric. (b) Modal dispersion showing the real part of the four wavenumbers and the coalescence parameter (4.47) versus frequency. The figure shows that PT symmetry does not prohibit full order degeneracy (that is of order 4 here), contrarily to P symmetry alone that prohibits the occurrence of a fourth order EPDes.

Fig. 4.5a. The TLs are periodically loaded with gain and loss elements having $g=0.05 \mathrm{~S}$. We show in Fig. 4.5b shows the dispersion diagram when the frequency is swept. It is clear form the figure that the structure exhibits 4th order EPD which is a verification that PT symmetry does not prohibit full order degeneracy. Fourth order EPD that occurs in lossless and gainless waveguides is often referred to as DBE. In the example we present in Fig. 4.5a, because the waveguide has gain and loss, we do not refer to the EPD that occurs, shown in 4.5b, as DBE.

### 4.4.2 Three Periodically Coupled TLs Exhibiting an SIP and a 6DBE

In this subsection, we address the three periodically coupled TLs (i.e., odd case with $N=3$ ) using an analogous approach to the two periodically coupled TLs investigated in a previous subsection. We demonstrate that breaking P symmetries in structures with an odd number
(especially three) of coupled waveguides or coupled TLs allows some EPD orders that cannot be obtained in the P-symmetric structures. For instance, breaking the P symmetry in the three coupled TLs shown in Fig. 4.6a where the upper and lower TLs' vertical heights $h_{1}=28.11 \mathrm{~mm}$ and $h_{2}=32.1 \mathrm{~mm}$, respectively, allows the structure to exhibit a third-order EPD, i.e., a stationary inflection point (SIP) as shown in Fig. 4.6b. Moreover, the broken P symmetry also facilitates to have sixth-order EPD (6DBE) (i.e., full-order degeneracy of order $2 N=6$ ) as shown in Fig. 4.6c for the case where $h_{1}=1.22 \mathrm{~mm}$ and $h_{2}=57.56$ mm . The third-order and sixth-order EPDs are displayed in the corresponding dispersion diagrams and confirmed by the coalescence parameter $C_{\text {SIP }}$ and $C_{6 \text { DBE }}$ in Fig. 4.6 b and 4.6 c , respectively.

Parity symmetry in this subsection is broken by changing one dimension for the TL that exist at $x<0$ with respect to the one for TLs at $x>0$. An alternative way to break the P symmetry is by introducing glide symmetry in the structure [86, 87, 88, 89, 90, 91, 92]. An example of a structure that looks similar to the one in Fig. 4.6a but with introduced glide symmetry to obtain the SIP is provided in [55].

### 4.5 Conclusion

Symmetry plays an important role in the existence of higher order EPDs. P symmetry prohibits the existence of a degenerate band edge (DBE) in two coupled periodic waveguides. P symmetry must be broken for two coupled waveguides to support a DBE. P symmetry also prohibits the existence of an SIP and a 6DBE in three coupled periodic waveguides and it has to be broken to obtain these two degenercies. Analogous conclusions have been obtained for wavegudies made of $N$ arbitrary ways (each way corresponds to a TL and supports two

(a)

(b)
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Figure 4.6: Three periodically coupled TLs (i.e., $N=3$ ) without gain and loss. In (b) and (c) we show examples where broken P symmetry leads to a 3rd order EPD (i.e., the SIP) and a 6 th order EPD (i.e, the 6 DBE ), respectively.
modes, one in each direction). Moreover, PT symmetry does not prohibit the existence of a fourth order EPD in two coupled periodic waveguides. To derive these properties we have assumed that the waveguide satisfies reciprocity.

## Chapter 5

## Degenerate Distributed Feedback Photonic Structure with Double Grating Exhibiting Degenerate Band Edge

We propose a degenerate version of the Bragg condition, associated to a degenerate band edge (DBE) [93]. A standard Bragg condition can be implemented using a periodic grating that operates at the regular band edge. The structure we propose to realize a DBE is made of two stacked identical gratings that form two coupled periodic waveguides with broken mirror symmetry. The occurrence of the DBE is verified by using both an eigenmode solver and the calculations of scattering parameters, using full-wave simulations. The proposed structure is a good candidate to conceive a degenerate distributed feedback lasers operating at the DBE.

### 5.1 Motivation and State of the Art

We present a degenerate version of the Bragg condition in a double grating, leading to a 4th order degeneracy, namely a degenerate band edge (DBE), where four eigenmodes coalesce forming a single degenerate eigenmode. Compared to previous studies [43, 37, 94, 95, 46, 96,62 ] devoted to the fundamental aspects of the DBE, here we build on those concepts and specifically show a realistic structure that supports a DBE, based on two coupled dielectric layers with periodic gratings, shown in Fig. 5.1a. The standard Bragg condition $k d=m \pi$ for a periodic waveguide, where $k$ is the Bloch wavenumber, $d$ is the waveguide period, and $m$ is an integer, is associated with the regular band edge (RBE) [97, 98]. A Bragg condition implies that two modes with power flux in opposite directions merge at a band edge to form a degenerate mode with vanishing group velocity. The Bragg condition is used in distributed feedback (DFB) lasers so that light is reflected in a distributed fashion within a cavity rather than only at the end mirrors [97, 99, 100, 98]. The Bragg condition is implemented through a periodic grating that acts as a dielectric waveguide. DFB lasers require the presence of an active medium in addition to satisfying the Bragg condition $k d=m \pi$ to form a self sustained resonant mode that keeps oscillating [98]. The "degenerate DFB" concept presented here could improve laser properties.

The DBE is a particular kind of exceptional point of degeneracy (EPD) of order 4 in a waveguide without loss and gain, where 4 eigenmodes coalesce in their wavenumbers and polarization states. The concept of degeneracy of the eigenvalues and eigenvectors and their perturbation was discussed in $[12,13,15,14]$, and more recently also in $[43,37,101,62$, 41, 49]. Here, we use those concepts to show that the double grating in Fig. 5.1a exhibits a DBE (i.e., an EPD of order four) by engineering the structure's geometrical dimensions. At a DBE the dispersion diagram is locally represented as $\omega_{d}-\omega=h\left(k-k_{d}\right)^{4}$, where $\omega_{d}$ and $k_{d}$ are the DBE angular frequency and wavenumber, respectively, and the parameter $h$ describes the flatness of the dispersion curve. Therefore, because of the very flat dispersion,


Figure 5.1: (a) Degenerate distributed feedback photonic cavity with double grating, based on a DBE, obtained by breaking mirror symmetry. (b) Dispersion diagram of the eigenmodes in the double grating (a) when the geometry is optimized to exhibit a DBE (red curve). We also show the dispersion of modes in a single grating (blue curve). Note the much flatter dispersion of the mode in the double graing (red curve). (c) Electric field distribution of the DBE mode calculated at $k d=\pi$.
not only the degenerate mode has a vanishing group velocity $v_{g}=0$, but also its second and third derivatives vanish. Photonic devices operating at the DBE have the potential to exhibit better performance than those operating at the $\operatorname{RBE}[94,95,46,96,11,62,2,3]$.

### 5.2 Double Grating Structure

The waveguide with double grating in Fig. 5.1a consists of a standard grating over a dielectric layer, coupled to another grating obtained by a mirror operation in the $x$ direction, followed by a translation $s$ along $z$. The shift $s$ breaks mirror symmetry [93], because mirror symmetry
prohibits the existence of a DBE (as dicussed in Ch. 4) in two coupled waveguides due to the existence of even and odd modes that are always decoupled from each other. The double grating in Fig. 5.1a is made of two silicon on insulator (SOI) waveguides with silicon refractive index $n_{\mathrm{Si}}=3.45$, and with a cladding material of silicon dioxide with refractive index $n_{\mathrm{SiO} 2}=1.97$.

The modal dispersion relation in Fig. 5.2 is obtained using the full-wave eigenmode solver implemented in CST Studio Suite. We used periodic boundaries at two virtual cross sections at a distance of a period $d$. We look for modes polarized along $y$, hence we use perfect electric conductor (PEC) walls at planes with constant $y$ to account for field invariance in the $y$ direction. The computational domain is truncated by PEC also at $x= \pm 12 t$, where $t$ is the dielectric layer thickness as illustrated in Fig. 5.1a, and it is sufficiently large not to affect the field in the grating area, to ensure that the studied modes decay away from the waveguide in the positive and negative $x$ directions.

The dielectric waveguide has thickness $t=67 \mathrm{~nm}$, the gratings has period $d=335 \mathrm{~nm}$, width $w=87 \mathrm{~nm}$, and height $h=121 \mathrm{~nm}$. The rest of parameters, the coupling gap $g$ and the shift between the waveguides $s$, are left to be optimized to achieve a DBE. An optimization procedure based on having a DBE in the dispersion relation leads to $g=100 \mathrm{~nm}$ and $s=20$ nm . The dispersion relation obtained from the eignmode solver for the optimized unit cell in the Fig. 5.1b shows a DBE at around 193 THz (red curve). The flatness of the DBE is compared to that of the the dispersion of modes in the single grating structure (blue curve) with the same waveguide and grating parameters except for the grating height that is now 42 nm in order to have a regular band edge more or less at the DBE frequency of 193 THz . It is clear from the figure that the dispersion relation for the double grating structure (red curve) is flatter than that of single grating structure (blue curve). The field distribution of the DBE mode at $k=\pi / d$ is shown in Fig. 5.1c.

Figure 5.2 shows the dispersion relation of three distinct designs of the double grating struc-


Figure 5.2: Dispersion diagram of modes in the double grating in Fig. 5.1a for three distinct gap values. The change of the dispersion curve from a split band edge ( $g=70 \mathrm{~nm}$ ) to regular band edge ( $g=130 \mathrm{~nm}$ ) implies the existence of DBE using a value of $g$ between 70 nm and 130 nm . Indeed, the figure shows that the DBE occurs when $g=100 \mathrm{~nm}$ (red curve).
ture in Fig. 5.1a based on three distinct values of the coupling gap $g$, the rest of the dimensions are the same as the ones mentioned for the case above. Note that for $g=70 \mathrm{~nm}$ the dispersion shows a split band edge [73], with four modes around $f=193 \mathrm{THz}$ (black curve), which coalesce when using $g=100 \mathrm{~nm}$. For larger values of $g$, the green curve shows a RBE. Indeed, when a parameter is swept (e.g., $g$ ) and one finds both a RBE and a split band edge, there is a proper intermediate value (here, $g=100 \mathrm{~nm}$ ) that leads to a DBE [73].

We also verify the existence of the DBE in the proposed double grating structure by finding the scattering matrix using frequency-domain full-wave simulations. Open (radiation) boundaries are used in this simulation and we use waveports as shown in Fig. 5.3a where two modes (even and odd) are excitable on each port. Note that simulating one unit cell would not lead to an accurate transfer matrix because it would not fully account for the structure periodicity since a waveport supports a waveguide mode and not a Bloch mode. Therefore, in the simulation we include two segments, on the left and right sides of the unit cell, that act as adiabatic transitions between the dielectric waveguide mode and the grating, as shown in Fig. 5.3a. The transition is a chirped grating with height steps of 30 nm , until

(b)

(c)

Figure 5.3: (a) Finite-length structure used to estimate the transfer matrix $\underline{T}_{U}$ of one unit cell in the middle. (b) Structure used to de-embed the effect of the two transition regions connected to the left and right sides of the unit cell in (a). (c) Dispersion diagram showing four complex-valued wavenumber versus frequency illustrating the coalescence of four wavenumbers at the DBE point $k_{d} d=\pi$, which is the degenerate Bragg condition. The dispersion is obtained based on the transfer matrix $\mathbf{T}_{U}$ found by dembedding the structure in (b) from (a). The black-dashed curve shows the dispersion of the purely real branch obtained from the eigenmode solver, already plotted in Fig. Fig. 5.1b, for validation.
we reach the whole grating height $h=120 \mathrm{~nm}$. However our goal is to find the transfer matrix $\mathbf{T}_{\mathrm{U}}$ only. Therefore, we also simulated another structure with two chirped gratings as shown in Fig. 5.3b, which is the same structure as in Fig. 5.3a but without the unit cell at the center. The structure in Fig. 5.3 b is used to deembed the effect of the two transition segments from the results relative to Fig. 5.3a, similarly to what was done in [77, 55].

Using even and odd modes in the ports shown in Fig. 5.3a and 5.3b, and defining their associated incident and reflected waves

$$
\begin{align*}
& \mathbf{b}=\left[\begin{array}{lll}
b_{\mathrm{e} 1}, & b_{\mathrm{o} 1}, & b_{\mathrm{e} 2}, \\
b_{\mathrm{o} 2}
\end{array}\right]^{T},  \tag{5.1}\\
& \mathbf{a}=\left[\begin{array}{lll}
a_{\mathrm{e} 1}, & a_{\mathrm{o} 1}, & a_{\mathrm{e} 2}, \\
a_{\mathrm{o} 2}
\end{array}\right]^{T} .
\end{align*}
$$

such that $\mathbf{b}=\underline{\mathbf{S}} \mathbf{a}$. Using full-wave simulations, we find the $4 \times 4$ scattering matrix expressed as

$$
\underline{\mathbf{S}}=\left[\begin{array}{ll}
\mathbf{S}_{11} & \mathbf{S}_{12}  \tag{5.2}\\
\mathbf{S}_{21} & \mathbf{S}_{22}
\end{array}\right]
$$

It is convenient to define the state vectors $\boldsymbol{\Psi}_{1}=\left[\begin{array}{llll}a_{\mathrm{e} 1}, & a_{\mathrm{o} 1}, & b_{\mathrm{e} 1}, & b_{\mathrm{o} 1}\end{array}\right]^{T}$ and $\boldsymbol{\Psi}_{2}=\left[\begin{array}{llll}b_{\mathrm{e} 2}, & b_{\mathrm{o} 2}, & a_{\mathrm{e} 1}, & a_{\mathrm{o} 1}\end{array}\right]^{T}$, relative to port 1 and port 2, respectively. They are defined in way that the first two elements represent the amplitudes of waves propagating in the positive $z$ direction, whereas the second two elements represent the amplitudes of waves propagating in the negative $z$ direction. As a consequence, the transfer matrix $\underline{\mathbf{T}}$ relating them, $\boldsymbol{\Psi}_{2}=\underline{\mathbf{T}} \boldsymbol{\Psi}_{1}$, is found as [47]

$$
\underline{\mathbf{T}}=\left[\begin{array}{cc}
\mathbf{S}_{21}-\mathbf{S}_{22} \mathbf{S}_{12}^{-1} \mathbf{S}_{11} & \mathbf{S}_{22} \mathbf{S}_{12}^{-1}  \tag{5.3}\\
-\mathbf{S}_{12}^{-1} \mathbf{S}_{11} & \mathbf{S}_{12}^{-1}
\end{array}\right] .
$$

The T-matrices of the two structures shown in Figs. 5.3a and 5.3b are $\underline{\mathbf{T}}_{15}=\underline{\mathbf{T}}_{\mathrm{R}} \mathbf{T}_{\mathrm{U}} \underline{\mathbf{T}}_{\mathrm{L}}$ and $\underline{\mathbf{T}}_{14}=\underline{\mathbf{T}}_{\mathrm{R}} \underline{\mathbf{T}}_{\mathrm{L}}$, respectively, where $\underline{\mathbf{T}}_{\mathrm{R}}$ and $\underline{\mathbf{T}}_{\mathrm{L}}$ are the T-matrices of the two chirped grating structures. The chirped structure represented by $\mathbf{T}_{\mathrm{R}}$ is a flipped version, in the $z$ direction, of the other one represented by $\mathbf{T}_{\mathrm{L}}$, and therefore they satisfy $\mathbf{T}_{\mathrm{R}}=\mathbf{F}_{\mathrm{L}}^{-1} \mathbf{F}^{-1}$, if $\underline{\mathbf{T}}_{L}$ is not singular, where $\mathbf{F}$ is a transformation matrix that flips the direction of wave propagation, made by two $\mathbf{0}$ in the diagonal blocks and two identity matrices in the codiagonal blocks.

Hence, we calculate the new T-matrix $\underline{\mathbf{T}}_{\mathrm{n}}=\underline{\mathbf{T}}_{15} \underline{\mathbf{T}}_{14}^{-1}=\underline{\mathbf{T}}_{\mathrm{R}} \underline{\mathbf{T}}_{\mathrm{U}} \underline{\mathbf{T}}_{\mathrm{R}}^{-1}$ whose eigenvalues are the same of those of the unit-cell T-matrix $\underline{\mathbf{T}}_{\mathrm{U}}$, similarly to what is done in [77, 55]. The T-matrices $\underline{\mathbf{T}}_{15}$ and $\underline{\mathbf{T}}_{14}$ are obtained by transformation of the scattering matrices associated to the 4 -port structures in Figs. 5.3a and Fig. 5.3b based on5.3.

According to Floquet-Bloch theory, we look for periodic solutions of the state vector as $e^{-j k d}$ where $k$ is the Floquet-Bloch complex wavenumber, that satisfy $\boldsymbol{\Psi}^{\prime}=\lambda \boldsymbol{\Psi}$, with $\lambda \equiv e^{-j k d}$, where $\boldsymbol{\Psi}$ and $\Psi^{\prime}=\underline{\mathbf{T}}_{\mathrm{U}} \boldsymbol{\Psi}$ are the state vectors at the input and output of a unit cell. The eigenvalue problem is then formulated as

$$
\begin{equation*}
\underline{\mathbf{T}}_{\mathrm{U}} \boldsymbol{\Psi}=\lambda \boldsymbol{\Psi}, \tag{5.4}
\end{equation*}
$$

where the eigenvalues $\lambda_{n} \equiv e^{-j k_{n} d}$, with $n=1,2,3,4$, are obtained by solving the dispersion characteristic equation $D(k, \omega) \equiv \operatorname{det}\left(\underline{\mathbf{T}}_{\mathrm{U}}-\lambda \underline{\mathbf{1}}\right)$, with $\underline{\mathbf{1}}$ being the $4 \times 4$ identity matrix.

We show in Fig. 5.3c the Floquet-Bloch complex-valued wavenumber dispersion diagram
of the four eigenmodes of the structure in Fig. 5.1a. The dispersion diagram confirms the existence of the DBE at a frequency $f \approx 193 \mathrm{THz}$, where four branches coalesce. The black-dashed curve is the dispersion diagram with a purely real wavenumber obtained via the eigenmode solver using phase-shift boundary conditions, shown here for comparison purposes. Indeed, a good matching is found for the curve with purely real wavenumber, which validates the method described above based in the dembedding procedure, that confirms the existence of the DBE.

### 5.3 Conclusion

We have proposed a photonic structure with double grating that exhibits a DBE in its dispersion diagram where a degenerate Bragg condition occurs at $k d=\pi$. We have demonstrated the occurrence of the DBE using two methods: (i) by finding the dispersion relation of modes with purely real wavenumbers using an eigenmode solver and observing the very flat dispersion, and (ii) by finding the four complex-valued wavenumbers from the scattering parameters by using full-wave simulations. The degenerate Bragg condition we have found in the double grating structure can be used to conceive a "degenerate distributed feedback laser", that may lead to interesting properties, even augmented when compared to a DFB laser. The first DBE laser analysis was carried out in [11] using a transmission line method for an ideal structure. Interesting properties were found in that ideal DBE structure like stability of the lasing oscillation frequency when varying the load, and lower threshold than the one in the RBE laser, even in the case when the RBE cavity has the same quality factor of the DBE cavity. Future studies shall be devoted to study the cavity effect and the lasing properties of the double grating with degenerate Bragg condition presented in this chapter.

## Chapter 6

## Theory of Exceptional Point of Degeneracy in Backward-Wave Oscillator with Distributed Power Extraction

We show how an exceptional point of degeneracy (EPD) is formed in a system composed of an electron beam interacting with an electromagnetic mode guided in a slow wave structure (SWS) with distributed power extraction from the interaction zone [102]. Based on this kind of EPD, a regime of operation is devised for backward wave oscillators (BWOs) as a synchronous and degenerate regime between a backward electromagnetic mode and the charge wave modulating the electron beam. Degenerate synchronization under this EPD condition means that two complex modes of the interactive system do not share just the wavenumber, but they rather coalesce in both their wavenumbers and eigenvectors (polarization states) [102]. In principle this condition guarantees full synchronization between the electromagnetic wave and the beam's charge wave for any amount of output power extracted from the
beam, setting the threshold of this EPD-BWO to any arbitrary, desired, value. Indeed, we show that the presence of distributed radiation in the SWS results in having high-threshold electron-beam current to start oscillations which implies higher power generation. These findings have the potential to lead to highly efficient BWOs with very high output power and excellent spectral purity.

### 6.1 Motivation and State of the Art

Exceptional points of degeneracy (EPDs) are points in parameter space of a system at which two or more eigenmodes coalesce in their eigenvalues (wavenumbers) and eigenvectors (polarization states). Since the characterizing feature of an exceptional point is the strong degeneracy of at least two eigenmodes, as implied in [16], we stress the importance to referring to it as a degeneracy. Despite most of the published work on EPDs is related to PT symmetry $[17,103,22,23,104]$ the occurrence of an EPD actually does not require a system to satisfy PT symmetry. Indeed, EPDs have been recently found also in single resonators by just adopting time variation of one of its components [63]. EPDs are also found in uniform waveguides at their cutoff frequencies [70] and in periodic waveguides at the regular band edge ( RBE ) and at the degenerate band edge ( DBE ). However, these RBE and DBE are EPDs realized in lossless structures [42, 43, 44, 48, 47, 68]. Here, we investigate an EPD that requires both distributed power extraction and gain being simultaneously present in a waveguide called here as "slow wave structure" (SWS) since its mode is used to interact with an electron beam. Note that the passivity of the waveguide here is not dominated by dissipative losses but rather from power that is extracted in a continuous fashion from the SWS. Therefore, modes that propagate in such a waveguide experience exponential decay while they propagate, as if the waveguide was lossy. A particular and well studied case of simultaneous existence of symmetric gain and loss is based on Parity-time (PT)-symmetry,
which is a special condition that leads to the occurrence of an EPD [17, 103, 22, 23, 104], that however requires a spatial symmetry in gain and loss. The EPD considered here is far from that condition, involving two completely different media that support waves, a plasma and a waveguide for electromagnetic waves, but still require their interaction and the simultaneous presence of gain and "loss". We stress that in this chapter the term "loss" is not associated to the damping of energy, but it is rather referred to a waveguide perspective where energy exits the waveguide in a distributed fashion, a mechanism referred to as distributed power extraction (e.g., distributed radiation) from the interaction zone, for example by realizing a distributed long slot along the SWS or a set of periodically spaced holes as in Fig. 6.1.

In this chapter the linear electron beam is modeled using the description presented in[105]. Then we use a generalization of the well established Pierce model [106] to account for the interaction of the electromagnetic (EM) wave in the SWS and the electron beam, assuming small signal modulation of the beam. The Pierce model consists of an equivalent transmission line (TL) governed by telegrapher's equations, coupled to a plasma-like medium (the linear electron beam) governed by the equations that describe the electron beam dynamics. Here we add a distributed load in the Pierce model TL equations that represents the distributed power extraction. Indeed, the distributed radiation coming out of a SWS is conventionally represented by a distributed equivalent "radiation resistance" in a TL, following the well established terminology used in Antenna Theory [107, 108, 109]. Recently, two coupled transmission lines with balanced gain and loss (balanced refers to the combination that generates an EPD) were shown to support EPDs without the need of PT-symmetry [40, 41]. Even farther from the usual PT-symmetry condition, in this chapter the EPD is generated by a TL supporting backward EM wave propagation that interacts with a linear electron beam which is a plasma medium that supports two non-reciprocal waves. We show how this EPD condition can be used in high power electron beam devices. Backward-wave oscillators (BWOs) are widely used as high power sources in radars, satellite communications, and various other applications. A BWO is composed of a SWS that guides EM backward waves,
where their phase and group velocities have opposite directions. The interaction between the electron beam and a backward EM mode constitutes a distributed feedback mechanism that makes the whole system unstable at certain frequencies [110, 111]. One of the most challenging issues in BWOs is the limitation in power generation level, i.e., the extracted power from the electron beam relative to its total power. Indeed conventional BWOs exhibit small starting beam current (to induce sustained oscillations) and limited power efficiency, without reaching very high output power levels. The extracted power in a conventional BWO is taken from one of the SWS waveguide ends. In this chapter, we investigate the physics of EPD resulting from the interaction between an electron beam and an EM mode, moreover, we propose to use such EPD to conceive high power sources, and this technique can be used from microwaves to terahertz frequencies. The proposed "degenerate synchronization regime" of operation in a BWO is based on the EPD generated by the simultaneous presence of gain (coming from the electron beam) and continuous distributed power extraction from the EM guided wave (rather than power extraction from the waveguide end). Therefore we stress that the term "loss" does not refer to material loss but rather to a distributed power extraction mechanism (Fig. 6.1) that in antennas terminology is referred to as "radiation loss", while the gain is provided by the electron beam interacting with the SWS. The distributed power extraction from the interaction zone occurs either via a distributed set of radiating slots along the SWS (Fig. 6.1), or alternatively by collecting the distributed extracted power via an adjacent coupled waveguide.

Recently, SWSs exhibiting a degenerate band edge (DBE), which is an EPD of order four in a lossless periodic waveguide, were proposed to enhance the performance of high power devices $[4,112,5,57]$. It is important to point out that the DBE discussed in these previously mentioned works were obtained in the cold SWS by exploiting periodicity, and the benefit of such DBE would gracefully vanish while increasing the electron beam power. In this chapter, instead, we propose an interaction regime where the EPD is maintained in the hot SWS, i.e., in presence of the interacting electron beam, that is a very large source of distributed gain.


Figure 6.1: (a) An example of SWS with distributed radiating slots that extract power from the guided modes interacting with the electron beam. (b) Pierce-based equivalent transmission line model of the SWS with distributed "loss" (i.e., radiation) coupled to the charge wave modulating the electron beam. From the transmission line point of view, the interaction with the beam is seen as distributed gain.

The degenerate synchronization between the charge wave induced on the electron beam and the EM slow wave occurs at the EPD, making this degenerate synchronization regime a very special condition not explored previously.

### 6.2 System Model

Consider the SWS shown in Fig. 6.1a supporting a Floquet-Bloch mode whose slow wave spatial harmonic interacts with an electron beam, and radiates via a distributed set of slots (radiation occurs via a fast wave spatial harmonic, usually the so called "-1" harmonic). The configuration in Fig. 6.1a is given as a possible realization, though another one may consist in collecting the power exiting the interaction zone in a distributed fashion by an adjacent waveguide. We assume that the interaction between the SWS mode and the electron beam is modeled via the Pierce small-signal theory of traveling-wave tubes [105, 113, 114, 115, $106,116,117]$ that describes the evolution of the EM fields and electron beam dynamics
assuming small signal modulation in the beam's electron velocity and charge density. The beam electrons have average velocity and linear charge density $u_{0}$ and $\rho_{0}$, respectively. The electron beam has an average (dc) current $I_{0}=-\rho_{0} u_{0}$ and a dc (time-average) equivalent kinetic dc voltage $V_{0}=\frac{1}{2} u_{0}^{2} / \eta$ [111], [118], and $\eta=e / m=1.758820 \times 10^{11} \mathrm{C} / \mathrm{Kg}$ is the charge-to-mass ratio of the electron with charge equal to $-e$ and $m$ is its rest mass and $\rho_{0}$ is negative. The small signal modulation in electron beam velocity and charge density $u_{b}$ and $\rho_{b}$, respectively, form the so called "charge wave". The linearized basic equations governing charge motion and continuity are written in their simplest form as [106]

$$
\begin{gather*}
\partial_{t} u_{b}+u_{0} \partial_{z} u_{b}=-\eta e_{z},  \tag{6.1}\\
\partial_{t} \rho_{b}=-\rho_{0} \partial_{z} u_{b}-u_{0} \partial_{z} \rho_{b},
\end{gather*}
$$

where $e_{z}$ is the electric field component in the $z$-direction of the EM mode in the SWS interacting with the electron beam, and the operator $\partial_{\sigma}$ indicates differentiation with respect to the variable $\sigma$. For convenience, we define the equivalent kinetic beam voltage and current as $v_{b}=u_{b} u_{0} / \eta$ and $i_{b}=u_{b} \rho_{0}+u_{0} \rho_{b}$. Assuming an $e^{i \omega t}$ time dependence for monochromatic fields, the two equations in (6.1) are written in terms of the beam equivalent voltage and current in phasor domain as

$$
\begin{gather*}
\partial_{z} V_{b}=-i \beta_{0} V_{b}-E_{z},  \tag{6.2}\\
\partial_{z} I_{b}=-i g V_{b}-i \beta_{0} I_{b},
\end{gather*}
$$

where $\beta_{0}=\omega / u_{0}$ is the beam's equivalent propagation constant and $g=\frac{1}{2} I_{0} \beta_{0} / V_{0}$. Small fonts are used for the time-domain representation while capital ones are used for the phasordomain representation.

The EM mode propagating in the SWS is described by the equivalent transmission line in Fig. 6.1b, with distributed per-unit-length series impedance $Z$ and shunt admittance $Y$, and equivalent voltage $V(z)$ and current $I(z)$ phasors that satisfy the telegrapher's equations

$$
\begin{gather*}
\partial_{z} V=-Z I,  \tag{6.3}\\
\partial_{z} I=-Y V+I_{s} .
\end{gather*}
$$

The term $I_{s}$ in (6.3) accounts for the electron stream flowing in the SWS that loads the TL as a shunt displacement current according to $[106,114,117]$ and whose expression is given by $I_{s}=-\partial_{z} I_{b}$. For the non-interactive EM system (i.e., when $I_{s}=0$ ), the propagation constant and the characteristic impedance of the electromagnetic mode are given by $\beta_{p}=\sqrt{-Z Y}$ and $Z_{c}=\sqrt{Z / Y}$, respectively. The two root solutions represent waves that propagate in opposite directions, i.e., both $\beta_{p}$ and $-\beta_{p}$ are valid solutions because of reciprocity. In this chapter we consider that the SWS supports either a "forward" or a "backward" mode. The modal propagation constant is a complex number, $\beta_{p}=\beta_{p r}+i \beta_{p i}$, where $\beta_{r} \beta_{i}<0$ for forward modes and $\beta_{r} \beta_{i}>0$ for backward modes. For example, when the the TL is supporting forward wave propagation both roots in $\beta_{p}$ and $Z_{c}$ must be taken as the principal square roots, so that their real part is positive. In this case $\beta_{p}$ turns out to be in in the fourth complex quadrant [119]. However, for TL supporting backward wave propagation the root of $\beta_{p}=\sqrt{-Z Y}$ is taken as the principle square root (resulting in a positive real part) while the root of $Z_{c}=\sqrt{Z / Y}$ is taken as the secondary square root (resulting in a negative real part). In this case $\beta_{p}$ turns out to be in in the first complex quadrant[119].

Based on the Pierce's model [106], the EM wave couples to the electron beam with its longitudinal electric field given by $E_{z}=-\partial_{z} V$. For convenience, we define a state vector $\boldsymbol{\Psi}(z)=\left[\begin{array}{llll}V(z), & I(z), & V_{b}(z), & I_{b}(z)\end{array}\right]^{T}$ that describes the system evolution with coordinate z. Thus, the interacting EM mode and electron-beam charge wave are described as [117]

$$
\begin{equation*}
\partial_{z} \boldsymbol{\Psi}(z)=-i \underline{\mathbf{M}} \boldsymbol{\Psi}(z), \tag{6.4}
\end{equation*}
$$

where $\underline{\mathbf{M}}$ is the $4 \times 4$ system matrix

$$
\underline{\mathbf{M}}=\left[\begin{array}{cccc}
0 & -i Z & 0 & 0  \tag{6.5}\\
-i Y & 0 & -g & -\beta_{0} \\
0 & -i Z & \beta_{0} & 0 \\
0 & 0 & g & \beta_{0}
\end{array}\right]
$$

This description in terms of a multidimensional first order differential equation in (6.4) is ideal for exploring the occurrence of EPDs in the system since an EPD is a degeneracy associated to two or more coalescing eigenmodes, hence it occurs when the system matrix $\underline{\mathbf{M}}$ is similar to a matrix that contains a non-trivial Jordan block. In general there are four independent eigenmodes, and each eigenmode is described by an eigenvector $\boldsymbol{\Psi}(z)$, hence it includes both the EM and the charge wave. At the EPD investigated in this chapter two of these four eigenvectors coalesce.

### 6.3 Second order EPD in an Interacting Electromagnetic Wave and an Electron Beam's Charge Wave

Assuming a state vector $z$-dependence of the form $\boldsymbol{\Psi}(z) \propto e^{-i k z}$, where $k$ is the wavenumber of a mode in the interacting system, i.e., in the hot SWS, the eigenmodes are obtained by solving the eigenvalue problem $k \Psi(z)=\underline{\mathbf{M}} \Psi(z)$, and the modal dispersion relation is given by

$$
\begin{align*}
D(\omega, k)= & \operatorname{det}(\underline{\mathbf{M}}-k \underline{\mathbf{I}}) \\
= & k^{4}-2 \beta_{0} k^{3}+\left(\beta_{0}^{2}+Z Y-i Z g\right) k^{2}  \tag{6.6}\\
& -2 \beta_{0} Z Y k+\beta_{0}^{2} Z Y=0 .
\end{align*}
$$

The solution of this equation leads to four modal complex wavenumbers that describe the four modes in the EM-electron beam interactive system. A second order EPD occurs when two of these eigenmodes coalesce in their eigenvalues and eigenvectors, which means that the matrix $\underline{\mathbf{M}}$ is similar to a matrix that contains a Jordan block of order two [40, 41]. Following the theory in [33], the algebraic formulation that is often used to determine EPDs is equivalent to a bifurcation theory that is here applied. Indeed the EPD radian frequency and wavenumber are simply obtained by setting $D\left(\omega_{e}, k_{e}\right)=0$ and $\left.\partial_{k} D\left(\omega_{e}, k\right)\right|_{k_{e}}=0$ as in [33], where the EPD is designated with the subscript $e$. Based on the derivation presented in [102], these two conditions show that the EPD occurs when the transmission line per-unitlength series impedance and shunt admittance are $Z=Z_{e}$ and $Y=Y_{e}$, where

$$
\begin{equation*}
Z_{e}=\frac{i \beta_{0 e}^{2} \delta_{e}^{3}}{g_{e}}, \quad Y_{e}=\frac{i g_{e}\left(\delta_{e}+1\right)^{3}}{\delta_{e}^{3}} \tag{6.7}
\end{equation*}
$$

and $\delta_{e}=\left(k_{e}-\beta_{0 e}\right) / \beta_{0 e}$ represents the relative deviation of degenerate modal wavenumber $k_{e}$ (of the interactive system) from the beam equivalent propagation constant $\beta_{0 e}=\omega_{e} / u_{0}$.

Using (6.7), we constrain $\delta_{e}$ to provide $Z_{e}$ and $Y_{e}$ with positive real part, that means we assume that the TL is passive because of SWS losses and especially because of the distributed power extraction mechanism. Figure 6.2 shows the two sectoral regions of $\delta_{e}$ that allow EPDs for transmission line that support either forward or backward propagation. These two regions satisfy the passivity condition of the $\mathrm{TL}, \operatorname{Re}(Z) \geq 0$ and $\operatorname{Re}(Y) \geq 0$, where the real part of $Z$ and $Y$ represents mainly distributed power extraction (i.e., radiation losses
using a terminology in the antennas community). It is important to point out that dark blue regions in Fig. 6.2 correspond to complex values of $\delta_{e}$ where EPD is obtained for TL that has also gain (independently of the electron beam). The two light blue and red narrow sectoral regions in Fig. 6.2 also correspond to an electron beam that delivers energy to the TL [102]. In the rest of this chapter we focus on the light blue region that represents complex values of $\delta_{e}$ associated to EPDs resulting from the interaction of a backward propagating electromagnetic wave and the charge wave modulating the electron beam. We stress that distributed radiated power is represented by series and/or parallel "losses" in the passive TL.

We now simplify the two equations given in (6.7) to get rid of $\delta_{e}$ as follows: from the first equation in (6.7) we find that $\delta_{e}=\sqrt[3]{-i g_{e} Z_{e} / \beta_{0 e}^{2}}$, where the proper choice of root, based on chart in Fig. 6.2, is the one that guarantees the passivity of the TL and that there is power delivered from the beam to the TL [102]. For example, the root of $\sqrt[3]{-i g_{e} Z_{e} / \beta_{0 e}^{2}}$ should lie in the light blue region in the chart to have an EPD with passive TL that support backward wave. Roots of $\sqrt[3]{-i g_{e} Z_{e} / \beta_{0 e}^{2}}$ that lie in the dark blue region are ignored because they would result in an EPD that requires an active TL, while here we consider only passive TLs because of power extraction. The EPD conditions in (6.7) are simplified by substituting the previous expression of $\delta_{e}$ in the second equation of (6.7), leading to an interesting equation that constrains the TL parameters and the electron beam parameter $g_{e}$ :

$$
\begin{equation*}
-Z_{e} Y_{e} / \beta_{0 e}^{2}=\left(\sqrt[3]{-i g_{e} Z_{e} / \beta_{0 e}^{2}}+1\right)^{3} \tag{6.8}
\end{equation*}
$$

The above equation constrains all the system parameters to have an EPD, hence it says that for an EPD to occur, a specific choice of the electron beam current $I_{0}=I_{0 e}$ and angular frequency $\omega=\omega_{e}$ must be selected. This is in good agreement with the general
theory presented in [120] that indicates that a two-parameter family of complex matrices accounting for a strong coupling between eigenvalues possesses a double eigenvalue with the Jordan block, which defines the EPD. In other words it says that for a given electron beam described by $\beta_{0 e}$, and $g_{e}$, the cold TL parameters $Z_{e}$ and $Y_{e}$ must be chosen accordingly. The condition in ( 6.8 can also be rewritten in term of the propagation constant $\beta_{p e}$ and the characteristic impedance $Z_{c e}$ of the cold TL as $\left(\beta_{p e} / \beta_{0 e}\right)^{2}=\left(\sqrt[3]{g_{e} Z_{c e} \beta_{p e} / \beta_{0 e}^{2}}+1\right)^{3}$.

In general, the interaction between the charge wave and the EM wave occurs when they are synchronized, i.e., by matching the EM wave phase velocity $\omega / \beta_{p}$ to the average velocity of the electrons $u_{0}=\omega / \beta_{0}$, a condition that is specifically called "synchronization". Note that this is just an initial criterion, because the phase velocity of the modes in the interactive systems are different from $\omega / \beta_{p}$ and $u_{0}$. When the system parameters are such that equation (6.8) is satisfied and hence an EPD occurs, there are two modes (in the interactive system) that have exactly the same phase velocity $\omega / \operatorname{Re}\left(k_{e}\right)$. Since this synchronization condition corresponds to an EPD, the two modes in the interactive system are actually identical also in their eigenvectors $\boldsymbol{\Psi}$. Note that the spatial $z$-evolution of the interacting EM and electron charge wave is described by four modes that are solutions of (6.4), three of which have a positive real part of $k$ [102]. At the EPD two of these four modes coalesce, i.e., they become identical, that is why we refer to this condition as "degenerate synchronization". In this chapter we explore and enforce this very special kind of synchronization based on an EPD. In particular we enforce two of the resulting eigenmodes to fully coalesce in both their wavenumber and system state variable $\boldsymbol{\Psi}(z)$. This condition is a different kind of EPD found in physical systems that does not satisfy PT-symmetry since it involves the coupling between two different media of propagation, and may be very promising for achieving regimes of operation in electron beam devices, with advantages not obtainable in conventional regimes.

The EPD condition obtained in (6.8) guarantees that the system has two repeated eigenvalues and two coalesced eigenvectors [102]

$$
\begin{gather*}
k_{e}=\sqrt[3]{\beta_{0 e} \beta_{p e}^{2}}  \tag{6.9}\\
\boldsymbol{\Psi}_{e}=\left[\begin{array}{cc}
1, & i k_{e} / Z, \\
1 / \delta_{e}, & g_{e} /\left(\beta_{0 e} \delta_{e}^{2}\right)
\end{array}\right]^{T},
\end{gather*}
$$

that form the "degenerate synchronization". For the interacting system of EM and charge wave, the EPD represents a point in parameter space at which the system matrix $\mathbf{M}$ in (6.5) is not diagonalizable and it is indeed similar to a matrix that contains a $2 \times 2$ Jordan block. This implies that the solution of (6.4) includes an algebraic linear growth factor resulting in unusual wave propagation characteristics as discussed next.

Solution of (6.6) leads to four eigenmode wavenumbers and due to the highly non-reciprocal physical nature of the electron beam, three have positive real part (i.e., $\operatorname{Re}(k)>0)$ and one has it negative. According to the traveling-wave tube theory in [113], [106], conventionally applied to BWOs [110], these three distinct wavenumbers with $\operatorname{Re}(k)>0$ participate to the synchronization mechanism, and the electric field in the SWS is generally represented as

$$
\begin{equation*}
V(z)=V_{1} e^{-i k_{1} z}+V_{2} e^{-i k_{2} z}+V_{3} e^{-i k_{3} z} \tag{6.10}
\end{equation*}
$$

Remarkably, at the EPD the interactive system has two modes with the same degenerate wavenumber $k_{e}$, resulting in a guided electric field with linear growth factor as

$$
\begin{equation*}
V(z)=z V_{1} e^{-i k_{e} z}+V_{2} e^{-i k_{e} z}+V_{3} e^{-i k_{3} z} \tag{6.11}
\end{equation*}
$$

which is completely different from any other regime of operation. A degenerate mode de-


Figure 6.2: The two sectoral regions represent complex values of $\delta_{e}$, associated to EPDs resulting from the interaction of backward or forward electromagnetic waves (radiation is represented in TL by series or/and parallel losses) and the charge wave of electron beam. The value $\delta_{e}=\left(k_{e}-\beta_{0}\right) / \beta_{0}$ represents the wavenumber deviation of the EPD complex wavenumber $k_{e}$ (of the interactive system) from the equivalent electron beam wavenumber $\beta_{0}$, that satisfies (6.7), assuming SWS realizations based on passive equivalent TLs. There are two regions of possible realizations (red and light blue), associated to the two distributed per-unit-length TL circuits on the right panel, that represent SWSs supporting either forward or backward wave propagation. In this chapter we focus on EPDs obtained from backward electromagnetic waves interacting with an electron beam, i.e., those leading to $\operatorname{Re}\left(\delta_{e}\right)>0$ and $\operatorname{Im}\left(\delta_{e}\right)>0$.
scribed by $\Psi_{e}$ is composed also of the charge wave, which implies that also the charge wave propagation is described as in (6.11), with two terms having the same degenerate wavenumber $k_{e}$, and one of them exhibiting the algebraic linear growth besides the exponential behavior.

In the following we show an example of degenerate synchronization based on an electron beam with dc voltage of $V_{0}=23 \mathrm{kV}$ and dc current of $I_{0}=0.1 \mathrm{~A}$. We derive the system parameters assuming that the EPD electron beam current $I_{0}=I_{0 e}=0.1 \mathrm{~A}$ (hence the choice of the TL parameters are chosen accordingly) and assume the operational frequency at which the EPD occurs is 1 GHz . We require (as an example) a relative degenerate wavenumber deviation of $\delta_{e}=0.01+i 0.017$ that is lying exactly on the white dashed line shown in Fig. 6.2, with $\angle \delta_{e}=\pi / 3$ (the phase of $\delta_{e}$ ). The corresponding wavenumber of two coalescing modes in the interactive system is $k_{e}=\left(1+\delta_{e}\right) \beta_{0 e}$ which is $k_{e}=(1.01+i 0.017) \beta_{0 e}=70.55+i 1.21 \mathrm{~m}^{-1}$.

By imposing the beam parameters and the chosen $\delta_{e}$ in the EPD conditions in (6.7) we obtain the distributed per-unit-length TL impedance and admittance of SWS to be $Z_{e}=-i 257.1$ $\mathrm{Ohm} \mathrm{m}^{-1}$ (i.e., capacitive) and $Y_{e}=1-i 19.54$ siemens $\mathrm{m}^{-1}$ (i.e., inductive with losses), representing a backward wave in the SWS. Losses here are not modeling energy damping but rather energy extraction (e.g., radiation) from the TL, per unit length, like in a backward leaky wave antenna [121]. To obtain these values, we have chosen the per-unit-length TL parameters for backward wave propagation as $C=0.62 \mathrm{pFm}, L=8.14 \mathrm{pHm}, R=0$ $\mathrm{Ohm} \mathrm{m}^{-1}$ and $G=1$ siemens $\mathrm{m}^{-1}$. Figure 6.3 shows the dispersion relation of three complex modes in the "hot" SWS, i.e., in the interactive EM wave-electron beam system, obtained using the Pierce-based model as explained in [117]. (The fourth mode with $\operatorname{Re}\left(k_{e}\right)<0$ is not shown since it does not have a significant role in the synchronism). We show in Fig. 6.3 the real and imaginary parts of wavenumbers of three eigenmodes in the hot SWS versus normalized frequency (red curves), together with the dispersion of the beam alone (i.e., the beam "line" in green that actually represents two curves since we are neglecting the effect of the beam plasma frequency here) and of the backward wave in the cold SWS (blue curve, with negative slope). It is obvious from the figure that two eigenmodes of the interactive system coalesce at the EPD frequency $f_{e}$, forming an EPD of order two. Each of these two eigenmode has an EM wave and a charge wave counterpart, though far from the EPD frequency they tend to recover the beam line (green line) and the EM mode in the cold SWS (blue line).

We recall that the SWS is a periodic structure, and it is the slow wave harmonic of a mode that interacts with the electron beam charge wave. Though slow waves do not radiate, a spatial Floquet-Bloch harmonic of the mode is fast and able to radiate through the slots [121], justifying the presence of the conductance $G=1$ siemens $\mathrm{m}^{-1}$, real part of $Y_{e}=1-i 19.54$ siemens $\mathrm{m}^{-1}$, in the TL model.


Figure 6.3: Dispersion diagram for three of the four complex modes in the "hot" SWS (the modes in the SWS interacting with the electron beam), in red, showing the existence of a second order EPD, where two modes coalesce in their wavenumbers and eigenvectors: (a) Real part of the wavenumber of the modes phase-propagating in the positive $z$ direction $\left(\operatorname{Re}\left(k_{e}\right)>0\right)$. The blue line represents the dispersion of the EM mode in the cold SWS supporting a backward propagation, whereas the green line is the electron beam's charge wave dispersion, without accounting for their interaction. (b) Imaginary part of the wavenumber of the three modes with $\operatorname{Re}\left(k_{e}\right)>0$ resulting from the interaction. The EPD wavenumber at $f=f_{e}$ represents two fully degenerate and synchronous modes with exponential growth in $z$.

### 6.4 EPD-BWO Threshold Current

The EPD is here employed to conceive a regime of operation for BWOs based on "degenerate synchronization" between an EM wave and the electron beam. To explain this concept we refer to the setup in Fig. 6.4a for a BWO that has "balanced gain and radiation-loss" per unit length, where distributed loss is actually representing distributed radiation (per unit length) via a shunt conductance $G$ (see Fig. 6.4). The description is following the steps in [106] and [110] outlined for BWOs, where the TL is represented by a distributed circuit model shown in Fig. 6.4b that supports backward waves. An important difference from a standard BWO is that here the TL has shunt distributed "losses" that actually model the distributed radiation and whose presence is necessary to satisfy the EPD condition (6.8). We assume to have an unmodulated space charge at the beginning of the electron beam, i.e., $V_{b}(z=0)=0$ and $I_{b}(z=0)=0$ and we assume that the SWS waveguide length is
$\ell=N \lambda_{e}$, where $\lambda_{e}=2 \pi / \beta_{0 e}$ is the guided wavelength calculated at the EPD frequency and $N$ is the normalized SWS length. We also assume that the SWS waveguide is terminated by a load at $z=0$ matched to the characteristic impedance of the TL (without loss and gain) $R_{o}=\sqrt{L / C}$ and by a short circuit at $z=\ell$. We follow the same procedure used in [110] to obtain the starting oscillation condition which is based on imposing infinite voltage gain $A_{v}=V(0) / V(\ell) \rightarrow \infty$. After simplification, and using the three-wave traveling-wave theory $[106,110]$, the voltage gain is written in terms of the three modes concurring to the synchronization (those with $\operatorname{Re}(k)>0)$ as

$$
\begin{array}{r}
A_{v}^{-1} e^{i \beta_{0} \ell}=\frac{e^{-i \beta_{0} \delta_{1} \ell} \delta_{1}^{2}}{\left(\delta_{1}-\delta_{2}\right)\left(\delta_{1}-\delta_{3}\right)}+\frac{e^{-i \beta \delta_{2} \ell} \delta_{2}^{2}}{\left(\delta_{2}-\delta_{3}\right)\left(\delta_{2}-\delta_{1}\right)} \\
+\frac{e^{-i \beta_{0} \delta_{3} \ell} \delta_{3}^{2}}{\left(\delta_{3}-\delta_{1}\right)\left(\delta_{3}-\delta_{2}\right)}=0, \tag{6.12}
\end{array}
$$

where $\delta_{n}=\left(k_{n}-\beta_{0}\right) / \beta_{0}$ and $k_{1}, k_{2}$ and $k_{3}$ are the three wavenumbers of the interactive EM-beam system with positive real part that are solutions of (6.6). In close proximity of the EPD there are two modes coalescing, with $\delta_{1}=\delta_{a}+\Delta / 2$ and $\delta_{2}=\delta_{a}-\Delta / 2$ where $\delta_{a}=\left(\delta_{1}+\delta_{2}\right) / 2$ is the average, and $|\Delta| \ll\left|\delta_{a}\right|$ is a very small quantity that vanishes at the EPD. By observing that $\left|e^{-i \beta_{0} \delta_{3} \ell}\right| \ll 1$ for very large $\ell$ because $\operatorname{Im}\left(k_{3}\right)<0$, the gain expression in (6.12) reduces to

$$
\begin{equation*}
A_{v e}^{-1} e^{i \beta_{0} \ell} \approx \frac{e^{-i \beta_{0} \delta_{a} \ell} \delta_{a}^{2}}{\left(\delta_{a}-\delta_{3}\right)} \frac{\sin \left(\Delta \beta_{0} \ell / 2\right)}{\Delta / 2}=0 . \tag{6.13}
\end{equation*}
$$

From the above condition, assuming very large $\ell$, the first oscillation frequency occurs when $\Delta \beta_{0} \ell=2 \pi$. This happens when the constraint on the wavenumbers $k_{1}-k_{2}=2 \pi / \ell$ is
satisfied. This shows a very important fact, that for infinitely long structure $\ell \rightarrow \infty$ the starting oscillation condition is $k_{1}=k_{2}=k_{e}$, which corresponds to the EPD condition. This implies that the EPD is the exact condition for synchronization between the charge wave and EM wave, accounting for the interaction in infinitely long SWSs, that guarantees the generation of oscillations at the EPD frequency $f_{e}=\omega_{e} /(2 \pi)$.

For finite length SWS, oscillations occurs when $k_{1}-k_{2}=2 \pi / \ell$ is satisfied, assuming very large $\ell$, and since $|\Delta| \ll\left|\delta_{a}\right|$, we have both $k_{1}$ and $k_{2}$ very close to $k_{e}$, which implies that the systems is close to the EPD and hence the threshold beam current $I_{t h}$ that starts oscillations is slightly different from $I_{0 e}$. A beam current slightly away from the EPD one causes the wavenumbers to bifurcate from the degenerate one $k_{e}$, following the Puiseux series approximation [122] (also called fractional power expansion) as

$$
\begin{equation*}
k_{n}-k_{e} \approx(-1)^{n} \alpha \sqrt{I_{0}-I_{0 e}}, \tag{6.14}
\end{equation*}
$$

with $n=1,2$, and $\alpha$ is a constant. This implies that $k_{1}-k_{2} \approx-2 \alpha \sqrt{I_{0}-I_{0 e}}$, and by comparing this with the $k_{1}-k_{2}$ difference associated to the threshold beam current in a finite length SWS we infer that the threshold beam current $I_{t h}$ that makes the EPD-BWO of finite length $\ell$ oscillate, asymptotically scales as

$$
\begin{equation*}
I_{t h} \sim I_{0 e}+\left(\frac{\pi / \alpha}{\ell}\right)^{2} \tag{6.15}
\end{equation*}
$$

In a conventional BWO, that has no distributed power extraction and the power is delivered only to the load $R_{0}$, the threshold current scaling decrease with the SWS length asymptotically as $I_{t h} \sim \zeta / \ell^{3}[123,110]$, where $\zeta$ is a constant. Instead, the EPD-BWO has a
threshold current in (6.15) always larger than the EPD beam current $I_{0 e}$, which represents the current that keeps the oscillation going and simultaneously balance the distributed radiated power. Importantly, the EPD beam current $I_{0 e}$ can be engineered to any desired (high) value depending on how much power one wants to extract from the electron beam.

The above derivation was based on assuming $\ell \rightarrow \infty$, and a rigorous derivation for any length of the EPD-BWO SWS as done in [102] that leads to the determination of the threshold current and oscillation frequency. This Pierce-based formulation for the beam current threshold is used to compute the results shown in Fig. 6.4 for varying the EPD-BWO length and the shunt conductance $G$ that represents the distributed radiation.

Figure 6.4 e shows the scaling of the threshold current versus SWS length for a system with the same parameters used in the previous example. The scaling shows that for infinitely long SWSs the oscillation starting current is equal to the EPD beam current $I_{0 e}$ which is consistent with the asymptotic relation in (6.15). Figure 6.4 d also shows a comparison between the threshold current of the conventional BWO (that does not have distributed power extraction, i.e., $G=0$ ) and that of the EPD-BWO (with distributed power extraction, represented by $G=1$ siemens $\mathrm{m}^{-1}$ ) by showing their current scaling with the SWS length. The threshold beam current $I_{t h}$ of the conventional BWO vanishes when the SWS length increases, whereas the threshold beam current $I_{t h}$ of the EPD-BWO tends to the value of $I_{0 e}=0.1 \mathrm{~A}$. Figure 6.4 e shows the threshold beam current $I_{0}=I_{0 e}$ (blue curve) that leads to the EPDs as a function of the radiation "loss" per unit length $G$. We also show the required starting beam current (i.e. the threshold) for oscillations (red curve) for a finite length "hot" SWS working at the EPD; we assume the SWS length normalized to the wavelength at the EPD frequency of $N=70$. It is important to point out that the radiated power per-unit-length of the SWS is determined using $p_{\text {rad }}(z)=\frac{1}{2} G|V(z)|^{2}$, thus it is linearly proportional to the parameter $G$ , i.e., higher values of $G$ imply higher radiated power per-unit-length and therefore higher level of energy extraction from the SWS.

We have shown two very important facts here: first, the threshold beam current is very close to the EPD beam current for any desired value of power extracted. This indicates that the EPD condition for hot SWSs with finite length is the condition that basically guarantees full synchronization between the EM guided mode and the beam's charge wave. Secondly, the threshold current increases monotonically when increasing the required radiated power per unit length which implies a tight synchronization regime guaranteed for any high power generation. Therefore, in principle according to a Pierce-based model, the synchronism is maintained for any desired power output, and this trend is not observed in conventional BWOs where the load is at the beginning or end of the SWS.

### 6.5 Conclusion

We have conceptually demonstrated the occurrence of an EPD in an interactive system made of a linear electron beam and a guided electromagnetic wave. This EPD condition leads to a regime of operation for BWOs where the EPD guarantees a synchronism between a backward wave and a beam's charge wave through enforcing the coalescence of two modes in both their wavenumber and state vector, a regime we named "degenerate synchronization". A remarkable aspect of this EPD-BWO regime is that the "gain and distributed-powerextraction balance" condition leads to a perfect degenerate synchronization between the charge wave and EM wave for any amount of designed distributed power extraction. This distributed power extraction can be in the form of distributed radiation from the interaction zone or of distributed transfer of power from the hot SWS to an adjacent coupled waveguide. Under this EPD-BWO regime, in principle it is possible to extract large amounts of power from the electron beam and therefore the EPD-BWO exhibits high starting beam current. In theory the starting-oscillation beam current (i.e, the threshold) could be set to arbitrary


Figure 6.4: (a) Schematic setup for BWOs with "balanced gain and radiation-loss". (b) Equivalent transmission line model of the SWS with distributed (per-unit-length) series capacitance and shunt inductance for a SWS that supports backward waves. The distributed shunt conductance $G$ represents distributed power extraction, that is indeed given by $p_{\text {rad }}(z)=G|V(z)|^{2} / 2$. (c) Scaling of the oscillation-threshold beam current $I_{t h}$ versus SWS length normalized to the wavelength $N=\ell / \lambda_{e}$, where $\lambda_{e}=2 \pi / \beta_{0 e}$ is the guided wavelength calculated at the EPD frequency. It is obvious that for infinite long SWS where $N \rightarrow \infty$ we have $I_{t h} \rightarrow I_{0 e}$ which implies that the EPD synchronization condition is also the threshold for infinitely long SWSs. (d) Comparison of the threshold current for an EPD-BWO and a standard BWO for increasing SWS length. Note that the threshold of the EPD-BWO does not decreases to zero for longer SWSs, a characteristic that is fundamentally different from that of a standard BWO. (e) Scaling of the EPD beam current $I_{0}=I_{0 e}$ (blue curve) versus radiation losses $G$. We also show the scaling of the threshold beam current (red curve) for a finite-length SWS with $N=70$. Note that the threshold beam current is very close to the EPD current for any amount of required distributed extracted power which indicates that in principle the synchronism is achieved for any output power level.
large values, in contrast to what happens in conventional BWOs where the beam's starting current tends to vanish when the SWS lengths increases. Remarkably, in the EPD-BWO regime the starting oscillation current is always larger than the EPD's beam current that, in principle, can be set to large values by increasing the amount of power extracted per unit length. Therefore we have shown the fundamental principle that the amount of power generated under the EPD-BWO regime has no upper limit (the actual limit would be imposed only by the constraints encountered in the practical realizability), contrarily to conventional knowledge of BWOs.

Note that the degenerate synchronization regime discussed in this chapter is very different from the ones discussed in $[4,112,5,57]$. There, it was the "cold" SWS that exhibited a degeneracy condition, like the degenerate band edge (DBE), which is an EPD of order four, or the stationary inflection point (SIP), which is an EPD of order three, that were proposed to enhance the performance of high power devices. Those DBE and SIP EPD conditions were obtained in cold SWSs based on periodicity, and indeed the interaction of the EM modes with the electron beam would perturb those degeneracy conditions, and even destroy them for increasingly large values of electron beam currents. Here, instead, we have proposed a fully synchronous degenerate regime based on the concept of "distributed radiation and gain balance", where the EPD occurs in the hot structure, i.e., in presence of the interacting electron beam with any amount of current and hence, in principle, for any large amount of power.

## Chapter 7

## High Power X-band Relativistic BWO with Degenerate Synchronous Regime Operating at an Exceptional Point

An exceptional point of degeneracy (EPD) is induced in a system made of a linear electron beam interacting with an electromagnetic (EM) guided mode in a vacuum tube made of a corrugated circular metallic waveguide with distributed output ports [102, 124]. This scheme enables a degenerate synchronous regime in backward wave oscillators (BWOs) where the electron beam provides distributed gain to the EM mode with distributed power extraction. Particle-in-cell simulation (PIC) results demonstrate that the proposed EPD-BWO has a starting-oscillation current that scales quadratically with BWO length to a non-vanishing value, which does not occur in standard BWOs and demonstrates the occurrence of the EPD and hence the degenerate synchronism operational regime [124]. The degeneracy of two interactive hybrid modes is also verified by observing the coalescence of their complexvalued wavenumbers at the EPD frequency. Observations on the kinetic energy distribution of the electrons along the BWO demonstrate that the proposed EPD-BWO regime is capable
of achieving higher power conversion efficiency at higher levels of power generation due to its ability of maintaining the synchronism for longer BWO lengths compared to the standard BWO regime of operation $[102,124]$.

### 7.1 Motivation and State of the Art

An exceptional point of degeneracy (EPD) is here demonstrated in a system made of an electron beam interacting with an electromagnetic (EM) guided mode. The characterizing feature of an exceptional point is the spectral singularity resulting from the degeneracy of at least two eigenstates. We stress the importance to refer to it as "degeneracy" as implied in [16]. Despite most of the published work on EPDs are related to parity time (PT) symmetry [17, 38], the occurrence of EPDs does not necessarily require a system to satisfy the PT symmetry condition, however, in several case it involves a system to simultaneously have gain and loss [125]. The system we consider in this chapter involves two complete different media that support waves: an electron beam (e-beam) that supportsspace charge waves and a waveguide that supports EM waves. Exchange of energy occurs when an EM waves in a slow wave structure (SWS) interacts with the e-beam. In this chapter the degeneracy condition is enabled by the distributed power extraction (DPE) from the SWS waveguide as shown in Fig. 7.1. The energy that is extracted from the e-beam and delivered to the guided EM mode is considered as a distributed gain from the SWS perspective, whereas the DPE represents extraction "losses" and not mere dissipation [102, 126].

Backward-wave oscillators (BWOs) are high power sources where the power is transferred from a very energetic e-beam to a synchronized EM mode [127]. The extracted power in a conventional BWO is usually taken at one end of the SWS $[128,110]$ as shown in Fig. 7.1a. One challenging issue in BWOs is the limitation in power generation level. Indeed conventional BWOs exhibit small starting beam current (to induce sustained oscillations)
and limited power efficiency without reaching very high output power levels [129]. Several techniques were proposed in literature to enhance the power conversion efficiency of BWOs by optimizing the SWS and its termination. For example, non-uniform SWSs were proposed to enhance efficiency of BWOs in [130], in [131] a resonant reflector was used to enhance efficiency to about $30 \%$, and a two-sectional SWS was also proposed to enhance the power efficiency in [132]. These were optimization techniques. Here, instead, we demonstrate the effectiveness of a regime of operation of a BWO based on an EPD, i.e., exploiting the properties pertaining to the physics of an EPD realized using a DPE scheme as depicted in Fig. 7.1b. We refer to a BWO that is operating at an EPD, like the one in Fig. 7.1b, as an EPD-BWO. In this chapter we show the physical mechanism of an EPD arising from the interaction of an e-beam and and EM wave in a SWS and we show how this finding can be used as a regime of operation in what we call an EPD-BWO to produce very high power with high efficiency.

In our previous work in [102] a theoretical and idealistic analysis of EPD-BWOs based on a generalized Pierce model [106] was presented. Here, the demonstration of the EPD-BWO physical mechanism, is provided in a realistic system as the one in Fig. 7.1b using particle-incell (PIC) simulations. PIC simulations provide some of the most accurate results available from the state of the art modeling techniques of realistic vacuum electronics devices and by many are regarded as an essential step toward the experimental demonstration of a prototype. A realistic interaction between an electromagnetic wave and an electron beam is investigated in a cylindrical metallic SWS with various extraction ports as shown in Fig. 7.1b. This chapter proves the existence of the EPD in such a system by first demonstrating the asymptotic trend of the starting e-beam current that decreases quadratically with SWS length to a non-vanishing value, which is predicted theoretically in [102] and here demonstrated using accurate PIC simulations. In this chapter, we also derive an important formula that estimates the value of the e-beam current that generates the EPD (it was not provided in [102]). Besides the observed unconventional trend of the starting current peculiar of the


Figure 7.1: (a) Conventional BWO where the power is extracted from the waveguide end; (b) EPD-BWO where the power is extracted in a distributed fashion to satisfy the EPD condition. The power is extracted using distributed wire loops (as an example) that are connected to coaxial waveguides.
occurrence of an EPD, using PIC simulation, we also show the degeneracy of the complexvalued wavenumbers of two hybrid modes (EM waves interacting with the electron beam) in the realistic waveguide system when the beam dc current is set to specific value at a specific frequency. We provide the performance of the EPD-BWO in terms of output power and power efficiency: they greatly exceed those provided by a comparable conventional design of a BWO Fig. 7.1a. We show the main physical reason behind the high power conversion efficiency associated with the proposed EPD-BWO regime by observing the electrons kinetic energy distribution along the SWS using PIC simulations. We observe that the EPD-BWO better maintains the synchronism and electron coherence over the SWS length as compared to standard BWOs and therefore allows higher level of power conversion. Therefore this chapter not only demonstrates the physical existence of an EPD in a vacuum tube with distributed power extraction, by means of accurate PIC simulations, it also shows a design of an EPD-BWO and its great potentials in terms of very high power generation and efficiency.

### 7.2 Fundamental Concepts: EPD in theoretical PierceBased Model

The interaction between the e-beam charge wave and the EM wave in the SWS occurs when they are synchronized, i.e., when the EM wave phase velocity $v_{p h}=\omega / \beta_{p}$ is matched to the average velocity of the electrons $u_{0}$, where $\beta_{p}$ is the phase propagation constants of the "cold" EM wave, i.e., when it is not interacting with the e-beam. The synchronization condition provides an estimate of the oscillation frequency of $\mathrm{BWO}\left(\omega \approx u_{0} \beta_{p}\right)$ and is considered as an initial criterion, because the phase velocity of the "hot" modes, i.e., in the interactive system, are different from $v_{p h}$ and $u_{0}$ due to the interaction $[106,133]$.

The interaction between the e-beam and the EM wave in vacuum tube devices was theoretically studied by Pierce in [106]. Assuming a wave eigenfunctions of the interactive system of infinite length in the form of $\phi(z, t) \propto e^{i \omega t-i k z}$, Pierce showed that the solutions of the linearized differential equations that govern the electron beam charges' motion and continuity in presence of the SWS EM field yield four eigenmodes whose dispersion relation is given by the following characteristic equation $[106,133]$

$$
\begin{array}{r}
D(\omega, k)=k^{4}-2 \beta_{0} k^{3}+\left(\beta_{0}^{2}-\beta_{p}^{2}+\frac{I_{0} Z_{c} \beta_{p} \beta_{0}}{2 V_{0}}\right) k^{2}  \tag{7.1}\\
+2 \beta_{0} \beta_{p}^{2} k-\beta_{0}^{2} \beta_{p}^{2}=0
\end{array}
$$

where $\beta_{0}=\omega / u_{0}$ is the unmodulated beam wavenumber, $V_{0}$ and $I_{0}$ are the e-beam equivalent dc voltage and dc current, respectively, and $Z_{c}$ is characteristic impedance of the cold EM mode. The Pierce model has been extended in Ref.[102, 126] to the case of a SWS with DPE, where the propagation constant and characteristic impedance of the cold EM mode
are complex: $\beta_{p}=\beta_{p r}+i \beta_{p i}$ and $Z_{c}=Z_{c r}+i Z_{c i}$.

A second order EPD occurs in the interactive system when two solutions of (7.1) are identical, $k_{1}=k_{2}=k_{e}$, where $k_{e}$ is the degenerate wavenumber, at a given angular frequency $\omega_{e}$. This yields that two hot modes have exactly the same phase velocity $\omega / \operatorname{Re}\left(k_{e}\right)$ which means that synchronization is achieved in the interactive system and not in the cold system. The conditions that lead to having two degenerate wavenumbers of hot modes are $D\left(\omega_{e}, k_{e}\right)=0$ and $\left.\partial_{k} D\left(\omega_{e}, k\right)\right|_{k_{e}}=0$ [33], which yet is simplified by getting rid of $k_{e}$ to [102]

$$
\begin{equation*}
\left(\frac{\beta_{p}}{\beta_{0}}\right)^{2}=\left(\sqrt[3]{\frac{I_{0} Z_{c} \beta_{p}}{2 V_{0} \beta_{0}}}+1\right)^{3} \tag{7.2}
\end{equation*}
$$

The above condition represents a constraint involving the operational frequency $\omega$, e-beam dc voltage $V_{0}$ and current $I_{0}$, and cold SWS circuit wavenumber $\beta_{p}$ and characteristic impedance $Z_{c}$ to have an EPD.

When DPE occurs in the SWS, the propagation constant and characteristic impedance of the "cold" EM mode (i.e., without coupling to the electron beam) are complex: $\beta_{p}=\beta_{p r}+i \beta_{p i}$ and $Z_{c}=Z_{c r}+i Z_{c i}$. The cold propagation constant imaginary part $\beta_{p i}$ accounts for power attenuation along the SWS due to the leakage of power out of the SWS. Note that $\beta_{p r} \beta_{p i}>0$ for a "backward" EM wave that is traveling in the cold SWS (we are using the $\exp (i \omega t)$ time dependency which implies that the EM modes propagates as $\left.\exp \left(-i \beta_{p} z\right)\right)$. Since the phase propagation constant $\beta_{p r}$ is positive, because it has to match the electron beam effective wavenumber $\beta_{0}=\omega / u_{0}$, one has $\beta_{p i}>0$. Furthermore, for a backward wave with $\beta_{p r}>0$, one has $Z_{\text {cr }}<0$ since power travels along the $-z$ direction in the cold SWS. Therefore in the above formulas we have that $Z_{c} \beta_{p}=\left(Z_{c r} \beta_{p r}-Z_{c i} \beta_{p i}\right)+i\left(Z_{c i} \beta_{p r}+Z_{c r} \beta_{p i}\right)$ is complex.

Note that an EPD requires the coalescence of the two eigenvectors associated to the two
degenerate eigenvalues as well. This has been proven in Ref. [102] by analytically determining the two eigenvectors and by showing their analytical convergence. Here we want to add another perspective to ensure the system has an EPD, by showing that this strong degenerate condition is related to the description of the two degenerate eigenvelues' perturbation in terms of the Puiseux fractional power expansion [122] that, truncated to its first term, implies $\left(k_{n}-k_{e}\right) \approx(-1)^{n} \alpha_{1} \sqrt{\omega-\omega_{e}}$ where $k_{n}$, with $n=1,2$, are the two perturbed wavenumbers in the neighborhood of $\left(\omega_{e}, k_{e}\right)$. The enabling factor for this characterizing fractional power expansion is the fact that at the point $\left(\omega_{e}, k_{e}\right)$ we have $\left.\partial_{\omega} D\left(\omega, k_{e}\right)\right|_{\omega_{e}} \neq 0$ and therefore (7.2) will yield a branch point $\left(k-k_{e}\right) \approx \alpha_{1} \sqrt{\omega-\omega_{e}}$ in the dispersion diagram, where $\alpha_{1}=\left.\sqrt{-2 \partial_{\omega} D / \partial_{k}^{2} D}\right|_{\left(\omega_{e}, k_{e}\right)}$ as shown in Ref. [122]. The existence of the Puiseux series results in having a Jordan block in the system matrix which is one of the characterizing features of EPDs, as it was shown in [102] in details, in terms of the two coalescing eigenvectors.

The cold propagation constant imaginary part $\beta_{p i}$ accounts for power attenuation along the SWS due to the leakage of power out of the SWS as shown in Fig. 7.1b. Under the assumption that $\left|\beta_{p i}\right| \ll\left|\beta_{p r}\right|$ the complex EPD condition in (7.2) is simplified to

$$
\begin{equation*}
I_{0}=\left.I_{0 e} \approx \frac{128}{81 \sqrt{3}} \frac{V_{0}}{-Z_{c r}} \frac{\beta_{p i}^{3}}{\beta_{0}^{3}}\right|_{\beta_{p r}=\beta_{0}} \tag{7.3}
\end{equation*}
$$

A detailed formulation of the derivation and the assumptions used to derive (7.3) is presented in [124]. From a theoretical perspective, the EPD condition is satisfied just by tuning the e-beam dc current $I_{0}$ to a specific value which we call EPD current $I_{0 e}$ [120]. The EPD condition in (7.3) shows that the required e-beam dc current $I_{0 e}$ increases cubically when increasing the amount of distributed extracted power, which is represented in terms of the imaginary part $\beta_{p i}$ of the cold SWS's EM mode. The fact that an EPD e-beam current $I_{0 e}$ is found for any amount of distributed power extraction, implies a tight (degenerate)
synchronization regime is guaranteed for any high power generation. Therefore, in principle the synchronism is maintained for any desired distributed power output, according to the Pierce-based model. Note that this trend is definitely not observed in standard BWOs where interactive modes are non-degenerate and the load is at one end of the SWS (i.e., $\beta_{p i} \approx 0$ in SWSs made of copper without DPE).

The starting current for oscillation in a conventional BWO, where the supported modes are non-degenerate, was theoretically studied in [110]. The starting oscillation condition is determined by imposing infinite gain $A_{v} \rightarrow \infty$, where the gain $A_{v}$ is defined as the field amplitude ratio at the begin and end of the SWS [110]. Accordingly, the starting current of oscillation in a conventional BWO scales with the SWS length $\ell$ as $I_{s t}=\zeta / \ell^{3}[123,110]$ , where $\zeta$ is a constant. When a BWO with DPE operates in close proximity of the EPD, i.e., when the beam dc current $I_{0}$ is close to the EPD current $I_{0 e}$, there are two coalescing modes out of the three interacting modes with positive $\operatorname{Re}(k)$ and they are denoted by $k_{1}=k_{e}+\alpha \sqrt{I_{0}-I_{0 e}}$ and $k_{2}=k_{e}-\alpha \sqrt{I_{0}-I_{0 e}}[122]$, where $\alpha=\left.\sqrt{-2 \partial_{I} D / \partial_{k}^{2} D}\right|_{\left(\omega_{e}, k_{e}\right)}$ is constant. By imposing infinite gain $A_{v} \rightarrow \infty$ for this case, it has been shown in [102] that the starting current of oscillation is determined in term of the EPD current and the SWS length as

$$
\begin{equation*}
\left.I_{s t}\right|_{E D P-B W O}=I_{0 e}+\left(\frac{\pi}{\alpha \ell}\right)^{2} . \tag{7.4}
\end{equation*}
$$

This remarkable result shows that the starting current decreases to the EPD beam current for increasing length of the SWS, in contrast to the starting current in conventional BWOs that vanishes for increasing length of the SWS. The demonstration of these two scaling laws varying the SWS length of a realistic structure as in Fig. 7.1 is carried out in the next section using PIC simulations.

### 7.3 Particle-In-Cell Simulations of Degenerate Synchronous Regime in BWO

We demonstrate the EPD-BWO regime by taking a conventional BWO design operating at X-band shown in Fig. 7.1a. The proposed EPD-BWO is shown is Fig. 7.1b where DPE is introduced using distributed wire loops that are connected to coaxial waveguides. The original SWS geometry shown in Fig. 7.2a, is a circular copper waveguide with azimuthal symmetry and with inner and outer radii of $R_{i}=11.5 \mathrm{~mm}$ and $R_{o}=16.5 \mathrm{~mm}$, respectively, and period $d=15 \mathrm{~mm}$. The surface corrugation of SWS in one period is described by a flat surface $R(z)=R_{o}$ for $0 \leq z<w$, where $w=5 \mathrm{~mm}$, and a sinusoidal corrugated surfaces for the rest of the period described as $R(z)=\left(R_{o}+R_{i}\right) / 2+\left(\left(R_{o}-R_{i}\right) / 2\right) \cos (2 \pi(z-w) /(d-w))$ for $w \leq z<d$. The whole body of the BWO is made of copper with vacuum inside. The DPE is introduced by adding two wire loops in each unit cell, above and below as shown in Fig. 7.2b, that couple to the azimuthal magnetic field (shown in Fig. 7.3b), and by Farady's Law an electromotive force is generated that excites each coaxial waveguide, similarly to the way power is extracted from magnetrons (Ch. 10 in Ref. [127]). The coaxial cables have outer and inner radii equal to 2.57 mm and 0.5 mm , respectively, leading to a 98 ohm characteristic impedance.

### 7.3.1 EM modes in Cold SWS

We first analyze the EM modes supported by the two cold SWSs in Fig.7.2a and in Fig. 7.2b (we refer to a "cold" SWS when we do not consider the interaction with the e-beam). Therefore, Fig. 7.2c shows a comparison between the dispersion relation of the EM modes in the two "cold" SWSs: one used in the conventional BWO in Fig. 7.2a, and the other


Figure 7.2: Details of the longitudinal cross-sections of a SWS without (a) and with DPE (b). (c) Dispersion of EM guided modes in the "cold" SWSs in (a) and (b), without (blue curve) and with (red curve) distributed power extraction (DPE), respectively. The dispersion shows the real and imaginary parts of the complex wavenumber. The non-zero imaginary part of wavenumber (red line) shows that the SWS in (b) exhibits distributed power extraction. The black line is the "beam line" described by $\beta_{0}=\omega / u_{0}$, and the intersection point with the curve of $\beta_{p r}=\operatorname{Re}\left(\beta_{p r}\right)$ represents the approximative synchronization point.


Figure 7.3: Field distribution for the TM-like mode supported by the SWS in Fig. 7.2a: (a) electric field in a unit cell of the longitudinal cross-section of 7.2a, and (b) magnetic field on the transverse cross-section at the largest radius of the corrugated circular waveguide. Fields are found with the mode solver of CST Studio Suite.
one used in the BWO with DPE in Fig. 7.2b. The dispersion diagram shows only the EM mode that is TM-like, i.e., the one with an axial (longitudinal) electric field component, with electric and magnetic field distributions shown in Fig. 7.3. The dispersion curves in Fig 7.2c show that the EM mode in the cold SWS with DPE is a backward wave that has a propagation constant with non-zero imaginary part $\beta_{p i}$ at the frequency where the interaction with the e-beam would occur, i.e., at the point where the EM wave phase velocity $\omega / \beta_{p r}$ is synchronized to the relativistic velocity of electrons $u_{0}=0.88 c$, where $c$ is the speed of light in vacuum. This means that the cold SWS in Fig. 7.2b is suitable for our design of a BWO with an EPD $[126,102]$. The complex wavenumber dispersion relation in presence of DPE, shown in Fig 7.2c, is obtained by using two multi-mode ports at the begin and end of a SWS unit-cell where each port has 30 circular-waveguide modes (almost all evanescent) that sufficiently represent the first TM-like Floquet mode in the periodic SWS, while all the coaxial waveguides are matched to their characteristic impedance to absorb all the outgoing power. This is done using the Finite Element Frequency Domain solver implemented in CST Studio Suite by DS SIMULIA that calculates the scattering parameters of the unit cell, that have then been converted to a transfer matrix to get the SWS complex Floquet-Bloch modes following the same method in [57].

### 7.3.2 Existence of EPD-BWO Regime

We demonstrate the EPD-BWO regime by considering a conventional BWO operating at Xband whose SWS is shown in Fig. 7.2a, with added DPE ports as in Fig. 7.2b. An example of the dispersion of the complex-wavenumber modes in the interactive ("hot") EM e-beam system with DPE has been shown in $[126,102]$ using the Pierce-based model revealing the occurrence of an EPD in an idealize system made of transmission lines. Here instead we provide a concrete demonstration of the EPD-BWO regime in the SWS in Fig. 7.1b using PIC simulations, and resorting to some unique features of the EPD in the e-beam - EM wave interactive system, that supports two degenerate modes in the hot SWS. Simulations based on the PIC solver, implemented in CST Studio Suite, use a relativistic annular e-beam with dc voltage of $V_{0}=600 \mathrm{kV}$, inner and outer radii of $R_{i b}=9 \mathrm{~mm}$ and $R_{o b}=10.3 \mathrm{~mm}$, respectively, and with dc axial magnetic field of 2.6 T to confine the electron beam. The cathode is modeled using the dc emission model with 528 uniform emission points. The full-wave simulation uses around 1.3 M Hexahedral mesh cells to model the SWS.

The output signals and their corresponding spectra for both BWOs, with and without DPE, are shown in Fig. 7.4 where a self-standing oscillation frequency of 9.7 GHz is observed when the used beam dc current is $I_{0}=1740 \mathrm{~A}$ for both cases.

We study the starting e-beam current for oscillation in both types of BWO (the conventional one, and the EPD-BWO in Fig. 7.1) by sweeping the e-beam current $I_{0}$ and monitoring the RF power and its spectrum of the waveguide output signal at the right end of the cylindrical waveguide. Using a SWS with 11 unit-cells we show in Fig. 7.5 the output power at the main port at the right end of the SWS when the e-beam current is just below and just above the threshold current. A self-standing oscillation frequency of 9.7 GHz is observed when the


Figure 7.4: Output signals and their corresponding spectra for: (a) Conventional BWO where the output power is only extracted from one port as shown in Fig. 7.1a. (b) EPDBWO where power is extracted from multiple ports as shown in Fig. 7.1b, they all have the same frequency of oscillations. In both cases, the time-window used for the Fourier transforms is depicted by a rectangle.
e-beam dc current $I_{0}$ for the conventional BWO is at or larger than than 250 A , while for the EPD-BWO, self-standing oscillations is observed for an e-beam current $I_{0}$ equal or greater than 1230A. Such oscillations are not observed for smaller e-beam current, as for example 225A for the conventional BWO and 1170A for the EPD-BWO. Therefore we conclude that the the starting current of oscillation is approximately 250 A for the conventional BWO, and 1230A for the EPD-BWO, when the SWS length is 11 periods. We show performance summary in Table 7.1

To assess the occurrence of an EPD we verify the unique scaling trend of the starting current in (7.4) by repeating the previous study for different SWS lengths. Fig. 7.6 shows the starting current scaling trends for both conventional BWO and EPD-BWO based on PIC simulation


Figure 7.5: Output signal at the right-end waveguide port and its corresponding spectrum when the SWS has 11 unit-cells, at (blue) and below (black) the e-beam starting current for: (a) Conventional BWO, and (b) EPD-BWO. The frequency spectrum shows that there is not self-standing oscillation at 9.7 GHz when the e-beam dc current is below the oscillation threshold, i.e., when the current is below 250A for the conventional BWO, and below 1230A for the EPD-BWO, but self-standing oscillation occurs at these two e-beam current values, hence they represent the starting currents for the two types of BWOs. It is important to stress that the figure shows only the output power at the right-end port of the EPD-BWO, and that the output value of the EPD-BWO from only the right-end waveguide port is comparable to the one coming out of the conventional BWO.

|  | Conventional BWO | EDP-BWO |
| :--- | :--- | :--- |
| Starting current | 250 A | 1230 A |
| Oscillation frequency | 9.7 GHz | 9.7 GHz |
| Output power $\left(I=I_{s t}\right)$ | 0.8 GWatt | 0.28 GWatt |
| Efficiency $\left(I=I_{s t}\right)$ | $15 \%$ | $35 \%$ |

Table 7.1: Performance summary for conventional BWO and EPD-BWO operating at Xband frequency when the SWS has 11 unit-cells


Figure 7.6: Scaling of starting e-beam current for oscillation in conventional BWO and EPDBWO. Dashed lines represent fitting curves. The EPD-BWO shows a starting current trend that does not vanish for long SWS.
results, varying the number of periods of the SWS. The dashed lines represent fitting curves and the case of EPD-BWO shows very good fitting with $99 \%$ R-square. In comparison to a conventional BWO, the EPD-BWO is characterized by a starting current (threshold) that does not tend to zero as the SWS length increases, and a scaling that is a quadratic function of the inverse of the SWS length.


Figure 7.7: Comparison between the efficiency of a conventional BWO and an EPD-BWO using $N=11$. The EPD-BWO shows improved efficiency at higher level of power generation compared to the conventional BWO.

### 7.3.3 Power Performance: EPD-BWO Compared to a Conventional BWO

We compare the RF conversion power efficiency (RF output power over dc e-beam power) of the conventional BWO with that of the EPD-BWO in Fig. 7.7 for e-beam dc currents that exceed the starting current, assuming the SWS has 11 unit-cells. The figure shows that the EPD-BWO has higher efficiency and also higher level of output power compared to a conventional BWO with same dimensions. The results show that the EPD-BWO has a maximum efficiency of about $47 \%$ at about 0.5 GW output power (the sum of the power from each output in Fig. 7.1b). Instead, the conventional BWO has a maximum efficiency of about $33 \%$ at an output power level of about 0.27 GW . It is important to point out that the EPD-BWO has a higher threshold beam current to start oscillations compared to the conventional one which is in consistent with the theoretical results in [102] and with the requirement of generating higher power levels.

Figure 7.8 shows the electric field distribution for the conventional BWO and the EPD-BWO when the e-beam dc current $I_{0}$ is 1750 A , in both cases, for a SWS of 11 unit cells. The


Figure 7.8: Electric field distribution in the SWS for: (a) conventional BWO and (b) EPDBWO. The figure in (b) shows power extraction in distributed fashion from the coaxial waveguides at the top and bottom of the circular waveguide.
figure shows that for the conventional BWO the power is extracted only from the main port at the right end, whereas for EPD-BWO most of the power is extracted in a distributed fashion from the top and bottom coaxial waveguides, resulting in much high power and high efficiency as demonstrated in Fig. 7.8.

### 7.4 Maintaining Synchronism at High Power Levels

The interaction between the electron beam and the guided EM field requires synchronism. Synchronism is achieved when the electrons average velocity and phase velocity of the EM wave supported by the SWS are matched. The power delivered to the EM field in the BWOs is provided by the electrons's kinetic energy. Therefore, extracting more energy from the electron beam would result in further decreasing the average speed of electrons, which in turns leads the system out of synchronism. Consequently, the level of power extraction and the power conversion efficiency would be limited because synchronism is maintained only for finite SWS lengths. The advantage of using the EPD concept in BWOs through introducing

DPE is that the synchronism is maintained for higher levels of power extraction as compared to conventional BWOs. To show that, we compare the synchronism in the EPD-BWO regime and in the conventional BWO by performing PIC simulations and monitoring the electrons kinetic energy along the BWO as shown in Fig. 7.9. PIC simulations are performed for structures with a number of unit-cells $N=20$ to be able to see the electrons behavior over a large length. The plots in Fig. 7.9 presents the phase plots of electrons
showing the space bunching of electrons. PIC simulator used about $6 \times 10^{6}$ particle charges to model the electron beam, where each particle has a macro-charge of about $q_{p}=-7 \times 10^{6} e$ $\left(e=1.602 \times 10^{-19} \mathrm{C}\right)$ that represents a cloud of electrons, where $e$ is the charge of one electron. Each plot in Fig. 7.9 shows the kinetic energy of the electrons along the structure , i.e., each dot in the plot corresponds to the kinetic energy of every electron belonging to a given particle charge at position $z$. We show first the conventional BWO case when the beam dc current $I_{0}=30 \mathrm{~A}$ is just above the estimated starting current $I_{s t}=29.8 \mathrm{~A}$. For this case the EM mode-charge wave synchronization is maintained for almost all the SWS length as shown in Fig. 7.9a. The electrons energy distribution along the SWS, at a given time instant after reaching the steady state regime, becomes more irregular when we increase the beam dc current as shown in Fig. 7.9b and Fig. 7.9c. These figures show that length over which the synchronization and coherence of electron is satisfied, decreases when trying to extract more power by increasing the beam dc current. We now compare the EPD regime with the one of the conventional BWO using the same beam dc current, which is approximately 18 times the starting current of conventional BWO case and approximately equal to the starting current of the EPD-BWO case $\left(I_{0}=550 \mathrm{~A}\right)$. The phase space plot of the electrons at a given time instant after reaching the steady state regime in Fig. 7.9c and Fig. 7.9d shows that the EPD-BWO better maintains the synchronism and electron coherence over the whole SWS length as compared to the conventional BWO, at higher power levels. These observations contribute to the explanation of why the EPD-BWO regime leads to higher output power levels and higher power conversion efficiency than those of a conventional BWO. The dashed


Figure 7.9: Phase space plot of electrons showing the electrons' kinetic energy distribution at a time instant after reaching the steady regime. (a), (b) and (c): conventional BWO when the beam dc current is $30 \mathrm{~A}, 200 \mathrm{~A}$ and 550 A . (d): EPD-BWO when the beam dc current is just above the starting current for oscillation 550 A . (a), (b) and (c) show that synchronism is lost when attempt to increase power extraction level by increasing the beam dc current, whereas for DPE case in (d), synchronism is maintained for a longer SWS length when compared to the conventional BWO in (c), assuming that they use the same beam dc current. The dashed black lines in the figures represent the time-averaged kinetic energy which decreases with growing $z$-location because of the energy transfer from electron beam to the SWS.
black line in each figure represents the time-averaged kinetic energy of the electrons at each $z$-location calculated as $E_{k, \text { avg }}(z)=\frac{1}{T} \int_{t=t_{r e f}}^{t=t_{\text {ref }}+T} E_{k}(z, t)$, where $t_{r e f}$ is any time instant after steady state regime is reached, $T=1 / f$ and $f$ is the oscillation frequency, and $E_{k}(z, t)$ is equivalent electrons kinetic energy calculated as the mean of electrons energy existing in small proximity of 1 mm window along the coordinate $z$ at time instant $t$. Comparing Fig. 7.9c and Fig. 7.9d, the electrons kinetic energy, and hence the electrons average velocity, is maintained for longer lengths as compared to the BWO with standard regime, and therefore would result in a higher energy transfer and higher power conversion efficiency.


Figure 7.10: Setup used to determine the complex wavenumber versus frequency dispersion relation of hybrid modes in hot SWSs based on PIC simulations. Each unit cell in the hot SWS is modeled as a multi-port network circuit with equivalent voltages and currents representing EM waves $\left(V_{n}, I_{n}\right)$ and space-charge waves $\left(V_{b n}, I_{b n}\right)$ dynamics.

### 7.5 Demonstration of Degenerate Dispersion of Hybrid Hot Modes Using PIC Simulations

The goal is to verify the degeneracy of the wavenumbers of the modes of the interactive system (i.e, the hybrid modes) in the hot SWS using PIC simulations. Previously, the degenerate dispersion has been shown using the approximate analytical method based on the Pierce model [102]. Here we adopt the general procedure described in [134] to estimate the complex-valued wavenumbers of the interactive (hybrid) modes, and show the hybrid mode degeneracy using data extracted from PIC simulations. The procedure is based on exciting the SWS from both sides by EM waves having monochromatic signal as illustrated in Fig. 7.10, and then calculating the hybrid-system state vectors that describe the EM field and the electron beam dynamics at discrete periodic locations along the SWS. The time domain data extracted from PIC simulations are transformed into phasors after reaching a steady regime. We then find the transfer matrix of the unit-cell of the "hot" SWS that
best relates the calculated state vectors. Once the estimate of the unit-cell transfer matrix is obtained, we find the complex values of the wavenumbers of the hybrid eigenmodes in a hot SWS using Floquet theory. The details of the steps used to generate the hybrid-modes dispersion relation in the hot SWS are provided in [124, 134].

The wavenumber-frequency dispersion describing the complex-valued wavenumber of the hybrid eigenmodes in the hot SWS is determined by running multiple PIC simulations of a SWS with 11 unit-cells at different frequencies and then determining the transfer matrix of the unit-cell at each frequency. Calculations are based on using a beam dc current of $I_{0}=260 \mathrm{~A}$, which is the value of EPD beam current (pertaining to the infinitely long SWS) according to the fitting shown in Fig. 7.6; the use of this current value of current should guarantee the coalescence of two interactive modes. It is worth mentioning that the used beam current in this case is below the starting current of oscillation of the hot SWS of 11 uni cells, which is estimated to be 1215 A , therefore, one can model each unit cell in the structure using a transfer matrix as discussed in [124, 134]. The dispersion diagram of the four modes in the hot EM-electron beam system is shown in Fig. 7.11a (solid curves) using 27 frequency points (27 PIC simulations). The dashed red line represents the space-charge wave (i.e., the beam line) of the isolated electron beam. The figure show a degeneracy of both the real and imaginary parts of the wavenumbers of two hybrid modes (the red and blue curves) at a frequency near $f=9.87 \mathrm{GHz}$ which is very close to the oscillation frequency. As a further proof, we also verify that the EPD is obtained when the beam dc current is set to a specific value, by observing the wavenumber-beam current dispersion describing the hybrid eigenmodes at $f=9.87 \mathrm{GHz}$, which is the frequency at which we expect to find the EPD. This is shown in Fig. 7.11b where two dispersion curves of the four interactive modes intersect (in their real and imaginary parts) when sweeping the beam current (the red and blue curves). The figure show that the EPD occurs when the beam current is close to 260 A, which is consistent with result in Fig. 7.6.


Figure 7.11: Dispersion of complex-valued wavenumbers of the four hybrid modes in the hot SWS of 11 unit-cells, estimated from data extracted from PIC simulation : (a) varying frequency when the electron beam dc current is $I_{0}=260 \mathrm{~A}$ and (b) varying the beam dc current, at $f=9.87 \mathrm{GHz}$. All the considered beam dc currents used to generate the results in (a) and (b) are lower than the starting current of oscillation, estimated to be 1215 A . The plots show a modal degeneracy (in the real and imaginary parts) when the the beam dc current is $I_{0}=260 \mathrm{~A}$ and the operating frequency is $f=9.87 \mathrm{GHz}$

### 7.6 Conclusion

The physical mechanism of an EPD in a hybrid system where a linear electron beam interacts with an EM mode has been demonstrated in a BWO made of a circular corrugated waveguide with distributed power extraction. The EPD demonstration is based on using PIC simulations modeling realistic interactions between an electron beam and the EM modes in the waveguide; therefore this chapter expands the previous EPD observation in [102] that was made using an approximate analytical method based on the simplistic Pierce model. The manifestation of such EPD is useful to conceive a degenerate synchronous regime for BWOs that have a starting-oscillation current law that decreases quadratically to a given fixed value for long waveguide interaction lengths; as a consequence PIC simulations show higher efficiency and much higher output power than a standard BWO. The unique quadratic threshold scaling law for long waveguide interaction lengths observed in the realistic EPD-BWO setting studied here demonstrates the EPD-based synchronization phenomenon, compared to that in a standard BWO that has a starting-oscillation current law that vanishes cubically. As a further confirmation, we have also shown the complex-valued wavenumber degeneracy in the realistic hot SWS with distributed power extraction, elaborating data extracted from PIC simulations. The distributed power extraction concept is useful to generate the EPD and we have shown that the propose degenerate BWO regime leads to higher power extraction and higher power efficiency when compared to a standard BWO. The physical mechanism of why more power can be extracted is also explained in terms of observations made on the distribution of the electrons kinetic energy revealing that the synchronous behavior of the EPD-BWO is mantained for longer SWS lengths and at higher power levels than what observed in a standard BWO

## Chapter 8

## High Power Backward Wave Oscillator using Folded Waveguide with Distributed Power Extraction Operating at an Exceptional Point

The concept of exceptional point of degeneracy (EPD) is used to conceive an exceptional synchronization regime that is able to enhance the level of output power and power conversion efficiency for backward wave oscillators (BWOs) operating at millimeter-wave and Terahertz frequencies [135]. Standard BWOs operating at such high frequency ranges typically generate output power not exceeding tens of watts with very poor power conversion efficiency in the order of $1 \%$. The novel concept of exceptional synchronization for the BWO based on a folded waveguide is implemented by engineering distributed gain and power extraction along the slow-wave waveguide [135]. The distributed power extraction along the folded waveguide is useful to satisfy the necessary conditions to have an EPD at the synchronization point [102, 124, 135]. Particle-in-cell (PIC) simulation results shows that BWO operating at
an EPD regime is capable of generating output power exceeding 3 kwatts with conversion efficiency of exceeding $20 \%$ at frequency of $88.5 \mathrm{GHz}[135]$.

### 8.1 Motivation and State of the Art

The capability to generate significant power at millimeter-wave and terahertz ( THz ) frequencies using vacuum electronics sources has motivated many investigations due to the their high demand on applications such as imaging, spectroscopy and communications [136, 137, 138, 139, 140, 141]. Vacuum electronic devices operating at millimeter-wave and THz frequencies often use folded waveguides (serpentine-shaped waveguide) as shown in Fig. 8.1a. The advancement of fabrication technologies such as LIGA (LIthographie, Galvanoformung, Abformung) have made it easy to fabricate and develop vacuum electronic devices operating at these high frequencies [142, 143, 144, 145, 146, 139].

Exceptional points of degeneracy (EPD) are points in parameter space of a system at which two or more eigenmodes coalesce. Despite most of the published work on EPDs are related to parity time (PT) symmetry $[17,38]$, the occurrence of EPDs does not necessarily require a system to exactly satisfy the PT symmetry condition. In general, but not always [48, 41, 49] , the occurrence of EPD in waveguides requires simultaneous presence of gain and loss [40, 41]. Instead of using losses, the EPD in this work is enabled by the distributed power extraction (DPE) from the folded waveguide as shown in Fig. 8.1b. The ideal concept of simultaneous radiation losses and distributed gain in two coupled waveguides leading to an EPD was already discussed in [40] in a theoretical setting. In this chapter the concept is achieved using a single serpentine waveguide coupled to an electron beam (e-beam). The energy extracted from the e-beam and delivered to the guided electromagnetic (EM) mode is considered as a distributed gain from the waveguide perspective, whereas DPE represents extraction "losses" and not mere dissipation $[126,102,124]$. The distributed extracted power
from the discrete waveguide ports along the serpentine (Fig. 8.1) could be directed toward an array antenna and hence radiated generating a collimated EM beam or could be collected in an external waveguide after proper optimization for power combining.

In [102], we have studied the theoretical and idealistic analysis of a BWO with exceptional synchronization operating at an EPD (we named it EPD-BWO) using a generalized Pierce model [106] that accounts for waveguide with distributed power extraction modeled as losses. Here we show analytically and numerically using particle-in-cell (PIC) simulations that an EPD-BWO is characterized by the asymptotic trend of the starting e-beam dc current that decreases quadratically with slow wave structure (SWS) length to a non-vanishing value that can be properly designed based on the required output power. In this chapter, we focus on the realization and implementation of the exceptional synchronization of the EPD-BWO at millimeter-waves since it is very challenging to generate significant power levels at such high frequencies. Though we do not show it here, the concept of exceptional synchronization is expected to be advantageous also at THz frequencies. The use of EPD enables to have higher starting current for oscillation which indicates higher level of power extraction from the e-beam kinetic energy.

Works on BWOs operating at millimeter-wave and THz have reported a generated output power not exceeding tens of watts with power conversion efficiency around $1 \%[147,148$, $145,149,150,151,152,141]$. In this chapter we employ the concept of EPD to enhance such poor efficiency and to increase the level of output power. We asses the advancements in the performance of BWO operating at an EPD (EPD-BWO) over a standard BWO (STD-BWO) using particle-in-cell (PIC) simulations.


Figure 8.1: BWO with folded waveguide operating at millimeter waves: (a) standard (STD)BWO where the power is extracted from a waveguide end; (b) EPD-BWO where the power is extracted in a distributed fashion to enable the occurrence of the exceptional synchronization regime when working at an EPD. The distributed power is extracted by introducing a small slot in each folded waveguide period that couples portion of the power in the folded waveguide to the outgoing rectangular waveguides.

### 8.2 Implementation of Exceptional Synchronism Regime Based on EPD in a Folded Waveguide

A simple model for the interaction between the e-beam and the EM wave in vacuum tube devices was provided by Pierce in [106]. Augmenting the Pierce model to include SWSs with distributed loads, we have shown in $[126,102,124]$ that a second order EPD is found as a special degeneracy of the interactive (i.e., hot) electron beam-EM modes when DPE along the waveguide is added and when the beam dc current is set to specific value $I_{0}=I_{0 e}$, i.e., using
this e-beam dc current guarantees that two modes in the interactive system are synchronized. The e-beam dc current $I_{0 e}$ is the specific value that guarantees the degeneracy of two modes, which can be set to a desired value by properly designing the interactive SWS system. The cold SWS with DPE has a complex propagation constant $\beta_{c}=\beta_{c r}+i \beta_{c i}$ around the synchronization point, where the imaginary part $\beta_{c i}$ accounts for the DPE along the SWS and the subscript $c$ denotes circuit that is representing the cold SWS. We have shown in $[126,102$, 124] that the EPD e-beam dc current has a proportionality $I_{0 e} \propto \beta_{c i}^{2}$, where the parameter $\beta_{c i}$ represents the DPE introduced in the SWS and is determined by engineering the DPE from the SWS. The fact that an EPD e-beam current $I_{0 e}$ is found for any amount of desired distributed power extraction implies that this so called "exceptional synchronization" regime is guaranteed for any desired high power generation. Therefore, in principle, the synchronism is maintained for any desired distributed power output, according to the augmented Piercebased model presented in [126, 102]. Note that this trend is definitely not observed in standard BWOs where interactive modes are non-degenerate and the load is at one end of the SWS. Furthermore in a STD-BWO the starting (i.e., threshold) current vanishes with increasing SWS length, whereas in an EPD-BWO it decreases quadratically to a fixed, desired, value $[126,102,124]$, that coincides with $I_{0 e} \propto \beta_{c i}^{2}$, hence this value is related to the amount of DPE. Therefore, the exceptional synchronization regime enables a large transfer of power from the e-beam to the waveguide EM mode as compared to a standard regime.

Here, we show how to implement the EPD regime in a BWO that uses a folded waveguide and operating at millimeter wave and THz frequency through introducing DPE along the waveguide as illustrated in Fig. 8.1b. In particular, we consider a folded waveguide made of copper with rectangular cross-section of dimension $a=1.9 \mathrm{~mm}$ and $b=0.2 \mathrm{~mm}$. The folded waveguide has a bending radius of $R_{s}=0.3 \mathrm{~mm}$ and the straight sections have length of $h=1 \mathrm{~mm}$. The beam tunnel radius is $R_{t}=0.175 \mathrm{~mm}$, with a filling factor of about $58 \%$, i.e., the e-beam has radius of $R_{b}=0.13 \mathrm{~mm}$. The DPE is conceived in the waveguide by making a small rectangular slot of dimensions $a \times s$, with $s=0.05 \mathrm{~mm}$, in the wide side of
the rectangular cross section, and length $t=0.1 \mathrm{~mm}$, in each period of the waveguide (as shown in Fig. 8.1b). The slots couples portion of the main power in the SWS to an outgoing rectangular waveguide with dimensions $a \times b$, as shown in Fig. 8.2b.

Figure 8.2c shows a comparison between the dispersion relation of EM modes in two "cold" SWSs: one used in a STD-BWO in Fig. 8.2a, and one used in the BWO with DPE in Fig. 8.2b. The dispersion curves show only the dominant EM mode $\mathrm{TE}_{10}$ which exhibits an axial (longitudinal, along the folded waveguide) electric field component able to interact with the e-beam. The dispersion curves in Fig 8.2c show that the cold SWS with DPE supports backward waves that have a propagation constant with non-zero imaginary part $\beta_{c i}$ at the frequencies where the interaction with the e-beam may occur. The imaginary part of a mode propagating in the folded waveguide without DPE is almost equal to zero at the interaction points $\left(\omega / \beta_{c r} \approx u_{0}\right.$, where $u_{0}$ is the electrons average speed and $\omega$ is the angular frequency). The complex wavenumber dispersion relation in presence of DPE, shown in Fig 8.2c, is obtained by simulating a single unit-cell that is connected to two ports at its beginning and end, while the power extraction waveguide is connected to a matched port, and the beam tunnel ends are terminated by prefect electric conductor (PEC) since the $\mathrm{TE}_{10}$ mode is below cutoff of such a tunnel (we have checked that varying the beam tunnel length and terminations does not affect the result). The interaction between the EM mode in the SWS and the e-beam occurs at the $2^{\text {nd }}$ Brillouin zone defined here as $\operatorname{Re}(k d / \pi) \in[4,6]$. The dispersion relations we show in Fig 8.2c are plotted in the fundamental Brillouin zone defined here as $\operatorname{Re}(k d / \pi) \in[0,2]$, for the sake of clarity. The Finite Element Frequency Domain solver implemented in CST Studio Suite by DS SIMULIA is used to calculate the two-port scattering parameters which are converted into a two-port transfer matrix representing one unit-cell. The complex Floquet-Bloch modes wavenumbers are then obtained by enforcing periodic boundaries for the obtained transfer matrix, following the method discussed in [57].


Figure 8.2: Details of the longitudinal cross-sections of a SWS without (a) and with DPE (b). (c) Dispersion of EM guided modes in the "cold" SWSs in (a) and (b), without (blue curve) and with (red curve) distributed power extraction (DPE), respectively. The dispersion shows the real and imaginary parts of the complex wavenumber. The non-zero imaginary part of wavenumber (red line) shows that the SWS in (b) exhibits distributed power extraction. The black line is the "beam line" described by $\beta_{0}=\omega / u_{0}$, and the intersection point with the curve of $\beta_{p r}=\operatorname{Re}\left(\beta_{p r}\right)$ represents the approximative synchronization point.

### 8.3 Particle-In-Cell Simulations of Exceptional Synchronous Regime in BWO

We perform PIC simulations to assess the performance and features of the proposed EPDBWO using a folded waveguide and operating at millimeter wave frequency. The PIC simulations uses a pencil e-beam with dc voltage $V_{0}=7.5 \mathrm{kV}$. An axial dc magnetic field of 2 T is used to ensure the confinement of the e-beam in all the cases considered in the chapter (i.e. EPD-BWOs and STD-BWOs). We verified using PIC simulations that the e-beam time-averaged current calculated at the end of the SWS $(z=N d)$ is the same as the e-beam dc current $I_{0}$, hence electrons do not hit the copper walls.

### 8.3.1 Starting Current

We start first by studying the starting (threshold) current of oscillation to see how much increase in starting current we obtain with the EPD-BWO with respect to a STD-BWO without DPE. Results show that the EPD-BWO exhibits a much higher starting current of oscillation with respect to a STD-BWO without DPE. Indeed the increase in starting current is an advantage here because it enables to push up the saturation power level of the BWO to much higher levels and therefore leads to a high level of power extraction. The output power for a STD-BWO is extracted from the Main port at the left end of the waveguide, whereas the output power of the EPD-BWO is extracted from the left waveguide port in addition to all DPE waveguide ports as shown in Fig. 8.1b. Fig. 8.3 shows the output ports signals, obtained from PIC simulations, for both BWOs with 13 unit cells when the e-beam current is just below and above the starting currents of each BWO (the threshold currents have been found by repeating simulations with varying e-beam dc current values with steps of 0.1 A for the STD-BWO and 0.01 A for the EPD-BWO). A self-standing oscillation frequency of 93.1


Figure 8.3: Output signals for: (a) STD-BWO and (b) EPD-BWO, both having 13 unitcells, when the e-beam dc current is just below and above the starting current of oscillation $\left(I_{s t}\right)$ for each BWO case. The output signal for the STD-BWO is extracted at the left-end port of the waveguide (a), whereas for the EPD-BWO the signals are extracted from the 13 distributed ports and from the left-end port, denoted by different colored curves (b).

GHz is observed when the beam dc current $I_{0}$ is at or larger than 0.8 A for the STD-BWO case, whereas a self-standing oscillation frequency of 88.2 GHz is observed when the beam dc current $I_{0}$ is at or larger than 2.16 A for the EPD-BWO case. The different colors in Fig. 8.3b represent the output signals from the 13 distributed ports and the left-end port (i.e., Main port) of EPD-BWO, they are arranged in descending order according to their maxima levels at steady state as: Main port, Port 2, Port 1, Port 3, Port 4, ... Port 13, where the port numbering is illustrated in Fig. 8.1b. We estimate the starting current of the oscillation as the average of the two observed values of the e-beam currents where oscillation starts to occur and does not occur, respectively. Therefore, the starting currents $I_{s t}$ for STD-BWO and EPD-BWO are 0.75 A and 2.15 A , respectively. Considering larger and larger numbers of unit cells implies that $I_{s t} \rightarrow 0$ for the STD-BWO case, and $I_{s t} \rightarrow I_{0 e}$ for the EPD-BWO case $[102,124]$. We show performance summary in Table 8.1

To assess the occurrence of an EPD, we verify the unique scaling trend of the starting current in (8.1) by repeating the previous study for different SWS lengths. Such scaling trends for the starting current for both STD-BWO and EPD-BWO are shown using black dots in Fig.

|  | STD-BWO | EDP-BWO |
| :--- | :--- | :--- |
| Starting current | 0.16 A | 2.11 A |
| Oscillation frequency | 93.1 GHz | 88.2 GHz |
| Output power $\left(I=I_{s t}\right)$ | 80 Watt | 2640 Watt |
| Efficiency $\left(I=I_{s t}\right)$ | $1.3 \%$ | $15 \%$ |

Table 8.1: Performance summary for standard BWO and EPD-BWO operating at millimeter wave frequency when the SWS has 20 unit-cells
8.4 based on PIC simulation results, varying the number of periods of the SWS. The dashed lines represent fitting curves; the case of EPD-BWO shows very good agreement with the fitting curve. The EPD-BWO is characterized by a starting current that does not tend to zero as the SWS length increases, in contrast to the starting current of a STD-BWO that vanishes for increasing SWS length. The observed scaling of the starting current of a EPDBWO is a quadratic function of the inverse of the SWS length, which is the same trend observed theoretically in [102] using an augmented Pierce model. Indeed, we have shown in $[102,124]$ that the starting current of oscillation for EPD-BWO scales with the SWS length as

$$
\begin{equation*}
I_{s t}=I_{0 e}+\left(\frac{\alpha}{N}\right)^{2} \tag{8.1}
\end{equation*}
$$

where $\alpha$ is a constant. From the fitting shown in Fig. 8.4 we have found that $I_{s t}=2.09+$ $(3.2 / N)^{2}$, therefore, following [102], the estimate of the EPD current is $I_{0 e}=\left.I_{s t}\right|_{N \rightarrow \infty}=2.09$ A. Later on in the next section, we show that the use of a current close to this value will lead to the degeneracy of two hot modes in the dispersion of the hot structure, using data extracted from PIC simulations. We refer to the modes of the system where the e-beam interacts with the EM wave of the SWS as "hot" modes, which are the modes that are composed of both EM and space-charge waves.


Figure 8.4: Scaling of starting e-beam dc current for STD-BWO and EPD-BWO with SWSs length (black dots). Dashed lines represent fitting curves. The EPD-BWO shows a starting current trend that does not vanish for long lengths, the quadratic decay is representative of a degeneracy condition.

### 8.3.2 Power Performance: EPD-BWO Compared to a STD-BWO

We calculate the output power for STD-BWO and EPD-BWO when the e-beam is $10 \%$ above the starting beam current for each case, i.e., $I_{0}=1.1 I_{s t}$, where the starting currents for both the EPD-BWO and STD-BWO are shown in Fig. 8.4. The output power $P_{\text {out }}$ for the EPDBWO case is calculated as the sum of the power delivered to the distributed ports and the main port. We show in Fig. 8.5a the output power and power conversion efficiency, defined as $\eta=P_{\text {out }} /\left(V_{0} I_{0}\right)$, for both cases of EPD-BWO and STD-BWO when varying the number of periods (i.e., unit cells) of the folded waveguide . The figure shows that the EPD-BWO has always much higher output power level and power conversion efficiency as compared to the STD-BWO. We observe from the figure also that the output power and efficiency for the EPD-BWO increase as we increase the number of folded waveguide periods, unlike for the STD-BWO. The output power level starts to saturate as the number of periods approaches 27 for the EPD-BWO case.


Figure 8.5: Comparison between the output power and power conversion efficiency of a STDBWO and an EPD-BWO, both based on the same folded waveguide SWS, without and with DPE, respectively. In (a) we observe the power trends when varying the number of unit cells of the folded waveguide when the used beam dc current is $10 \%$ higher than the starting currents for the STD-BWO and EPD-BWO, and for each length. In (b) we observe the power trends when varying the the beam dc current, assuming the SWSs for the two BWOs are made of 20 unit cells. The figure shows that EPD-BWO has much higher efficiency at much higher level of power generation compared to the STD-BWO.

We then show in Fig. 8.5b the output power and power conversion efficiency for both cases of EPD-BWO and STD-BWO when changing the beam dc current, keeping the number of period equal to $N=20$ for both kinds of BWOs. The figure shows that when the beam dc current is exceeding the starting current for each of the EPD-BWO and STD-BWO, the EPD-BWO is achieving much higher power conversion efficiency at much higher level of power extraction. Note that we sweep the current for a larger range for the STD-BWO case to be able reach the level of currents that is used for EPD-BWO to be able to have a fair comparison. Maximum output power is achieved for EPD-BWO case when the used current is $I_{0}=2.6$ A which is about $22 \%$ higher than the starting current of oscillation and $24 \%$ higher than the EPD current $I_{0 e}$ estimated from Fig. 8.4. We expect that longer length of the folded waveguide we use, the closer we are to the EPD and higher efficiency and output power are obtained.

### 8.3.3 Electron Phase Space Plots

We compare the phase space plots for EPD-BWO and STD-BWO regimes in Fig. 8.6. PIC simulations are performed for structures with a number $N=15$ of unit-cells. The plots in Fig. 8.6 present the kinetic energy of the electrons showing their space bunching at a given time instant after reaching the steady-state regime. PIC simulator used about $2 \times 10^{6}$ charged particles to model the electron beam. The dashed black line in each figure represents the time-averaged kinetic energy of the electrons at each $z$-location calculated as $E_{k, \text { avg }}(z)=\frac{1}{T} \int_{t=t_{r e f}}^{t=t_{r e f}+T} E_{k}(z, t)$, where $t_{r e f}$ is any time instant after steady-state regime is reached, $T=1 / f$ and $f$ is the oscillation frequency, and $E_{k}(z, t)$ is calculated as the mean of electrons' energy existing at time instant $t$ in a small space window that start from $z-\Delta / 2$ to $z+\Delta / 2$ where $\Delta=0.025 \mathrm{~mm}$. This space window is chosen to be with width $\sim \lambda_{0 b} / 20$, where $\lambda_{0 b}=u_{0} / f$.

The STD-BWO case in Fig. 8.6a and Fig. 8.6b have a beam with dc current of $I_{0}=0.44 \mathrm{~A}$ $\left(I_{0}=1.1 I_{s t}\right)$ and $I_{0}=2.35 \mathrm{~A}\left(I_{0}=5.9 I_{s t}\right)$, respectively; it is shown that the e-beam average kinetic energy (denoted by the dashed line) is almost constant (slightly decreased) which means that the e-beam exits the interaction region with almost the same kinetic energy and therefore it indicates that the energy transferred from the e-beam to the EM wave in the SWS is low and it yields a low level of output power. The EPD-BWO case is shown in Fig. 8.6 c for a beam with dc current $I_{0}=2.35 \mathrm{~A}\left(I_{0}=1.1 I_{s t}\right)$. The comparison between the plots shows that the EPD-BWO has a bit stronger bunching at the end of the SWS compared to STD-BWO even when using the same dc current. More importantly, the figure shows that the e-beam average kinetic energy (denoted by black dashed line) has a significant decrease along the $z$-direction which indicates a higher level of energy transfer from the e-beam to the EM wave in the SWS, hence a higher level of distributed power extraction. Since the total e-beam dc power is the same as for the case in Fig. 8.6b, higher power extraction also implies higher electronic conversion efficiency.


Figure 8.6: Phase space plot of electrons showing the electrons' kinetic energy distribution at a time instant after reaching the steady regime. (a) and (b): STD-BWO when the beam dc current is 0.44 A and 2.35 A . (c): EPD-BWO when the beam dc current is just above the starting current for oscillation 2.35 A . The dashed black lines represent the time-averaged kinetic energy of the electrons moving along the $z$-direction. (a) and (b) show that the e-beam average kinetic energy is almost constant (slightly decreases for increasing $z$ ) for the case of the STD-BWO, which indicates low level of power extraction. (c) shows that the e-beam average kinetic energy remarkably decreases along the $z$-direction which indicates a higher level of power extraction and higher efficiency as compared to the STD-BWO with the same beam dc current.

### 8.4 Degenerate Dispersion Relation for the Hot Structure Based on PIC Simulation

The goal of this section is to show the degeneracy of the wavenumbers of the modes of the interactive system (i.e, the hot modes) using PIC simulations. Previously the degenerate dispersion has been shown only using the approximate analytical method based on the Pierce model in [102]. Using the idealized analytical method we also demonstrated the degeneracy of two eigenvectors at the EPD [102]. Here we adopt the general numerical procedure described in [134] to estimate the wavenumbers of the interactive (hot) modes, and show the hot mode degeneracy using data extracted from PIC simulations. The advantage is that PIC simulations predict the behavior of a realistic structure, while the model in [102] was just based on Pierce theory. The procedure is based on exciting the structure from both sides of the SWS by EM waves having monochromatic signal as illustrated in Fig. 8.7a, and then calculating the state vectors that describe the EM field and the e-beam dynamics at discrete periodic locations along the SWS. The time domain data extracted from PIC simulations are transformed into phasors after reaching a steady state regime as described in [134]. We then find the transfer matrix associated to a unit-cell of the "hot" SWS that best relates the calculated state vectors at both ends of each unit cell. Once the estimate of the unit-cell transfer matrix is obtained, we find the hot eigenmodes in a hot SWS using Floquet theory. We provide details about the steps we used to generate the dispersion relation for the hot SWS in $[135,134]$.

The wavenumber-frequency dispersion describing the complex-valued wavenumber of the hot

(a)

(b)

Figure 8.7: (a) Setup used to determine the complex-valued wavenumber versus frequency dispersion relation of the hot modes in the hot SWS based on data extracted from PIC simulations. (b) Circuit model showing that each unit cell in the hot SWS is modeled as four-port network circuit with equivalent voltages and currents representing EM waves ( $V_{n}$, $I_{n}$ ) and space-charge waves $\left(V_{b n}, I_{b n}\right)$ dynamics.
eigenmodes in the hot SWS is determined by running multiple PIC simulations for a SWS made of 11 unit-cells, at different frequencies and at different beam dc currents, and then determining the transfer matrix of the unit-cell at each frequency and current combination. We sweep the e-beam dc current around the expected value of EPD beam current $I_{0 e}$, which is the value of e-beam current pertaining to the infinitely long SWS according to the fitting shown in Fig. 8.4; the use a current that is close to this current value should guarantee the coalescence of two interactive beam-EM modes. It is important to mention that the used beam currents to generate the results in this section are below the starting current of oscillation which is estimated to be 2.175 A as shown in Fig. 8.4, in order to avoid strong saturation regimes proper of oscillators' dynamics. Therefore, by neglecting nonlinearities, one models each unit-cell of the hot SWS using a transfer matrix as discussed previously and in $[135,134]$. Since the transfer matrix has dimension $4 x 4$, there are four eigenvalues, i.e., for complex-valued wavenumbers associated to the four hot modes supported by the model shown in Fig. 8.7b. We plot only the three modes that have a wavenumber with a positive real part. The dispersion diagram of such three interactive modes in the hot EMelectron beam system is shown in Fig. 8.8 at different e-beam dc current. The figure shows a degeneracy of two hot modes (the red and blue curves) at a frequency near $f=88.8 \mathrm{GHz}$
which is very close to the oscillation frequency when the used e-beam dc current is around $I_{0}=2.055 \mathrm{~A}$ which is close to (and slightly lower) the value of EPD beam current value of $I_{0 e}=\left.I_{s t}\right|_{N \rightarrow \infty}=2.09$ obtained from the fitting shown in Fig. 8.4, calculated as a limit for an infinitely long SWS. All the e-beam currents $I_{0}$ considered show that two wavenumbers are either close to the degeneracy or degenerate. There is only a very small discrepancy between the estimate of EPD current $I_{0 e}$ obtained from the fitting of the starting currents varying length and from observing the degeneracy of two hot modes shown in Fig. 8.8. Such small discrepancy could be attributed to the use of finite precision in calculating the starting current of oscillation, or to the approximations implied in the retrieval method used to obtain the dispersion of hot structure, like possible nonlinearites that are not accounted for in our retrieval model.

### 8.5 Conclusion

We have conceived an exceptional synchronization regime to increase the output power and power conversion efficiency of BWOs operating at millimeter wave and THz frequencies. The exceptional synchronization regime is achieved through altering the folded waveguide by adding periodic power extraction ports. This allows the interactive system to work at an EPD which implies a maintained synchronism designed for any desired level of power extraction. PIC simulation results shows that a millimeter wave BWO operating at exceptional synchronization regime is capable of generating output power exceeding 3 kwatts with conversion efficiency of exceeding $20 \%$ at a frequency of 88.5 GHz . The unique quadratic starting current scaling law with waveguide interaction lengths observed from PIC simulations demonstrates the EPD-based synchronization phenomenon, compared to that in a STD-BWO that has a starting current law that vanishes cubically. The complex-valued

(e)

Figure 8.8: Dispersion of complex-valued wavenumbers in the fundamental Brillouin zone, of three hot modes showing the wavenumber degeneracy at about $I_{0}=2.055 \mathrm{~A}$. The three modal wavenumbers with positive real part are retrieved from data obtained by PIC simulations relative to hot SWSs with 11 unit-cells, when using different e-beam dc current: (a) $I_{0}=$ $2.09 \mathrm{~A},(\mathrm{~b}) I_{0}=2.06 \mathrm{~A},(\mathrm{c}) I_{0}=2.055 \mathrm{~A}$, (d) $I_{0}=2.04$ and (e) $I_{0}=2.00 \mathrm{~A}$. All the considered beam dc currents to generate the results are lower than the starting current of oscillation which is estimated to be 2.175 A when using 11 unit cells. The plots show a modal degeneracy when the the beam dc current is about $I_{0}=2.055 \mathrm{~A}$, which is very close to the EPD current value of $I_{0 e}=2.09$ estimated using the fitting in Fig. 8.4, and the operating frequency at which the degeneracy is observed is about $f=88.8 \mathrm{GHz}$, which is close to the oscillation frequency.
wavenumber degeneracy is confirmed by elaborating data extracted from PIC simulations which implies the existence of EPD in the interactive system. This new exceptional synchronization regime may pave the way to the realization of very high power sources at millimeter and submillimeter waves, with high power conversion efficiency.

## Chapter 9

## Traveling Wave Tube Eigenmode Solution for Beam-Loaded Slow Wave Structure Based on Particle-In-Cell Simulations

A scheme to characterize and model the dynamics of the electron beam-electromagnetic power exchange along a traveling wave tube (TWT) is proposed [134]. The method is based on defining a state vector at discrete periodic locations along the TWT and determining the transfer matrix of the unit cell of the "hot" (i.e., beam loaded) slow-wave structure (SWS) that takes into account the small-signal interaction between the electromagnetic guided field and the electron beam via three dimensional (3D) particle-in-cell (PIC) simulations [134]. Once the estimate of the unit-cell transfer matrix is obtained, we show how to find the hot guided eigenmodes in the interactive system made of an electromagnetic wave in the SWS coupled to an electron beam, by using Floquet theory. In particular, we show how to determine the complex-valued wavenumbers of the hot modes and the eigenvectors associated to
them. We focus on finding the hot modes supported by a TWT amplifier with a serpentine SWS operating at millimeter waves [134]. We show the dispersion relation of the modal complex-valued wavenumbers of the hot modes when varying frequency; near the synchronization point the results are in agreement with Pierce theory. Finally, we show how the proposed scheme is also useful to estimate the gain performance of a long TWT amplifier by cascading the transfer matrices estimated from PIC simulations of a shorter hot SWS. The results show that gain calculated based on the proposed model very well matches the one calculated from 3D PIC simulations of the whole structure [134]. The technique is general and can be applied to any SWS geometry where electromagnetic modes interact with an electron beam. The model we proposed can be a very powerful tool to understand the physics of TWTs and can be used for optimization purposes.

### 9.1 Motivation and State of the Art

Traveling wave tube (TWT) amplifiers are the devices of choice for several decades for radar and satellite communications applications when high power is required and also when reliability is important, like in satellite communications [153, 154]. TWTs are increasingly important to generate high power at millimeter wave and terahertz frequencies [136, 143, 137, $155,140]$ where the current technology based on solid state devices struggles to generate even low power levels. An important mechanism for the energy transfer is the synchronization of the phase velocity $v_{c}$ of the EM wave in the slow wave structure (SWS) with the average speed of the electrons $u_{0}[156,157,127,158]$. In linear beam devices like TWTs, the EM wave needs to have a longitudinal electric field component $E_{z}$ to interact with the electron beam to form electron bunches. Therefore the electron beam is modulated in terms of electron's velocity and electron density forming a "space-charge wave" that is synchronized with the EM wave. The modes in the "hot" (i.e., beam loaded) SWS are hybrid physical phenomena
involving both the space-charge wave and EM field, i.e., each mode is made of these two components and may have a complex-valued wavenumber.

The study of the "cold" eigenmodes in the SWS, i.e., the EM modes that exist without considering the interaction with the electron beam, is important to establish the onset of the synchronization condition between the electron beam's space-charge wave and the EM wave in the SWS. Denoting with $v_{c}$ the phase velocity of the EM mode in the cold SWS and with $u_{0}$ the average velocity of the electron beam, the initial synchronization condition is $v_{c} \approx u_{0}$. There are various EM solvers in commercial software packages that can be used to find the dispersion diagram of the EM modes in the cold SWS. Some of the most famous commercial eigenmode solvers are provided by finite element method-based packages by Ansys HFSS and DS SIMULIA (previously known as CST Microwave Studio). Often, eigenmode solvers work under the approximation of a lossless SWS.

The interaction of an EM wave with the electron beam results in what we call "hot" (EM+space-charge wave) modes whose phase velocity is different from the phase velocity of the cold EM eigenmode. Hence the "hot" eigenmodes, i.e., the eigenmodes in interactive system, have a dispersion diagram that is different from the one of the cold EM modes, especially in the frequency region where $v_{c} \approx u_{0}$ [159]. We use the term "hot SWS" to refer to the SWS where the EM wave interacts with the electron beam. In the literature, also other terms like "electron-wave" or "electronic-wave" have been used in $[160,161]$ to describe a hot mode in the interactive EM-electron beam system. Although the study of the EM eigenmodes in a cold SWS is very important, the main operation of TWTs depends mainly on the eigenmodes of the hot SWS. Note that the modes of the interactive system have complex-valued wavenumbers accounting for energy transfers from and to the electron beam and losses in the metallic waveguide.

The modeling and design of TWTs are carried out by either theoretical models or full-wave simulations. For about the past seventy years, Pierce's classical small signal theory has been
successfully used for the modeling and design of TWTs [113, 106, 156]. Pierce describes the dispersion relation for hot SWS as cubic polynomial [113]. Other studies have been provided in the literature to theoretically model TWTs as in $[162,160,133,163,164,165,117,57$, 166, 167, 168, 169]. Although theoretical models are considered as good tools for the initial design of a TWT, they are inaccurate and the actual performance of TWTs is assessed by performing accurate particle-in-cell (PIC) simulations. Indeed, the accuracy of the Pierce model is significantly improved by including the accurate modal frequency dispersion of modes in the cold SWS and by calculating the Pierce interaction impedance versus frequency, both using full-wave numerical methods $[134,170,171,172]$. The accuracy of Pierce model is further improved by the use of theoretical-based or empirical-based formulas to estimate the plasma frequency and its frequency dependent reduction factor [173, 174], as done in [134].

Advances in three dimensional (3D) electromagnetic simulation software make it possible to accurately model and simulate complex electromagnetic structures accounting for the interaction with an electron beam. Most of the simulation and design work of TWTs is carried out using PIC codes [175, 176]. Some commercial computational software provides solvers based on PIC code that allows to accurately simulate driven-source problems of TWTs taking into account all physical aspects of the problem. Although PIC solvers are currently the most accurate tools to model TWTs, they require a lot of simulation time and computer memory size, especially for TWTs with long lengths, therefore, sometimes running multiple PIC simulations may not be the most practical way to start the optimization process. Several methods were proposed in literature as an intermediate step between simple qualitative theoretical models and time-consuming accurate PIC simulations. Some of these methods are based on merging data extracted from a 3D cold SWS electromagnetic simulator with those of a particle solver. Methods like this and their developments are used in the well known codes as CHRISTINE [177, 164, 178], TESLA [179] and MUSE [180]. Other methods based on merging results from 3D EM simulations and particle solver simulations are also
proposed in [181, 182, 179, 183, 184, 185].

In this chapter, we present a method to model TWTs by finding the equivalent small-signal transfer matrix of a unit-cell based on accurate 3D PIC simulations of a SWS with a relatively small number of unit-cells, which is not very time consuming. The advantage of extracting the hot-SWS unit-cell transfer matrix is not only to infer the characteristics of the hot modes of the EM-beam interactive system (the main goal of this chapter) but also to predict the behavior of longer TWT structures without the need to simulate it using PIC. To date, no commercial software provides an eigenmode solver for hot SWSs taking into account the interaction with the electron beam and losses and the accurate geometry of the SWS.

The method shown in this chapter is based on finding the unit-cell transfer matrix through the interpretation of data extracted from PIC simulation for relatively short SWSs. We show that the method is used to calculate the complex wavenumbers of the hot modes supported in a interactive system made of an EM wave in the SWS coupled to an electron beam. The method also provides the contribution of the EM wave and space charge wave to each specific hot mode associated to each of the complex-valued modal wavenumbers. The proposed solver is based on accurate PIC simulations of finite length hot SWSs and takes account of the precise SWS geometry, materials' EM properties, electron beam cross-section area, confinement magnetic field and space charge effect. The advantage here is that the use of 3D PIC simulations allow to find a $4 \times 4$ matrix that fully accounts for all physical aspects of the problem (except nonlinearity, because we use a small signal model) without the need to rely on empirical parameters such as for example the interaction impedance or plasma frequency reduction factor that are used in other solvers. The proposed solver is based on monitoring both the EM fields and electron beam dynamics in each unit cell and then find the best transfer matrix that describe how the hot EM field-electron beam propagates along the TWT as shown in Fig. 9.1. In Subsection 9.2 .1 we present all the simplifying assumptions used in our model. Notably, the method provides the dispersion
diagram of complex-valued wavenumbers versus frequency of all the hot modes supported in the interactive SWS. The method here provided could be generalized in the future to model nonlinearities through harmonic balance analysis.

### 9.2 Theoretical Framework

We demonstrate the performance of the proposed eigenmode solver by considering, as an illustrative example, the TWT amplifier made of a serpentine waveguide SWS with period $d$ consisting of $N$ unit-cells shown in Fig. 9.1a. The input and output radio frequency (RF) signals of the structure are defined as Port 1 and Port 2. However, in the following both will be used as inputs in order to find the complex-valued wavenumbers of the hot modes. It is important to point out that the following technique is general and can be applied to any kind of SWS, hence not only to serpentine waveguide SWSs. The PIC solver simulates the complex interaction between the guided EM wave and electron beam using a large number of charged particles and it follows their trajectories in self-consistent electromagnetic fields computed on a fixed mesh.

### 9.2.1 Assumptions

The goal is to estimate the wavenumbers and composition of the hot modes of the interactive system made of EM field and the electron beam in a TWT amplifier as the one in Fig. 9.1a. The method is based on finding the modes supported by the periodic distribution of equivalent networks shown in Fig. 9.1b. Each unit cell is modeled using a transfer matrix which is calculated, as explained in this section, based on the results of accurate

(c)

Figure 9.1: (a) General setup used to determine the complex-valued wavenumber versus frequency dispersion relation of hot modes in the interactive system made of an EM wave in the SWS coupled to an electron beam, based on 3D PIC simulations. In this figure we show a serpentine waveguide SWS, though the method is general and can be applied to several TWT structures. (b) Associated small-signal circuit model where each unit cell in the hot SWS is modeled as a four-port network circuit with equivalent voltages and currents representing EM waves $\left(V_{n}, I_{n}\right)$ and space-charge waves $\left(V_{b n}, I_{b n}\right)$. Each unit cell has 4 ports, two for EM waves (with blue color) and two for space-charge waves (with red color), and describes the interaction between EM fields and the charge wave. The method in this chapter calculates the hot modes of the infinitely-long SWS made of cascaded 4-ports unit cells, where the transfer matrix $\mathbf{T}_{u}$ is estimated using 3D PIC simulations of the finite-length structure shown in (a). (c) Data flowchart used to extract the transfer matrix $\mathbf{T}_{u}$ of a unit cell and then determine the hot eigenmodes of the interactive SWS.
time domain PIC numerical simulations of the guided EM field interacting with the electron beam. The PIC method is based on charged particles motion equations and EM fields, discretized in space and time. Therefore, the EM field satisfies a discretized form of the time-domain Maxwell equations, and the PIC method accounts for the precise geometry and materials of the SWS and for the EM boundary conditions on the lateral walls of the periodic waveguide. Once time domain data are extracted from a PIC simulator, hot modes are found by imposing periodicity of fields/charge wave along the TWT longitudinal direction $z$ in the phasor domain using the periodic distribution of equivalent unit cell networks in Fig. 9.1b, as discussed later on in this section. Therefore, the method estimates the complex wavenumbers of the hot modes that exist in an infinitely-long sequence of equivalent unit cell networks in Fig. 9.1b by elaborating the data provided by the 3D PIC method, simulating the EM field and electrons motion in a realistic TWT of finite length. In Fig. 9.1c we show the data flowchart used to accomplish this task: the time domain data extracted from 3D PIC simulations of relatively short SWSs are transformed into phasors and then used to find the unit-cell transfer matrix $\mathbf{T}_{u}$ of which we find the eigenvalues and eigenvectors as described in this section.

In using and elaborating the data provided by the PIC solver we make the following assumptions. In the study of linear beam devices like TWTs, a PIC solver calculates the speed of discrete charged particles, and we represent the longitudinal speed of all electron-beam charges as a one dimensional (1D) function $u_{b}^{\text {tot }}(z, t)$. This is achieved by averaging the speed of the charges at each $z$-cross section as described later on. Therefore, the electronbeam velocity and density are described by the functions $u_{b}^{t o t}(z, t)=u_{0}+u_{b}(z, t)$, and $\rho_{b}^{\text {tot }}(z, t)=\rho_{0}+\rho_{b}(z, t)$, where $u_{0}$ and $\rho_{0}$ are the velocity and the density of the electrons in the unperturbed beam (i.e., the dc parts), and $u_{b}(z, t)$ and $\rho_{b}(z, t)$ represent their modulation functions. In what follows, the structure is excited by monochromatic EM signals, hence we assume that the beam modulations $u_{b}(z, t)$ and $\rho_{b}(z, t)$ are also monochromatic. We also assume that the ac modulation of the electron beam is small compared to the dc part, there-
fore the electron beam current is well approximated by the function $i_{b}^{\text {tot }}(z, t)=-I_{0}+i_{b}(z, t)$, where $I_{0}$ is the dc value and $i_{b}(z, t)$ is its time harmonic modulation, hence we neglect nonlinear effects. These assumptions are the same as in the Pierce model $[113,106]$, but the ac values are here calculated using averaging of results taken from time-domain accurate 3D PIC simulations. All the calculations are based on the steady state regime in a TWT, therefore the time domain signals calculated by PIC are transformed into phasors thanks to the assumption that every ac quantity is sinusoidal.

We assume that the EM fields in the hot (i.e., beam loaded) SWS of finite length are represented in phasor domain as superposition of modes of the infinitely-long hot SWS as

$$
\begin{align*}
\mathbf{E}(x, y, z) & =\sum_{m} \mathbf{E}^{\text {Mode }, m}(x, y, z),  \tag{9.1}\\
\mathbf{H}(x, y, z) & =\sum_{m} \mathbf{H}^{\text {Mode }, m}(x, y, z),
\end{align*}
$$

where $\mathbf{E}^{\text {Mode }, m}$ and $\mathbf{H}^{\text {Mode, } m}$ are the electric and magnetic fields of the $m^{\text {th }}$ hot mode in the infinitely-long interactive EM-beam SWS and they are assumed to be represented as a summation of Floquet spatial harmonics as

$$
\begin{align*}
\mathbf{E}^{\mathrm{Mode}, m} & =e^{-j k_{m} z} \sum_{q} \mathbf{e}_{q}^{\mathrm{Mode}, m}(x, y) e^{-j 2 \pi q z / d}  \tag{9.2}\\
\mathbf{H}^{\text {Mode }, m} & =e^{-j k_{m} z} \sum_{q} \mathbf{h}_{q}^{\text {Mode }, m}(x, y) e^{-j 2 \pi q z / d} .
\end{align*}
$$

Fields are computed using 3D PIC simulations, and are sampled with a spatial period $d$ along the SWS. Our goal is to find the complex-valued wavenumbers $k_{m}$ and the eigenvectors of the hot beam-electromagnetic eigenmodes of the infinitely-long SWS using PIC simulations of the finite-length structure.

The discussion in the rest of the chapter is based on linearity of the system with respect to
the ac EM and space charge waves, i.e., assuming the EM is a small signal, and also on the assumption that the electron beam does not lose energy along its travel along the TWT, therefore during the retrieval method, the dc electron beam velocity $u_{0}$ is assumed to be constant along the TWT. This assumption is important because we assume that the transfer matrix describing each periodic cell is the same along the whole SWS length; however, it could be relaxed in future developments.

The physical quantities that represent the EM modes in the interacting SWS are the electric and magnetic fields $\mathcal{E}(x, y, z, t)$ and $\boldsymbol{H}(x, y, z, t)$ which are represented in terms of equivalent voltages and currents $v_{n}(t)$ and $i_{n}(t)$ at discrete location of the periodic structure, where $n$ is the unit cell index number. In the rest of the chapter, we assume that only one cold EM mode is able to propagate in each direction of the cold SWS, hence only a single pair $\left(v_{n}, i_{n}\right)$ will be sufficient to describe the EM wave. Although these quantities cannot be uniquely defined in most kinds of waveguides, it is possible to define them and use them to model the space and temporal dynamics in a waveguide [186, 58, 187]. In case the SWS supports multiple modes that interact with the electron beam, one should use multiple pairs of voltage and current to describe the interaction with the electron beam (not studied here).

The space-charge wave is represented by equivalent ac kinetic voltages and beam currents $v_{b n}(t)$ and $i_{b n}(t)$, respectively, using the averaging method in Fig. 9.2 as described next.

We define a state vector that describes the EM and space-charge waves at locations $z=$ $z_{n}=n d$ as

$$
\boldsymbol{\psi}_{n}(t)=\left[\begin{array}{llll}
v_{n}(t), & i_{n}(t), & v_{b n}(t), & i_{b n}(t) \tag{9.3}
\end{array}\right]^{T} .
$$

In the following sections, we explain how this state vector is calculated using PIC calculations
at $z=n d$ locations along the SWS. Since we assume that at steady state all the quantities involved in the state vector are monochromatic, we define a state vector in phasor-domain as

$$
\boldsymbol{\Psi}_{n}=\left[\begin{array}{llll}
V_{n}, & I_{n}, & V_{b n}, & I_{b n} \tag{9.4}
\end{array}\right]^{T},
$$

assuming an implicit $e^{j \omega t}$ time dependence. Lower case letters are used for the time-domain representation whereas capital letters are used for the phasor-domain representation.

In the phasor domain, we assume that the longitudinal propagation of the state vector satisfies the equation $\boldsymbol{\Psi}_{n+1}=\mathbf{T}_{u} \boldsymbol{\Psi}_{n}$, where $\mathbf{T}_{u}$ is the periodic unit cell $4 \times 4$ transfer matrix, which is unknown and assumed invariant along the periodic cells of the SWS. As explained next, the first goal is to provide a method to estimate the transfer matrix $\mathbf{T}_{u}$. Then, we assume that each of the hot EM-charge wave mode in (9.1)-(9.2) is described by a state vector variation as $\boldsymbol{\Psi}_{n}=\boldsymbol{\Psi}^{\mathrm{Mode}, m} e^{-j k_{m} n d}$, where $k_{m}$ is the complex-valued wavenumber of such a mode. The main goal of this chapter is to find the complex wavenumbers $k_{m}$ of all the hot modes in the interactive SWS and to find the EM and beam modal weights in (9.4) for each of the hot modes. This goal is achieved by solving the eigenvalue problem associated to the circuit in Fig. 9.1b,

$$
\begin{equation*}
\mathbf{T}_{u} \boldsymbol{\Psi}^{\mathrm{Mode}, m}=e^{-j k_{m} d} \boldsymbol{\Psi}^{\text {Mode }, m}, \tag{9.5}
\end{equation*}
$$

once the estimate of the transfer matrix $\mathbf{T}_{u}$ has been calculated as described in the next two sections.

In summary, the method we propose is a small-signal 1 D model which is represented via


Figure 9.2: Illustration of how the speed of the space-charge wave $u_{b m}^{t o t}$ is calculated at the entrance of the $n^{t h}$ unit-cell (at $z=n d$ ) using PIC simulation data. The space-charge wave speed at $z=n d$ is calculated as the average of the speeds of the PIC-defined charges that are in the proximity of $z=z_{n}=n d$, i.e., in the small range defined as $z_{n}-\Delta_{z} / 2<z_{c}(t)<$ $z_{n}+\Delta_{z} / 2$, at time $t$. The subset of all the PIC-defined charges $S_{u}(t)$ in this spatial interval at time $t$ is called $S_{u n}(t)$ which represents the charges that exist at time $t$ in the proximity of $z=z_{n}=n d$. Since the set of $S_{u n}(t)$ is composed of many PIC-defined charges, we define their collection average $u_{b n}^{t o t}=\overline{S_{u n}}$, and the charge-wave equivalent kinetic voltage is $v_{b n}^{\text {tot }}=\left(u_{b n}^{\text {tot }}\right)^{2} /(2 \eta)$.
cascading a $4 \times 4$ transfer matrix that describes the state vector evolution along the $z$ coordinate. The transfer matrix is obtained based on the data extracted from 3D PIC simulations of the interactive EM-beam system through processing of 3D PIC simulation data.

### 9.2.2 Determination of the System State-vector

Since the serpentine waveguide does not support a TEM mode, voltage and current cannot be uniquely defined. We use the equivalent representation in $[186,187,58]$ that models the waveguide as a transmission line with equivalent voltage and current. Following the derivations in $[186,187,58]$ for the $\mathrm{TE}_{10}$ mode in a straight rectangular metallic waveguide, and using the coordinates shown in the inset of Fig. 9.1a, the transverse fields are written in phasor domain as

$$
\begin{align*}
E_{y}(x, z) & =V(z) \sqrt{\frac{2}{a b}} \sin \left(\frac{\pi x}{a}\right)  \tag{9.6}\\
H_{x}(x, z) & =-I(z) \sqrt{\frac{2}{a b}} \sin \left(\frac{\pi x}{a}\right)
\end{align*}
$$

Using (9.6), the discrete voltages and the currents that represent the EM state in phasor domain at different rectangular cross-sections of the serpentine waveguide are defined as

$$
\begin{gather*}
V_{n}=\sqrt{\frac{a b}{2}} E_{y n} \\
I_{n}=-\sqrt{\frac{a b}{2}} H_{x n} \tag{9.7}
\end{gather*}
$$

where $E_{y n}$ and $H_{x n}$ are the transverse electric and magnetic fields of the $\mathrm{TE}_{10}$ mode calculated at the center $(x=a / 2)$ of the rectangular waveguide cross section as shown in the inset in Fig. 9.1a and they are calculated at the unit cells boundaries shown in Fig. 9.1a. The transverse electric and magnetic field components $E_{y n}$ and $H_{x n}$ are calculated as phasors after the time domain data extracted from PIC simulations are integrated over a time period as explained later on. The proper normalization of voltages and currents in (9.7) provides the power carried by the $\mathrm{TE}_{10}$ mode in the SWS

$$
\begin{align*}
P_{n} & =\frac{1}{2} \int_{x=0}^{a} \int_{y=0}^{b} \operatorname{Re}\left[-E_{y}(x, n d) H_{x}^{*}(x, n d)\right] d x d y  \tag{9.8}\\
& =\frac{1}{2} \operatorname{Re}\left(V_{n} I_{n}^{*}\right)
\end{align*}
$$

Similar methods can be used to define voltage and current for other SWS geometries. For example, the voltage and current for a helix SWS could be defined as the voltage difference between the helix and host waveguide and the physical current in the helix, at specific $z$,
respectively, which can be calculated through the integration of electric and magnetic field.

A PIC solver provides the speeds and locations of all the charged particles used to model the electron beam at any time $t$. We define two dynamic sets that involve the speeds and coordinates $z$ of all the charges in PIC simulation at any time instant $t$ as $S_{u}(t)=$ $\left\{u_{1}(t), u_{2}(t), \ldots, u_{N_{q}}(t)\right\}$ and $S_{z}(t)=\left\{z_{1}(t), z_{2}(t), \ldots, z_{N_{q}(t)}(t)\right\}$, respectively, where $N_{q}(t)$ is the total number of charged particles used by the PIC simulator to model the electron beam at time instant $t$. The space-charge wave modulating the electron beam is assumed to be represented using two physical quantities: the electrons' speed which is expressed in term of the beam equivalent kinetic voltage $v_{b}^{t o t}(z, t)$, and the space-charge wave current modulation $i_{b}^{\text {tot }}(z, t)$, as also described in Refs. $[111,118,106]$. The beam total equivalent kinetic voltage at the entrance of the $n^{t h}$ unit-cell is defined as $v_{b n}^{t o t}(t)=\left(u_{b n}^{\text {tot }}(t)\right)^{2} /(2 \eta)$, where $u_{b n}^{\text {tot }}(t)=\overline{S_{u n}(t)}$ is the equivalent speed of the space-charge wave calculated as the average of the speeds of the set

$$
S_{u n}(t)=\left\{\begin{array}{l|l}
S_{u}(t) & \left\lvert\, n d-\frac{\Delta_{z}}{2}<S_{z}(t)<n d+\frac{\Delta_{z}}{2}\right. \tag{9.9}
\end{array}\right\}
$$

that is defined by all the charged particles that are in vicinity of the entry of the $n^{\text {th }}$ unit-cell $(z=n d)$, and within the small spatial interval $\Delta_{z}$, as illustrated in Fig. 9.2. The length of the spatial interval $\Delta_{z}$ is chosen to be very small, i.e, $\Delta_{z} \leq \lambda_{0 b} / 20$, where $\lambda_{0 b}=u_{0} / f$, and $u_{0}$ is the electron time-average speed and $f$ is the frequency modulating the space-charge wave. Although $\Delta_{z}$ is chosen to be small, it should be also large enough to contain a very large set of charged particles, as illustrated in Fig. 9.2. The charge-wave current at the $n^{\text {th }}$ unit-cell $(z=n d)$ is defined as $i_{b n}^{t o t}(t)=-\rho_{b n}^{t o t}(t) u_{b n}^{t o t}(t)$, where $\rho_{b n}^{t o t}(t)$ is the electron beam charge density at the entry of the $n^{t h}$ unit-cell and is calculated as $\rho_{b n}^{t o t}(t)=q_{e} N_{b n}(t) / \Delta_{z}$ where $q_{e}$ is the macrocharge value of each PIC-defined particle and $N_{b n}(t)$ is the number
of such charged particles in the set $S_{u n}(t)$. The ac modulated parts are then calculated as $v_{b n}(t)=v_{b n}^{t o t}(t)-V_{0}$ and $i_{b n}(t)=i_{b n}^{t o t}(t)+I_{0}$ which are used later on to construct the system's state vector. As described below, when we calculate the phasor $I_{b n}$ associated to $i_{b n}(t)$ we will retain only the frequency component at radian frequency $\omega$ and not the higher order harmonics.

It is important to point out that in this illustrative example we assume that the SWS supports one cold EM mode that can propagate in each direction and that the electron beam is represented by a single state that describes the average behavior of the speed and density of the charged particles distribution. Describing the EM-charge wave state using the four-dimensional state vector (9.3) constitutes a good approximation in many cases where the SWS supports only one EM mode (in each direction) and the electron beam is modulated in a homogeneous way, i.e., the beam modulation does not change with radial and azimuthal angular directions. However, a more accurate model of the hot SWS could be obtained by using an equivalent multi-transmission line model to describes all the EM modes in the SWS, and an equivalent multi "beam transmission line" (or multi stream beam) to describe the electron beam. Indeed, since we know that in reality the momentum and charge density description of the electron beam dynamics usually looks like a multi-valued function, it may be convenient to decompose the electron beam using various areas in transverse cross section leading to a multi "beam transmission line" with multiple kinetic voltages and space-charge wave currents. For the sake of simplicity, in this chapter the electron beam dynamics is represented only with one "beam transmission line", i.e., with a single $\left(v_{b}(t), i_{b}(t)\right)$ pair.

The interaction between the space-charge wave and the EM wave yields three eigenmodes that travel in the beam direction in addition to a mode (mainly made of only EM field) propagating opposite to the beam direction, indeed the latter has very little interaction with the electron beam [106]. The three hot modes with positive phase velocity are composed of both EM fields and space-charge wave modulations, and form the "three-wave" model used
in Refs. [113, 106, 156]. Under the assumption of using a single tone excitation of an EM wave from Port 1 and/or Port 2, all four hot EM-charge wave modes in the interacting system can be excited: an excitation from Port 1 mainly excites the three interacting hot modes, whereas the excitation from Port 2 excites mainly the EM mode propagating in opposite direction of the beam. Reflections may occur at the left and right ends in a realistic finitelength SWS, so in reality all four modes may be present, depending on the EM reflection coefficients at the two ends.

At steady state, the state vector at any fixed $z$ location is represented in phasor-domain as in (9.4), assuming an implicit $e^{j \omega t}$ time dependence for all physical quantities. The phases of phasors are calculated with respect to a fixed time at steady state. The phasor-domain representation (9.4) of the state vector $\boldsymbol{\psi}_{n}(t)$ is calculated as

$$
\begin{equation*}
\boldsymbol{\Psi}_{n}=\frac{1}{T} \int_{t=0}^{T} \boldsymbol{\psi}_{n}\left(t+t_{r e f}\right) e^{-j \omega t} d t \tag{9.10}
\end{equation*}
$$

where $T=2 \pi / \omega$ and $t_{r e f}$ is a time reference used to calculate the phasors and it should be greater than the steady state time $t_{s s}$, i.e., $t_{\text {ref }}>t_{s s}$. It is important to mention that only the fundamental component at frequency $\omega$ is maintained after the Fourier transform is carried out to build the state vector in phasor domain $\boldsymbol{\Psi}_{n}$ in (9.4), hence all frequency harmonics in $\boldsymbol{\psi}_{n}(t)$ are neglected in the following. In the phasor-domain, we model each unit cell of the interacting SWS as a 4-port network circuit with voltages and currents representing both the EM waves and the electron beam dynamics, as shown in Fig. 9.1a. As described in the previous section, under the assumption of small signal modulation of the beam's electron velocity and charge density, the 4-port networks modeling the EM-charge wave interaction in each unit-cell of the hot SWS are assumed identical. Therefore, one can define a $4 \times 4$ transfer matrix $\mathbf{T}_{u}$ of the interaction unit-cell of a SWS using the relation between the input
and output state vector at each unit-cell as

$$
\begin{gather*}
\boldsymbol{\Psi}_{2}=\mathbf{T}_{u} \boldsymbol{\Psi}_{1}  \tag{9.11.1}\\
\boldsymbol{\Psi}_{3}=\mathbf{T}_{u} \boldsymbol{\Psi}_{2}  \tag{9.11.2}\\
\vdots  \tag{9.11}\\
\boldsymbol{\Psi}_{N+1}=\mathbf{T}_{u} \boldsymbol{\Psi}_{N} \tag{9.11.N}
\end{gather*}
$$

where $\boldsymbol{\Psi}_{n+1}$ and $\boldsymbol{\Psi}_{n}$ are the output and input state vectors of the $n^{t h}$ unit-cell, respectively, where $n=1,2, . . N$. The state vectors $\boldsymbol{\Psi}_{n}$ are calculated from $\psi_{n}$ using PIC simulations; then an estimate of the transfer matrix $\mathbf{T}_{u}$ is inferred by the method described in the following section. Note that the unit-cell transfer matrix in (9.11) is assumed to be invariant along the SWS, which is an approximation, as discussed in the next subsection. In the following we calculate the unit cell transfer matrix based on two methods: (i) we find one $\mathbf{T}_{u}$ that best approximates all equations in (9.11) and (ii) we find all the individual $\mathbf{T}_{u}$ matrices in (9.11) and their eigenvalues. The average of the eigenvalues calculated using method (ii) is very close to the one obtained from method (i).

### 9.2.3 Finding the Transfer Matrix of a Unit Cell of the Interactive System

## Approximate Best Fit Solution

The relations in (9.11) represent $4 N$ linear equations in 16 unknowns which are the elements of the transfer matrix $\mathbf{T}_{u}$. Assuming $N>4$, the system in (9.11) is mathematically referred to as overdetermined because the number of linear equations ( $4 N$ equations) is greater than the number of unknowns (16 unknowns). We rewrite (9.11) by clustering all the given
equations in matrix form as

$$
\begin{equation*}
\left[\mathbf{W}_{2}\right]_{4 \times N}=\left[\mathbf{T}_{u}\right]_{4 \times 4}\left[\mathbf{W}_{1}\right]_{4 \times N}, \tag{9.12}
\end{equation*}
$$

where

$$
\mathbf{W}_{1}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{1}, & \boldsymbol{\Psi}_{2}, & \ldots & \boldsymbol{\Psi}_{N} \tag{9.13}
\end{array}\right]
$$

is a $4 \times N$ matrix and its columns are the state vectors at input of each unit-cell, and

$$
\mathbf{W}_{2}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{2}, & \boldsymbol{\Psi}_{3}, & \ldots & \boldsymbol{\Psi}_{N+1} \tag{9.14}
\end{array}\right]
$$

is an analogous $4 \times N$ matrix but with a shifted set of the state vectors, i.e., its columns are the state vectors at the output of each unit-cell. Our first goal is to find the 16 elements of the transfer matrix $\mathbf{T}_{u}$.

An approximate solution that best satisfies all the given equations in Eq. (9.11), i.e., minimizes the sums of the squared residuals, $\sum_{n}\left\|\boldsymbol{\Psi}_{n+1}-\mathbf{T}_{u} \boldsymbol{\Psi}_{n}\right\|^{2}$ is determined similarly as in [188, 189, 190] and is given by

$$
\begin{equation*}
\mathbf{T}_{u, \text { best }}=\left(\left[\mathbf{W}_{2}\right]_{4 \times N}\left[\mathbf{W}_{1}\right]_{4 \times N}^{T}\right)\left(\left[\mathbf{W}_{1}\right]_{4 \times N}\left[\mathbf{W}_{1}\right]_{4 \times N}^{T}\right)^{-1} \tag{9.15}
\end{equation*}
$$

It is important to point out that all the four modes of the interactive EM-charge wave system should be excited to be able to have four independent columns in the construction of the matrices $\mathbf{W}_{1}$ and $\mathbf{W}_{2}$ since we need apply the inverse operation in (9.15). This occurs when
there is sufficient amount of power incident on Port 1 and Port 2.

## Distinct Determined Solutions

The transfer matrix $\mathbf{T}_{u}$ can also be determined directly by taking any four equations of Eq.(9.11). Assume we choose Eq. (9.11.q), Eq. (9.11.i), Eq. (9.11.j) and Eq. (9.11.k), and therefore yields

$$
\begin{equation*}
\mathbf{T}_{u, q i j k}=\left[\mathbf{w}_{2, q i j k}\right]_{4 \times 4}\left[\mathbf{w}_{1, q i j k}\right]_{4 \times 4}^{-1}, \tag{9.16}
\end{equation*}
$$

where

$$
\mathbf{w}_{1, q i j k}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{q}, & \boldsymbol{\Psi}_{i}, & \boldsymbol{\Psi}_{j}, & \boldsymbol{\Psi}_{k} \tag{9.17}
\end{array}\right]
$$

and

$$
\mathbf{w}_{2, q i j k}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{q+1}, & \boldsymbol{\Psi}_{i+1}, & \boldsymbol{\Psi}_{j+1}, & \boldsymbol{\Psi}_{k+1} \tag{9.18}
\end{array}\right] .
$$

Assuming the SWS has $N$ unit cells, there will be $C_{4}^{N}$ possible solutions for $\mathbf{T}_{u, q i j k}$, where $C_{4}^{N}=N!/((N-4)!4!)$ is the number of the combinations to choose $q, i, j$ and $k$ out of $N$ choices. Under the assumption that the transfer matrices of each unit-cell are identical, the sets of four eigenvalues resulting from the $C_{4}^{N}$ solutions of $\mathbf{T}_{u, q i j k}$ should be identical too. However, the electron beam nonlinearity and other factors may cause small discrepancy in
the eigenvalues resulting from the various eigenmode solutions of $\mathbf{T}_{u, q i j k}$, as shown in the next section.

It is important to point out that some combinations may result in a underdetermined system where the rank of $\mathbf{w}_{1, q i j k}$ could be less than 4 , i.e., $\mathbf{w}_{1, q i j k}$ could be singular (i.e., with a vanishing determinant). For example, when selecting unit cells toward the right end of the TWT (e.g., $q=N-3, i=N-2, j=N-1$ and $k=N$ ), the state vectors forming $\mathbf{w}_{1 . q i j k}$ are dominated by only one mode that has exponential growing in $z$ direction, and therefore the matrix $\mathbf{w}_{1, q i j k}$ tends to be singular. Therefore, one can neglect combinations that are close to be singular by checking the determinant of $\mathbf{w}_{1, q i j k}$ for each combination. Following this method, multiple transfer matrices are found that lead to multiple wavenumbers that are clustered around four complex values.

### 9.2.4 Finding the Hot Eigenmodes of the Interactive System

Once the transfer matrix is estimated (either using the best-approximate solution $\mathbf{T}_{u, b e s t}$ of the overdetermined system or determined solutions $\mathbf{T}_{u, q i j k}$ ), the hot eigenmodes are determined by assuming a state vector to be in the form of $\boldsymbol{\Psi}_{n} \propto e^{-j k n d}$, where $k$ is the complex Bloch wavenumber that has to be determined and $d$ is the SWS period. Inserting the assumed state vector $z$-dependency in (9.11) yields the eigenvalue problem in (9.5). Note that eigenvalues $e^{-j k d}$ and eigenvectors $\boldsymbol{\Psi}_{n}$ of the eigenvalue problem in (9.5) depend only on the transfer matrix $\mathbf{T}_{u}$. The four eigenvalues,

$$
\begin{equation*}
e^{-j k d}=\operatorname{eig}\left(\mathbf{T}_{u}\right), \tag{9.19}
\end{equation*}
$$

of the transfer matrix $\mathbf{T}_{u}$ lead to four Floquet-Bloch modes $k_{m}$, where $m=1,2,3,4$, with spatial harmonics $k_{m}+2 \pi q / d$, where $q$ is an integer that defines the Floquet-Bloch harmonic index as in (9.2). Some examples are provided in the next sections. Note that Eq. (9.5) provides also the eigenvectors $\Psi^{\mathrm{Mode}, m}$ and important information can be extracted from them. Each $m^{\text {th }}$ eigenvector possesses the information of the respective weights of the EM field $(V, I)$ and space-charge wave $\left(V_{b}, I_{b}\right)$ in making that particular hot eigenmode solution. Furthermore, including the case when more EM modes are used in the SWS interaction zone or when two hot modes concur in the synchronization, an analysis of the eigenvectors can also show possible eigenvector degeneracy conditions. For example, in [126, 102, 124, 135], two hot modes are fully degenerate in wavenumbers and eigenvectors forming what was called a "degenerate synchronization" (degeneracy between two hot modes). Other important degeneracy conditions are those studied in [5], where three or four fully degenerate EM modes in the cold SWS are used in the synchronization with the electron beam, a condition refer to as "multimode synchronization" (degeneracy among cold EM modes).

In a finite length TWT, the total EM field (represented by $V_{n}^{\text {tot }}, I_{n}^{\text {tot }}$ ) and space-charge wave (represented by $V_{b n}^{\text {tot }}, I_{b n}^{\text {tot }}$ ) resulting from their interaction, calculated at each $n^{\text {th }}$ location, are represented in terms of the four eigenmodes,

$$
\begin{equation*}
\boldsymbol{\Psi}_{n}^{\mathrm{tot}}=\sum_{m=1}^{4} a_{m} \boldsymbol{\Psi}^{\mathrm{Mode}, m} e^{-j k_{m} n d} \tag{9.20}
\end{equation*}
$$

where $a_{m}$ is the weight of the $m^{\text {th }}$ mode, which depends on the mode excitation and boundary conditions, and $\Psi^{\text {Mode }, m}$ is the interactive system eigenvectors obtained from (9.5). Each Floquet-Bloch mode in the periodic hot SWS is represented as $\boldsymbol{\Psi}^{\mathrm{Mode}, m} e^{-j k_{m} n d}$.

In the next section we apply the proposed technique to find the complex-valued wavenumber $k_{m}$ of each of the four hot eigenmodes $(m=1,2,3,4)$ for an illustrative serpentine TWT.

### 9.3 Application to Serpentine-Based TWT Amplifiers

Serpentine SWSs have recently gained a lot of interest due to the growing importance of millimeter wave and terahertz frequencies in modern applications and also due to the advancement of fabrication technologies such as LIGA (LIthographie, Galvanoformung, Abformung). As an illustrative example, we use the same geometry of serpentine SWS discussed in $[145,172]$, as shown in 9.1a. The serpentine waveguide is made of copper and has rectangular cross-section of dimensions $a=1.9 \mathrm{~mm}$ and $b=0.325 \mathrm{~mm}$, bending radius of 0.325 mm (radius at half way between inner and outer radii), straight section length of 0.6 mm , period $d=1.3 \mathrm{~mm}$, and beam tunneling radius of $R_{t}=0.175 \mathrm{~mm}$. The simulated TWT comprises 15 unit-cells. An electron beam with dc voltage $V_{0}=20 \mathrm{kV}$ is used such that the synchronization occurs with a forward EM wave leading to amplification. With the given geometry, the cold SWS supports two cold EM modes, one in each diction, with Bloch wavenumbers $\beta_{c}$ and $-\beta_{c}$. Because of the SWS periodicity, each EM mode is made of Floquet harmonics with wavenumbers $\beta_{c, l}=\beta_{c}+2 l \pi / d$, where $l$ is an integer, and phase velocities $v_{c, l}=\omega / \beta_{c, l}$, where $\beta_{c}$ is the wavenumber of the cold SWS in the fundamental Brillouin zone defined as $\beta_{c} d / \pi \in[0,2]$. Note that $\beta_{c}$ is defined here to be positive and therefore $k=\beta_{c}$ represents a forward wave, however, the cold SWS also supports a wave with wavenumber $k=-\beta_{c}$ together with all its Floquet harmonics. In Fig 9.3a we show the beam line $\beta_{0}=\omega / u_{0}$ (red line) where $u_{0}=\sqrt{2 \eta V_{0}}=0.28 c$, and the dispersion diagram of EM modes in the cold SWS (black line) in the second Brillioun zone ( $k=\beta_{c, 1}$ and $k=-\beta_{c}+4 \pi / d$ ). The dispersion of the EM mode in the cold SWS (solid black) is found by the finite element method-based eigenmode solver implemented in CST Studio Suite by numerically simulating only one unit-cell of the cold serpentine SWS. Synchronization between the electron beam and the Floquet mode in the second Brillouin zone (defined as $\operatorname{Re}(k d / \pi) \in[2,4])$ occurs when $v_{c, 1} \approx u_{0}\left(v_{c, 1}=\omega / \beta_{c, 1}\right)$ at frequencies centered at $f=88 \mathrm{GHz}$ and at $\operatorname{Re}(k d / \pi) \approx 2.8$.

All 3D PIC simulations in this chapter are performed using CST Particle Studio, a solver
where both EM fields and charged particle motion are modeled in 3D. The 3D segmentation performed by PIC simulations uses Hexahedral mesh with mesh size of about $\Delta=50 \mu \mathrm{~m}$ which is $\Delta \sim \lambda_{100 \mathrm{GHz}} / 60$, where $\lambda_{100 \mathrm{GHz}}=3 \mathrm{~mm}$ corresponds to free space wavelength calculated at 100 GHz , i.e., close to the frequency of operation of the TWT. Figure 9.1a shows the setup used for PIC simulations. The time-domain simulations performed in this chapter use a time step of 70 fs which is about $T / 143$ where $T=1 / f$ is the time period calculated at $f=100 \mathrm{GHz}$. Simulations have been performed using a number of threads of 28 and the simulations have been accelerated using a GPU card (Kepler/Maxwell card). The run-time for a single PIC simulation for the structure with 15 unit cells was about 10 minutes.

We consider the electron beam to have a radius of $R_{b}=0.13 \mathrm{~mm}$, a dc current of 0.1 A and an axial confinement dc magnetic field of 0.6 T . Our goal is to obtain the dispersion of the hot serpentine SWS, i.e., the complex-valued wavenumber of the hot modes that account for the interaction between the electron beam and the EM wave. We excite the SWS from Port 1 with 2 W and from Port 2 with 1 W . An amplifier has the input at one port and the output at the other one, but here we want to excite all the supported eigenmodes sufficiently to be observed in the calculations. We start by studying the eigenmode wavenumbers in the interacting SWS system at constant frequency $f=88 \mathrm{GHz}$, which is very close to the synchronization point where $u_{0}=v_{c, 1}$. The four complex-valued wavenumbers of the hot modes are shown in Fig. 9.3b based on results from Eq. (9.15) leading to the four red crosses, and from Eq. (9.16) leading to various blue dots. The scattered blue dots represent 100 sets of four complex wavenumbers associated the largest 100 determinants of the matrix $\mathbf{w}_{1, \text { qijk }}$ out of the total 715 combinations. The inset in Fig. 9.3b shows that the wavenumbers of the three interacting hot modes lie on a circle as predicted by the original Pierce model $[113,106]$, though they do not form a perfect equilateral triangle.

The result show a good agreement between the red crosses that represent the four wavenum-
bers obtained from the eigenvalues of $\mathbf{T}_{u, b e s t}$ where $\mathbf{T}_{u, b e s t}$ is the best-approximate solution of the overdetermined system in Eq. (9.15) and the blue dots that represent the eigenmodes of various estimates of $\mathbf{T}_{u, q i j k}$ obtained from solutions of (9.16) which are transfer matrices obtained based on different location along the SWS. The very small deviations between the wavenumbers obtained from different solutions is due to non-idealities resulting in having non-identical unit-cells along the structure which yields different transfer matrices. This may happen due to electron beam nonlinearity, the change of the beam dc kinetic voltage along the TWT, the slight change of the beam radius along the TWT, in addition to the errors due to finite mesh, which may be not periodic from cell to cell, and finite number of charged particles used to model the TWT dynamics. The mode with almost purely real wavenumber mode with $\operatorname{Re}(k d / \pi)>3$, shown in Fig. 9.3b, represents the Floquet harmonic $k \approx-\beta_{c}+4 \pi / d$ of the hot mode, associated to the cold backward wave with negative wavenumber $-\beta_{c}$, not involved in the synchronism. The three modes with $2<\operatorname{Re}(k d / \pi)<3$ represent the three hot modes resulting from the EM-beam interaction, and the one with positive imaginary part of $k$ is the mode responsible for signal amplification. The calculated three eigenmodes are in good agreement with the three-wave theory of the Pierce model $[113,106]$ around the synchronization point which indicates that the interaction yields three modes with $\operatorname{Re}(k)>0$ : two of them are waves that are slower than the electron beam average speed $u_{0}$, and among these two, one wave is growing in the beam direction while the other one is decaying, the third mode is basically an unattenuated wave that travels faster than the beam-average speed $u_{0}$. In these calculations we did not consider the state vectors at the beginning and end of the structure (i.e., $\Psi_{1}$ and $\Psi_{16}$ ) to generate our results because they may involve high order EM modes, besides the fundamental propagating eigenmodes in the SWS (higher order modes are excited when a discontinuity or a modification of the periodicity occurs).


Figure 9.3: (a) Dispersion relation showing the cold eigenmodes of the EM wave (black) and the beam line (red) in the second Brillouin zone defined here as $\operatorname{Re}(k d / \pi) \in[2,4]$. The electron beam has a dc voltage of 20 kV and it interacts with a forward EM mode leading to TWT amplification. (b) Complex-valued wavenumbers of the eigenmodes in the interactive (hot) electron beam-EM mode in the serpentine SWS evaluated using PIC simulations, assuming a beam voltage of 20 kV and current of 0.1 A at $f=88 \mathrm{GHz}$. Red crosses represent the four wavenumbers obtained from the transfer matrix $\mathbf{T}_{u, b e s t}$ obtained from Eq. (9.15). Blue dots represent different sets of four wavenumbers obtained from different sets of transfer matrices $\mathbf{T}_{u, q i j k}$ obtained from (9.16) using different combinations of indices $q, i, j$ and $k$. The figure inset shows that the three interacting modes' wavenumbers lie on a circle. Therefore, the distribution of the complex-valued wavenumbers is in agreement with what predicted by the Pierce model. The almost purely real wavenumber mode with $\operatorname{Re}(k d / \pi)>3$ represents Floquet harmonic $k \approx-\beta_{c}+4 \pi / d$ of the hot mode with negative wavenumber not involved in the synchronism.


Figure 9.4: (a) Wavenumber-frequency dispersion relation of the hot eigenmodes in the interactive serpentine SWS in Fig. 9.1a, evaluated using data extracted from PIC simulations, assuming a beam voltage of 20 kV and current of 0.1 A . (b) A zoomed in version that shows the three hot modes around the synchronization point. The dashed-red line is the wavenumber dispersion of the electron beam's space-charge wave described by $\beta_{0}=\omega / u_{0}$, whereas the dashed-black line represents the wavenumber of the EM mode in the cold SWS, i.e., assuming no beam-EM interaction. The mode associated to the solid-red curve is responsible for amplification since $\operatorname{Im}(k)>0$.

The wavenumber-frequency dispersion describing the eigenmodes in the hot SWS is determined by running multiple PIC simulations at different frequencies and then determining the transfer matrix of the unit-cell at each frequency using Eq. (9.15), i.e., the result shown by the red crosses. In other words we repeat the red-cross results shown in Fig. 9.3b at various frequencies. In Fig. 9.4a we show the modal dispersion relation (complex wavenumber versus frequency) of the four hot modes accounting for the EM-beam interaction in the serpentine SWS using 51 frequency points. The use of a single PIC simulation, instead of multiple PIC simulations, could also be investigated to find the dispersion relation when using a moderately wide-band gaussian pulse at the input ports, however it would require few extra steps in the post processing of the data to be able to decompose each tone behavior and it would not fully account for steady state regime resulting from the interaction with the electrons and further consideration to linearity issues should be given to be able to apply a Fourier transform (which involves superposition) to find the dispersion of the modes.

The hot dispersion diagrams are obtained using the best-approximate solution $\mathbf{T}_{u, b e s t}$ of the overdetermined system in Eq. (9.15). The hot mode responsible for amplification is the one with wavenumber with positive imaginary part (solid red curve). The black solid line is the +1 Floquet harmonic of the hot mode propagating with $\operatorname{Re}(k)<0$, i.e., in opposite direction of the beam flow, and basically no beam-EM interaction occurs, i.e., it is basically the EM mode in the cold SWS. We observe from Fig. 9.4a that the imaginary part of the growing mode (solid red) is maximum at frequency where the speed of the space-charge wave and that of the EM wave in the cold SWS are approximately matched as shown in Fig 9.3a, i.e., at $f \approx 88 \mathrm{GHz}$.

We show in Fig. 9.4b a zoomed-in version of the same dispersion in Fig. 9.4a around the synchronization where $v_{c, 1} \approx u_{0}$. The dashed lines represent the two uncoupled systems' modes: the beam line (dashed red) and the EM mode in the cold SWS (dashed black). The electron beam has a dc voltage of $V_{0}=20 \mathrm{kV}$ so the electron beam interacts with the forward EM wave resulting in an eigenmode with positive imaginary part leading to TWT amplification (solid red curve). Besides the wavenumber with positive imaginary part (solid red curve), which is responsible for amplification, the other two modes resulting from the interaction are decaying (solid blue) and unattenuated (solid green) modes, in agreement with the Pierce model [106].

The gain per unit-cell associated to the $m^{t h}$ mode is calculated as

$$
\begin{equation*}
G^{\mathrm{Mode}, m}=\frac{P_{n+1}^{\mathrm{Mode}, m}}{P_{n}^{\mathrm{Mode}, m}}=e^{2 \operatorname{Im}\left(k_{m}\right) d}, \tag{9.21}
\end{equation*}
$$

which is equivalent to $20 \log (e) \operatorname{Im}\left(k_{m} d\right) \mathrm{dB}$. The maximum imaginary part of the wavenumber of the amplification mode (solid red) is found at $f \approx 88 \mathrm{GHz}$, at frequency where there is a synchronism, and it is $\operatorname{Im}(k d) \approx 0.036 \pi$. Thus, the maximum gain per period resulting


Figure 9.5: Comparison of wavenumber-frequency dispersion relation of the hot eigenmodes obtained based on the proposed model based on calculating theeigenvalues of the $\mathbf{T}_{u}$ matrix (red curves) and on the Pierce model (black curves) considering SWS loss and space charge effect including plasma frequency reduction factor
from the amplification mode (solid red) is $20 \log (e) \times 0.036 \pi=0.98 \mathrm{~dB}$ which is very close to the small-signal gain 1 dB reported in [172] that was obtained by simulating the serpentine TWT amplifier operating at 90 GHz .

We compare in Fig. 9.5 the dispersion diagram for the three interactive hot modes obtained based on our proposed model with that obtained based on an augmented Pierce model [134]. When using the Pierce model we consider a accurate wavenumber frequency dispersion of the cold modes as well as the Pierce interaction impedance, both calculated using full-wave simulations of the cold SWS. In the Pierce-based model we also account for SWS losses using scattering matrix full-wave simulations followed by the determination of the complex wavenumbers from the eigenvalues of the transfer matrix. We also account for the spacecharge effect including the plasma frequency reduction factor. Details on how we obtained the dispersion and gain with the Pierce-based model $[113,106,156,157,127]$ are shown in [134]. The comparison in Fig. 9.5 shows agreement between our method and the Piercebased model. We believe that the dispersion diagram based on our model is more accurate because as we will show later in Sec. 9.4 our model very well predicts the gain behavior versus frequency when comparing it to 3D PIC results. It is expected that the accuracy using the proposed model is a general property since we use results from accurate 3D PIC


Figure 9.6: Convergence of complex-valued wavenumbers of the three interactive (hot) modes with $\operatorname{Re}(k) \approx \beta_{0}$ calculated at $f=88 \mathrm{GHz}$ for SWSs with a swept number of unit cells used in PIC simulations. The shown wavenumbers are obtained from the best-approximate solution $\mathbf{T}_{u, b e s t}$ of the overdetermined system Eq. (9.15). Convergence is obtained in the wavenumbers of the hot modes when the used number of unit cells exceeds 13, and it is already stable with 9 unit cells.
simulations of the actual geometry.

A convergence study is done by obtaining the wavenumbers of the hot SWS using different numbers of unit cells (all other parameters are kept the same). The purpose of this study to see the minimum required number of unit cells that gives good accuracy in obtaining the wavenumbers of hot modes. We show in Fig. 9.6 the complex-valued wavenumbers, calculated at $f=88 \mathrm{GHz}$ where synchronization occurs, of the three interactive (hot) modes with $\operatorname{Re}(k) \approx \beta_{0}$, for SWSs with a swept number of unit cells in PIC simulations from 7 to 17. The figure shows that the wavenumbers converge when the number of unit cells exceed 13 , and the result is already pretty stable after 9 unit cells. The convergence at frequencies close to the band edge (around 80 GHz ) of the dispersion of the cold SWS may be slower and more prone to errors because of the weak interaction between the SWS and the electron beam (the modulation of the electron beam velocity and current is very small and it may be hard to capture).

A repeatability study is performed by obtaining the dispersion relation for the serpentine
hot SWS using two different numbers of unit cells (all other parameters are kept the same for the two TWT configurations as previously described). Indeed, the transfer matrix of the hot SWS unit-cell $\mathbf{T}_{u}$ should not be a function of the number of unit-cells used in the PIC simulations, therefore, the dispersion relation obtained using different numbers of unit cells should provide very similar results. In Fig. 9.7a we show the complex-valued wavenumbers of the hot modes calculated at 88 GHz from the unit-cell transfer matrix $\mathbf{T}_{u}$ estimated using data from PIC simulations of two SWSs with $N=15$ (as in the previous example) and $N=17$ unit cells. In each case, we plot 100 sets of four wavenumbers obtained from 100 estimated transfer matrices (distinct determined solutions): blue and green dots represent the cases with $N=15$ and $N=17$ unit cells, respectively. The plotted sets are the ones associated with the highest 100 determinants of the matrices $\mathbf{w}_{1, q i j k}$ used to determine the unit-cell transfer matrices $\mathbf{T}_{u, q i j k}$ out of the total 715 combinations for the case with $N=15$ unit cells, and 1365 combinations for the case with $N=17$ unit cells. The red and black crosses represent the wavenumbers obtained from the best-approximate solution of the overdetermined system for the cases with $N=15$ and $N=17$ unit cells, respectively. The clustering of wavenumbers in Fig. 9.7a shows a good agreement between the two cases based on $N=15$ and $N=17$ unit cells, where the relative error in the imaginary part of the wavenumber of the amplification mode (hot mode with positive imaginary part) is $0.6 \%$. In Fig. 9.7b we compare the dispersion relations obtained based on the best-approximate solution of the overdetermined system (red and black crosses in Fig. 9.7a): solid and dotted curves represent the dispersion obtained from simulating the hot SWS with $N=15$ and $N=17$ unit cells, respectively. The figure shows an almost negligible discrepancy between the dispersion diagrams obtained using two SWS lengths.


Figure 9.7: Repeatability test for obtaining the complex-valued wavenumbers of the eigenmodes in the interactive (hot) electron beam-EM wave system in Fig. 9.1a, evaluated using data from PIC simulations of finite-length serpentine SWS structures with $N=15$ and $N=17$ unit cells. (a) Complex plane plot of the four complex wavenumbers in the second Brillouin zone, at $f=88 \mathrm{GHz}$. Blue and green dots represent the wavenumbers obtained from the distinct determined solutions using $N=15$ and $N=17$ unit cells, respectively. Whereas the red and black crosses represent the wavenumbers obtained from the best-approximate solution of the overdetermined system using $N=15$ and $N=17$ unit cells, respectively. (b) Wavenumber-frequency dispersion relations obtained from the best-approximate solution $\mathbf{T}_{u, b e s t}$ of the overdetermined system Eq. (9.15) (red and black crosses in (a)). Solid red and dashed black curves represent the dispersion obtained from the simulation of the finite-length SWS with $N=15$ and $N=17$ unit cells, respectively, showing good agreement. Note that for each case we use the same color for all modes for sake of clarity of the figure.

### 9.4 Predicting the Gain of Finite Length TWT Amplifiers

In this section we show a powerful aspect of our proposed model which is the prediction of the gain behavior for relatively long SWSs based on the transfer matrix representing the system that is obtained based on PIC simulations of shorter SWSs, i.e., with significant fewer number of unit-cells. We demonstrate this concept by considering a TWT amplifier, shown in Fig. 9.8a, which is made of 35 periods of serpentine waveguide with the same unit-cell described in the previous section. We obtain the small signal gain of the structure using: (i) Piercebased model, (ii) our method, and (iii) PIC simulations of the whole structure (i.e., the whole TWT with 35 unit cells). We assume the incident wave at the input is a monochromatic signal with power $P_{\text {inc }}=50 \mathrm{~mW}$. Then, we calculate the gain as $G=P_{\text {out }} / P_{\text {inc }}$. When we calculate the gain based on our proposed model we use the equivalent transfer matrix of the whole structure as

$$
\begin{equation*}
\boldsymbol{\Psi}_{N+1}=\mathbf{T}_{u}^{N} \mathbf{\Psi}_{1} \tag{9.22}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{1}$ and $\boldsymbol{\Psi}_{N+1}$ are the state vectors at the begin and the end of the structure and they are defined the same way as in Eq. 9.4, i.e., $\boldsymbol{\Psi}_{1}=\left[\begin{array}{llll}V_{1} & I_{1}, & V_{b 1}, & I_{b 1}\end{array}\right]^{T}$ and $\boldsymbol{\Psi}_{N+1}=$ $\left[\begin{array}{llll}V_{N+1}, & I_{N+1}, & V_{b N+1}, & I_{b N+1}\end{array}\right]^{T}$. We find $\boldsymbol{\Psi}_{1}$ and $\boldsymbol{\Psi}_{N+1}$ by applying boundary conditions of the electron beam and the SWS. The electron beam is unmodulated at the structure entrance and therefore it has a boundary described by

(a)

(b)

(c)

Figure 9.8: (a) TWT amplifier setup using a serpentine waveguide SWS with number of unit-cells of $N$. (b) Equivalent circuit model where each unit cell of the structure is modeled using 4-port network circuit with matrix $\mathbf{T}_{u}$ that is calculated based on PIC simulations with a fewer number of unit-cells as explained in the previous sections. The input and output ports of the amplifier are modeled using circuit ports with the same impedance of $\mathrm{TE}_{10}$ mode. The electron beam has boundary of $V_{b 1}=0$ and $I_{b 1}=0$ at the beginning of the structure because it is unmodulated when entering the SWS. (c) Comparison between the gain-frequency response of amplifier with number of unit-cells of $N=35$. The blue curve is obtained based on 3D PIC simulations, performed using CST Particle Studio, of the whole structure in (a), the red curve is based on circuit model in (b) using the $4 \times 4$ matrix $\mathbf{T}_{u, b e s t}$ obtained from PIC simulations following the method in 9.1 using only 15 unit-cells, and the black curve is based on the Pierce model. The Pierce-based model accounts for the modal frequency dispersion of the cold modes, Pierce interaction impedance as a function of frequency, and SWS losses, all obtained using full-wave simulations of the cold SWS. It also accounts for space charge effect, including the plasma frequency reduction factor.

$$
\begin{align*}
V_{b 1} & =0,  \tag{9.23}\\
I_{b 1} & =0 .
\end{align*}
$$

The input is modeled as a generator in Fig. 9.8a composed by an ideal voltage source $V_{s}$ and its internal impedance, that is the impedance of a $\mathrm{TE}_{10}$ mode, $Z_{T E}=\eta_{0} / \sqrt{1-\left(f_{c} / f\right)^{2}}$, where $\eta_{0}=120 \pi$ Ohm and the cutoff frequency is $f_{c}=c /(2 a)=79.94 \mathrm{GHz}$. The source voltage is related to the incident (available) power by $V_{s}=\sqrt{8 P_{i n c} Z_{T E}}$. The output port, where we extract power, is connected to a load with impedance $Z_{T E}$. Thus, the two boundaries of the SWS are described by

$$
\begin{align*}
& V_{1}=V_{s}-I_{1} Z_{T E}  \tag{9.24}\\
& V_{N+1}=I_{N+1} Z_{T E}
\end{align*}
$$

Solving the system of equations in $9.22-9.24$, one finds $\boldsymbol{\Psi}_{1}$ and $\boldsymbol{\Psi}_{N+1}$. Consequently, the gain is calculated as $G=P_{\text {out }} / P_{\text {inc }}$, where the output power is calculated as

$$
\begin{equation*}
P_{o u t}=\frac{1}{2}\left|I_{N+1}\right|^{2} Z_{T E} \tag{9.25}
\end{equation*}
$$

We show in Fig. 9.8c the comparison between the gain-frequency response that is obtained by three methods: the first is the method where 3D PIC simulations performed using CST Particle Studio and that are carried out for the setup in 9.8 a with 35 unit-cell, the second method is based on circuit model shown in Fig. 9.8b using the $4 \times 4$ matrix $\mathbf{T}_{u, \text { best }}$ obtained from PIC simulations following the method in 9.1 using only 15 unit-cells, and the third
method is based on Pierce model [113, 106, 156, 157, 127]. The figure shows a very good agreement between our proposed model and full 3D PIC simulations of the 35 unit-cell structure where the error in the gain around the synchronization point is less than 0.5 dB . The small error in the gain between our proposed model and full 3D PIC simulations that occurs at low frequency (very close to the band edge of the dispersion of the cold SWS) might be caused by weak interaction between the SWS and the electron beam at these frequencies, and therefore the modulation of the electron beam velocity and current is very small may and it may be hard to capture (at those frequencies gain is 30 dB lower than the maximum gain). Fig. 9.8c shows that our model predicts gain more accurately than Pierce model which shows some rough approximation in the gain calculated around the synchronization point, being 2.8 dB off the PIC and our results. Therefore, our proposed model is rather powerful because it accurately models the system based only on a $4 \times 4$ transfer matrix that is easily found based on 3D PIC simulations of a short TWT. The T-matrix-based model of the hot SWS is accurate and predicts the performance of much longer TWTs without the need of performing extensive PIC simulations that would require long simulation time and large computer memory size.

### 9.5 Conclusion

A TWT eigenmode solver to determine the complex-valued wavenumbers of the hot eigenmodes in an interactive SWS (i.e., accounting for the interaction of the electron beam and the EM wave) has been demonstrated using a novel approximate technique based on data obtained from 3D PIC simulations. The technique is able to predict the growing mode's complex-valued wavenumber in a TWT made of a serpentine waveguide SWS for millimeter wave amplification. The method is general, and based on elaborating the data obtained from time domain 3D PIC simulations, hence accurately accounting for the precise waveg-
uide geometry, materials, losses, and beam space charge effects. We have also shown the effectiveness of our proposed model in predicting the gain versus frequency of relatively long TWT structures based on PIC simulations of much shorter SWS structures. In summary, the proposed technique is a useful tool for the understanding and the design of TWT amplifiers.

The determination of wavenumbers and eigenvectors of all the hot modes supported in a TWT amplifiers discussed here can also be useful to study hot-mode degeneracy conditions in hot SWSs as those investigated in [126, 102, 124, 135]. Furthermore, the proposed method could be applied to the study of electron beams in beam tunnels with complicated geometries, with the goal of estimating the reduced plasma frequency.

## Chapter 10

## Reduced Plasma Frequency <br> Calculation Based on Particle-In-Cell Simulations

We propose a scheme to calculate the reduced plasma frequency of a cylindrical-shaped electron beam flowing inside of a cylindrical tunnel, based on results obtained from Particle-in-cell (PIC) simulations [191]. In PIC simulations, we modulate the electron beam using two parallel, non-intercepting, closely-spaced grids which are electrically connected together by a single-tone sinusoidal voltage source. The electron energy and the beam current distributions along the length of the tunnel are monitored after the system is operating at steady-state [134, 191]. We build a system matrix describing the beam's dynamics, estimated by fitting a $2 \times 2$ matrix that best agrees with the first order differential equations that govern the physicsbased system. Results are compared with the theoretical Branch and Mihran model, which is typically used to compute the plasma frequency reduction factor in such systems [191]. Our method shows excellent agreement with the theoretical model, however, it is also general. Our method can be potentially utilized to determine the reduced plasma frequencies of
electron beams propagating in differently-shaped beam tunnels, where no theoretical model yet exists, such as the case of a cylindrical or elliptical electron beam propagating inside of a metallic beam tunnel of cylindrical, square, or elliptical cross-section. It can be applied also to electron beams composed of multiple streams.

### 10.1 Motivation and State of the Art

The plasma frequency concept originates from the fact that an infinite cloud of electrons with volumetric charge density $\rho_{v}$ oscillates at a plasma frequency $\omega_{p}=\sqrt{\eta \rho_{v} / \varepsilon_{0}}$ when any electron in the cloud is perturbed from its equilibrium position, where $\eta$ is the charge-tomass ratio of an electron and $\varepsilon_{0}$ is the permittivity of free space [192]. Plasma oscillations in linear electron beams are induced by space-charge fields, as explained in Ch. 7 of [111] and Ch. 9 of [118], which result in repulsive longitudinal forces between charges. However, the calculation of the plasma frequency for a linear stream of charges with finite cross-section requires the consideration of the radial variation of the space-charge fields, electron velocities, and volume charge densities within the beam cross section. Such parameters will fringe, or decay, with radial distance away from the beam center due to the boundary between a beam of finite cross-section and surrounding vacuum, as well as the presence of the beam tunnel's conducting walls where the longitudinal electric field vanishes. The electronic wave theory for linear beam tubes was developed by Hahn [193] and refined by Ramo [114], utilizing the solutions of Maxwell's equations with corresponding boundary conditions to directly compute the reduced plasma frequency of an electron beam that has a finite cross section and is contained within a cylindrical metallic tunnel. Branch and Mihran further built upon Ramo's work and introduced the plasma frequency reduction factor term, $R$ for cases of both solid and annular electron beams propagating within cylindrical metallic tunnels [173]. It was found that an electron beam with finite cross section will have a plasma frequency
that is reduced compared to that of an electron beam with infinite cross section and with the same volumetric charge density. Thus, the reduced plasma frequency is expressed as $\omega_{q}=R \omega_{p}$, where $0<R<1$. The reduced plasma frequency is one of the fundamental parameters that affects the dispersion characteristics of the so-called space-charge wave or electronic waves, as explained in [114], Ch. 7 of [111], Ch. 9 in [118], and Ch. 9 in [157], which are the waves within the electron beam that possess both velocity and charge modulation in space and time. A linear stream of electrons with average speed $u_{0}$ supports multiple space-charge waves with wave function $e^{j \omega t-j k z}$. Typically, there are two dominant charge waves with approximate wavenumbers $k=\left(\omega \pm \omega_{q}\right) / u_{0}$ [114] and Ch. 7 of [111]. Further theoretical effort was done in works [174, 164], where the authors came up with closed-form formulas to find the plasma frequency reduction factor without numerically solving Branch and Mihran's transcendental equation for the parameter $T$ within the electron beam.

The plasma frequency reduction factor $R$ is one of the fundamental design parameter in electron beam devices since it affects synchronization. As a consequence, the value of $R$ affects the frequency of peak gain in traveling wave tube amplifiers modeled by Pierce theory. Additionally, the choice of drift-tube length between cavities in klystrons for optimal extraction of energy from the modulated electron beam depends on accurate computation of the reduced plasma frequency [114]. The accurate calculation of $R$ is necessary for the modeling and designing of TWTs . For instance, the famous classical theory developed by Pierce requires the calculation of the reduced plasma frequency in order to calculate the parameter $4 Q C^{3}=\omega_{q}^{2} / \omega^{2}$ [156], Ch. 10 in [157], Ch. 12 in [118], which is necessary to accurately calculate the gain. However, the theoretical calculation of the reduced plasma frequency loses accuracy when the tunnel geometry is different from a circular cylinder or when the electron beam has a cross section that is not circular or annular. The reduced plasma frequency for beams in complex tunnel structures such as a cylindrical beam in folded or helical waveguide is approximated in many works by assuming that the tunnel is cylindrical, i.e., by neglecting the structure periodicity and deformations in the shape of the
cylindrical tunnel due to the slow wave structure geometry. Some authors have previously provided a formulation to determine the reduced plasma frequency of an electron beam propagating within a helix slow-wave structure approximated using the sheath helix model, as in [164]; this formulation has been used in TWT modeling software such as CHRISTINE and LMsuite [177, 180]. However, it is not trivial to compute $R$ using the sheath helix model, and most authors studying linear beam tubes simply use the values for $R$ from the Branch and Mihran model [194, 195, 196]. Furthermore, experimental work has also been performed in [197, 198] aiming at determining the reduced plasma frequency in linear beam tubes. To date, there is a lack of literature available to provide a robust method that can be easily used to verify or find the reduced plasma frequency in complex structures.

In this chapter, we present a method that is more general than the Branch and Mihran model (which only yields real-valued space charge wavenumbers) and is rather simple to use. We model the electron beam dynamics by finding the system matrix that describes the smallsignal evolution of the electron beam with position and time. The method is the similar to the the one presented in [134] that was applied to traveling wave tubes. Here, the method is applied to find the eigenmodes of the space-charge waves in a beam tunnel, i.e., waves that do not interact with a propagating electromagnetic mode in a slow wave waveguide. The presented method is based on defining and then finding the system matrix through the interpretation of data extracted from particle-in-cell (PIC) simulations. After the system matrix is determined, we then calculated the two charge-wave wavenumbers. The reduced plasma frequency of the electron beam is inferred by finding the deviation of the two space charge wavenumbers from the average electronic phase constant $\beta_{0}=\omega / u_{0}$.

The purpose of this chapter is to show how the proposed method based on three-dimensional PIC simulations is used to calculate the complex wavenumbers of the space-charge waves supported by an electron beam. Since this is the first time we apply the proposed method to the study of the reduced plasma frequency, we apply it to the case of a circular cylindrical
beam within a circular cylindrical tunnel, i.e., the case where the solution is known from a previously developed analytical method $[114,173,174]$. In other words, the scope of this chapter is to show that the proposed method works for a simple configuration; hence it is a good candidate to study even more complicated configurations where there is no known analytical solution for the plasma frequency reduction factor, such as the case of a two-stream electron beam propagating within a metallic structure that can exhibit growing space charge waves (complex space charge wavenumbers) due to the two-stream instability effect [199, 200, 201]. Motivated by previous work on two-stream instability amplifiers, Islam et al., [202, 203] have proposed a method to generate a two-stream electron beam with two different energies from a single-cathode potential. Our PIC-based model may be useful also to determine the complex space charge wavenumbers in such a configuration. Additionally, our PIC-based model may also be used to study the space-charge wavenumbers for electron beams which interact with lossy materials, such as the case of the resistive wall amplifier [204, 205, 206, 207].

### 10.2 PIC-Based Method

The electron beam has equivalent kinetic dc voltage and dc current $V_{0}$ and $I_{0}$, respectively, where the dc equivalent kinetic voltage in the non relativistic case is $V_{0}=u_{0}^{2} /(2 \eta)$ and $u_{0}$ is the electrons time-averaged speed, $c$ is the free space speed of light, and $\eta=e / m$ is the charge to mass ratio and $e$ is the electron charge represented as positive number. The magnetically-confined electron beam has a circular cross-section with radius $R_{b}$, and is flowing within a metallic cylindrical tunnel with radius $R_{t}$, as illustrated in Fig. 10.1a. We introduce modulation to the beam using two closely-spaced grids that are made of fictitious metal that is transparent to electrons, i.e., it allows electrons to pass through the grid without


Figure 10.1: (a) Setup for PIC simulation used to determine the reduced plasma frequencies of the electron beam in a cylindrical tunnel. Modulating grids are simulated as perfect electric conductors which are transparent to particles. (b) An example of the distribution of the electron beam total (dc and ac) equivalent kinetic voltage, defined as $v_{b}^{t o t}(z, t)=V_{0}+v_{b}(z, t)$ with dc equivalent kinetic voltage $V_{0}$ and ac equivalent kinetic voltage $v_{b}(z, t)$ under the smallsignal approximation, and current $i_{b}^{\text {tot }}(z, t)=-I_{0}+i_{b}(z, t)$, calculated based on particles' data exported from PIC simulations at steady state, showing the space-time modulation in the beam voltage and current with respect to arbitrary reference time $t_{\text {ref }}$, where $\tau$ is the period of the sinusoidal excitation and $\lambda_{b 0}$ is the average electronic wavelength. The knowledge of the electron beam voltage and current is then used to estimate the $2 \times 2$ system matrix $\mathbf{M}$ that describes the differential equation governing the beam dynamics. Finally, the system matrix is used to find the wavenumbers of space-charge waves and consequently the reduced plasma frequency.
being intercepted, while preserving other properties a perfect electrical conductor. The gap between the two grids is chosen to be very small compared to wavelength $d_{\text {grid }} \ll \lambda_{0}$ to have a uniform electric field distribution along the gap and to avoid the transit-time effects for electrons. We apply an ac voltage $V_{\text {grid }}$ with a monochromatic sinusoidal signal between the grids in order to generate an axial electric field that modulates the beam in a simple and reproducible way. We rely on three-dimensional PIC simulations implemented in CST Particle Studio to satisfy the equations for charged particles motion and Maxwell equations, which are discretized in space and time in the PIC software.

The PIC solver calculates the instantaneous speed $u_{b}^{t o t}(z, t)=u_{0}+u_{b}(z, t)$, and location of discrete charged macroparticles, where $u_{b}(z, t)$ represents the ac component of velocity. We represent the total (including dc and ac parts) equivalent kinetic voltage of a non relativistic electron beam using a one dimensional (1D) function as $v_{b}^{\text {tot }}(z, t)=\left[u_{b}^{\text {tot }}(z, t)\right]^{2} /(2 \eta)$ which is expressed as $v_{b}^{\text {tot }}(z, t)=V_{0}+v_{b}(z, t)$, where $v_{b}(z, t) \approx u_{0} u_{b}(z, t) / \eta$ represents the ac modulation function. Analogously, the total beam current is $i_{b}^{\text {tot }}(z, t)=-I_{0}+i_{b}(z, t)$, where $i_{b}(z, t)$ represents the ac modulation function, as was done in [134]. Note that the method can be applied also to relativistic beams when using $V_{0}=c^{2} / \eta\left(\sqrt{1-\left(u_{0} / c\right)^{2}}-1\right)$ and $v_{b}^{\text {tot }}(z, t)=$ $c^{2} / \eta\left(\sqrt{1-\left(u_{b}^{\text {tot }} / c\right)^{2}}-1\right)$, and the ac part is defined as $v_{b}(z, t)=v_{b}^{\text {tot }}(z, t)-V_{0}$. However relativistic beams are not considered in this chapter and the accuracy of the presented method in those cases is left to future studies.

We define a state vector that describes the ac electron beam velocity and current dynamics as

$$
\boldsymbol{\psi}(z, t)=\left[\begin{array}{ll}
v_{b}(z, t), & i_{b}(z, t) \tag{10.1}
\end{array}\right]^{T} .
$$

We show in Fig. 10.1b an example of the distribution of the electron beam total (ac and dc)
equivalent kinetic voltage and current calculated based on the particle's data exported from PIC simulations at steady state showing the modulation in the beam voltage and current due to the grids, where $\lambda_{0 b}=u_{0} / f$.

At steady state, in the small-signal approximation, the state vector is monochromatic with angular frequency $\omega$ and therefore it is represented in phasor domain as [134]

$$
\boldsymbol{\Psi}(z)=\left[\begin{array}{ll}
V_{b}(z), & I_{b}(z) \tag{10.2}
\end{array}\right]^{T} .
$$

Because the problem we consider is uniform in the $z$-direction (due to confinement of the beam by a strong axial magnetic field), we assume that the evolution of the electron beam dynamic along the $z$-direction is described by a first order differential equation as

$$
\begin{equation*}
\frac{d \boldsymbol{\Psi}(z)}{d z}=-j \mathbf{M} \Psi(z) \tag{10.3}
\end{equation*}
$$

where $\mathbf{M}$ is the $2 \times 2$ system matrix and the $e^{j \omega t}$ time dependence is assumed.

The state vector is calculated from the data exported from PIC simulation as done in [134]. We calculate the state vector at discrete locations $\Psi\left(z=n \Delta_{s}\right)=\Psi_{n}$, where $n=0,1, . . N$, $\Delta_{s}$ is chosen to be a small position step size $\left(\Delta_{s} \leq \lambda_{0 b} / 3\right.$ and $\left.\lambda_{0 b}=u_{0} / f\right)$, and $N \Delta_{s}$ is the total length of the structure. According to (10.3), the sampled state vector should satisfy the relations

$$
\begin{gather*}
\boldsymbol{\Psi}_{2}=\mathbf{T} \boldsymbol{\Psi}_{1}  \tag{10.4.1}\\
\boldsymbol{\Psi}_{3}=\mathbf{T} \boldsymbol{\Psi}_{2}  \tag{10.4.2}\\
\vdots  \tag{10.4}\\
\mathbf{\Psi}_{N+1}=\mathbf{T} \boldsymbol{\Psi}_{N}
\end{gather*}
$$

where $\mathbf{T}=e^{-j \mathbf{M} \Delta_{s}}$ is the transfer matrix, $\mathbf{M}$ is related to $\mathbf{T}$ as $\mathbf{M}=j \ln (\mathbf{T}) / \Delta_{s}$, and the state vectors $\Psi_{n}$ are calculated directly from PIC simulations.

The relations in (10.4) represent $2 N$ linear equations in 4 unknowns, which are the elements of the transfer matrix T. Assuming $N>2$, the system in (10.4) is mathematically referred to as overdetermined because the number of linear equations ( $2 N$ equations) is greater than the number of unknowns (4 unknowns). An approximate solution that best satisfies all the given equations in Eq. (10.4), i.e., minimizes the sums of the squared residuals, $\sum_{n}\left\|\Psi_{n+1}-\mathbf{T} \Psi_{n}\right\|^{2}$ is determined like in $[189,134,190]$ and is given by

$$
\begin{equation*}
\mathbf{T}_{\text {best,approx. }}=\left(\mathbf{W}_{2} \mathbf{W}_{1}^{T}\right)\left(\mathbf{W}_{1} \mathbf{W}_{1}^{T}\right)^{-1} \tag{10.5}
\end{equation*}
$$

where

$$
\mathbf{W}_{1}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{1}, & \boldsymbol{\Psi}_{2}, & \ldots & \boldsymbol{\Psi}_{N} \tag{10.6}
\end{array}\right]
$$

and

$$
\mathbf{W}_{2}=\left[\begin{array}{llll}
\boldsymbol{\Psi}_{2}, & \boldsymbol{\Psi}_{3}, & \ldots & \boldsymbol{\Psi}_{N+1} \tag{10.7}
\end{array}\right]
$$

are $2 \times N$ matrices.

Assuming the state vectors take the form of a wave function $\boldsymbol{\Psi}(z) \propto e^{-j k z}, 10.3$ is simplified to as $k \Psi=\mathbf{M} \Psi$, which constitutes an eigenvalue problem. Therefore, the space-charge waves' wavenumbers are the eigenvalues of $\mathbf{M}_{\text {best }}$,

$$
\begin{equation*}
k=\operatorname{eig}\left(\mathbf{M}_{\mathrm{best}}\right), \tag{10.8}
\end{equation*}
$$

where $\mathbf{M}_{\text {best }}=j \ln \left(\mathbf{T}_{\text {best }}\right) / \Delta_{s}$, which leads to two solutions: $k_{1}$ and $k_{2}$. The PIC-based reduced plasma frequency is calculated as $\omega_{q, \text { PIC }}=u_{0} \operatorname{Re}\left(k_{2}-k_{1}\right) / 2$. The associated "PICbased" reduction factor calculated as

$$
\begin{equation*}
R=\omega_{q, \mathrm{PIC}} / \omega_{p} \tag{10.9}
\end{equation*}
$$

where $\omega_{p}=\sqrt{\eta I_{o} /\left(A u_{0} \varepsilon_{0}\right)}$ and the beam has cross-sectional area $A=\pi R_{b}^{2}$.

### 10.3 Illustrative Example

As an illustrative example, we consider a solid electron beam with equivalent kinetic dc voltage $V_{0}=6.7 \mathrm{kV}$ (which corresponds to $u_{0}=\sqrt{2 \eta V_{0}}=0.16 c$ ), beam radius $R_{b}=0.5 \mathrm{~mm}$, and the beam current $I_{0}$ that is swept. The tunnel is made of a perfect electric conductor and has radius $R_{t}=2 \mathrm{~mm}$ and total length of 120 mm . We use two grids spaced apart with a gap of $d_{\text {grid }}=0.2 \mathrm{~mm}$ and a grid excitation voltage $V_{\text {grid }}(t)=100 \cos (2 \pi f t)$ volts. An axial dc magnetic field of 1 T is used to confine the electron beam. All 3D PIC simulations in this chapter are performed using CST Particle Studio. The 3D segmentation performed in CST
uses hexahedral mesh with mesh size of approximately $\Delta_{\text {mesh }}=\lambda_{b 0} / 30=0.2 \mathrm{~mm}$ calculated at $f=10 \mathrm{GHz}$, where $\lambda_{b 0}=u_{0} / f$ and $u_{0}=0.16 c$. The total number of charged particles used by PIC simulations to model the electron beam is approximately $10^{6}$ particles. We run PIC simulations for a total time of $t_{\text {sim }}=10 \mathrm{~ns}$, where the beam dynamics in phasor domain are obtained based on the particles' data on the time period from $t=t_{\mathrm{sim}}-\tau \rightarrow t_{\mathrm{sim}}$, where $\tau=1 / f$ is the period of the applied sinusoidal signal.

We sweep the electron beam dc current $I_{0}$ at constant frequency of $f=5 \mathrm{GHz}$. We show in Fig. 10.2a the "PIC-based" dispersion relation for the space-charge wave showing the complex-valued wavenumbers $k_{1}$ and $k_{2}$ for the two space-charge modes versus beam current, calculated as the eigenvalues for the system matrix obtained based on PIC simulations, $\mathbf{M}_{\text {best }}$. Since we have lossless metals and vacuum in this example, the small imaginary part $\left(|\operatorname{Im}(k) / \operatorname{Re}(k)|<10^{-3}\right)$ of the wavenumbers shown in Fig. 10.2a may be attributed to numerical error in our PIC-based method. The method used to find the theoretical wavenumber (dashed-black curves in Fig. 10.2a) is based on the work by Branch and Mihran [173], which gives purely real wavenumbers. The dispersion diagram in Fig. 10.2a shows a good match between the real value of the space-charge wavenumber calculated based on the proposed method (based on Eq. 10.8) and the one calulated based on Branch and Mihran's method [173] (which is real-valued). We show in Fig. 10.2b the "PIC-based" reduction factor calculated as in (10.9).

We now compare the PIC-based result obtained from the method described above with the analytical one based on Branch and Mihran's work in [173]. According to that theory, the plasma frequency reduction factor is approximated as


Figure 10.2: (a) Dispersion relation showing the wavenumbers of the eigenmodes of the space-charge wave supported by the electron beam. Dimensions are shown in the inset of (b), with units of mm . The proposed PIC-based method is compared with the analytical results from Branch and Mihran. (b) Corresponding plasma frequency reduction factor versus beam current. Our results are in agreement with the analytical ones in (10.10) and (10.11), that show that the plasma frequency reduction factor is current independent.

$$
\begin{equation*}
R_{\text {Theory }}=\frac{1}{\sqrt{1+\left(T / \beta_{0}\right)^{2}}} \tag{10.10}
\end{equation*}
$$

where $\beta_{0}=\omega / u_{0}$ is the mean electronic phase constant and the parameter $T$ is found by solving the following nonlinear equation $[114,173]$

$$
\begin{equation*}
T R_{b} \frac{J_{1}\left(T R_{b}\right)}{J_{0}\left(T R_{b}\right)}=\beta_{0} \frac{K_{0}\left(\beta_{0} R_{t}\right) I_{1}\left(\beta_{0} R_{b}\right)+K_{1}\left(\beta_{0} R_{b}\right) I_{0}\left(\beta_{0} R_{t}\right)}{K_{0}\left(\beta_{0} R_{b}\right) I_{0}\left(\beta_{0} R_{t}\right)-K_{0}\left(\beta_{0} R_{t}\right) I_{0}\left(\beta_{0} R_{b}\right)}, \tag{10.11}
\end{equation*}
$$

where the various orders and kinds of Bessel functions are defined in [173]. The two realvalued wavenumbers $k_{1}=\beta_{0}-\omega_{q} / u_{0}$ and $k_{2}=\beta_{0}+\omega_{q} / u_{0}$ based on Branch and Mihran's method [173], where $\omega_{q}=R_{\text {Theory }} \omega_{p}$, are plotted in Fig. 10.2a, as "Analytical", and the reduction factor $R_{\text {Theory }}$ is shown in Fig. 10.2b. Note that from (10.10) and (10.11), the reduction factor is independent of the beam current value $I_{0}$. However, the unreduced plasma


Figure 10.3: Reduction factor calculated for a cylindrical beam in a metallic tunnel with geometry as shown in the insets, when (a) the frequency is swept, and (b) the beam radius is swept. The dimensions shown in the insets are in mm.
frequency and the two wavenumbers are all dependent on beam current. As expected, the reduction factor obtained by the proposed PIC-based method seems to be almost constant when varying the beam dc current. The results show a good match between the plasma frequency reduction factor obtained based on PIC simulations and that based on theoretical formulas in (10.10) and (10.11), with a maximum absolute error in $R$ of 0.01 , which is very small with respect to the reduction factor obtained theoretically. Note that when $I_{0} \rightarrow 0$, the plasma frequency $\omega_{p} \rightarrow 0$ and therefore the two space-charge waves have wavenumbers $k_{1}=k_{2}=\beta_{0}$ as illustrated in Fig 10.2a. The dispersion relation around $I_{0}=0$ can be approximated to a quadratic polynomial as $\left(k-\beta_{0}\right)^{2} \propto I_{0}$ as illustrated in Fig 10.2a, and this has a deep physical meaning as it will be discussed later on. We show in Fig. 10.3a and Fig. 10.3b the plasma frequency reduction factor when the frequency is swept at constant beam dc current of $I_{0}=100 \mathrm{~mA}$, and when the beam radius is swept at constant dc current $I_{0}=100 \mathrm{~mA}$ and frequency $f=5 \mathrm{GHz}$, respectively. The agreement between the PIC-based solution provided in this chapter and the analytical one from (10.10) and (10.11) is excellent.

### 10.4 Degeneracy of the Spectrum

To provide a physical insight into the result, it is convenient to analyze the spectral properties of the system matrix $\mathbf{M}$ that describes the system as in (10.3). Following the space-charge wave theory in Ch. 7 in [111] and also using the formulation presented in [169], we use the analytically determined matrix

$$
\mathbf{M}_{\text {Theory }}=\left[\begin{array}{cc}
\beta_{0} & \frac{R_{\text {Theory }}^{2}}{\left(A \omega \varepsilon_{0}\right)}  \tag{10.12}\\
\beta_{p}^{2}\left(A \omega \varepsilon_{0}\right) & \beta_{0}
\end{array}\right],
$$

where $\beta_{p}=\omega_{p} / u_{0}$ is the unreduced plasma phase constant, and the reduction factor $R_{\text {Theory }}$ is taken from (10.10). The theoretical wavenumbers of the space-charge waves are found as the eignvalues of the system matrix $\mathbf{M}_{\text {Theory }}, k_{1}=\beta_{0}-\omega_{q} / u_{0}$ and $k_{2}=\beta_{0}+\omega_{q} / u_{0}$ which agree with the space-charge wavenumber expressions found in $[114,173,174]$, and correspond to those already plotted in Fig. 10.2a. The ac electron kinetic energy and the ac beam current of the two space-charge waves are described by the two eigenvetors of the matrix (10.12) as $\Psi_{1}=\left[-R_{\text {Theory }} /\left(\beta_{p} A \omega \varepsilon_{0}\right), 1\right]^{T}$ and $\Psi_{2}=\left[R_{\text {Theory }} /\left(\beta_{p} A \omega \varepsilon_{0}\right), 1\right]^{T}$.

We know that when two eigenvectors coalesce, the system experiences an exceptional point of degeneracy (EPD) of order 2, where the system matrix is not diagonalizable and is instead similar to a Jordan block of order 2, as explained in [102, 169, 208, 15]. Therefore, the eigenmodes experience an algebraic linear behavior, besides the usual phase propagation along $z$. At an EPD where the space charge waves are degenerate (i.e., when $k_{1}=k_{2}=\beta_{0}$ ), the beam ac voltage is expressed as $V_{b}(z)=\left(u_{1}+u_{2} z\right) e^{-j \beta_{0} z}$, whereas away from the EPD, it is expressed as $V_{b}(z)=e^{-j \beta_{0} z}\left(u_{1} e^{-j \beta_{q} z}+u_{2} e^{j \beta_{q} z}\right)$. The point $I_{0}=0$ in Fig. 10.2a represents an EPD, and indeed, in its proximity the two wavenumbers follow the law $\left(k-\beta_{0}\right)^{2} \propto I_{0}$. A
vanishing $I_{0}$ indicates the absence of the beam but one can still see the physics pertaining to an EPD at regimes where $I_{0}$ is very small. The two eigenvectors also coalesce when the reduction factor $R$ is very small, hence the system can experiences and EPD at $R=0$. It is convenient to use a "coalescence parameter" that quantifies the vicinity of the two eigenvector to each other (i.e., to describe how close is a system's regime to an EPD). To check the coalescence parameter, we look at the angle between the two system's two eigenvectors, when the current elements are scaled by an impedance of $Z_{0}=\beta_{0} /\left(A \omega \varepsilon_{0}\right)$ to have vectors that have all elements in volts, that is defined by the normalized scalar product as $\cos \theta_{12}=\operatorname{Re}\left(\Psi_{1} \cdot \Psi_{2}\right) /\left(\left\|\Psi_{1}\right\|\left\|\Psi_{1}\right\|\right)$. The coalescence parameter is here calculated as

$$
\begin{equation*}
\sin \left(\theta_{12}\right)=\frac{2 R\left(\frac{\omega_{p}}{\omega}\right)}{1+R^{2}\left(\frac{\omega_{p}}{\omega}\right)} \tag{10.13}
\end{equation*}
$$

and it describes how close the two eigenvectors of the system are to coalescing (i.e., when the systems experiences an EPD), which occurs when $\sin \theta_{12}=0$, i.e., when either $R=0$ or $\omega_{p}=0$. Indeed, in regimes where the plasma frequency is very small with respect to the operating frequency, the system is very close to an EPD. We show in Fig. 10.4 the space-charge wave behavior when the system is very close to EPD, i.e., for a case where the plasma frequency is $f_{p}=0.11 \mathrm{GHz}$ and the operating frequency $f=5 \mathrm{GHz}$, where a beam dc current $I_{0}=1 \mathrm{~mA}$ is used. The ac beam equivalent voltage and current decays and grows, respectively, linearly, along $z$. This behavior is different from other cases where the EPD does not occur, as shown in Fig. 10.1b for example.


Figure 10.4: An example of electron beam dynamics when the system is very close to an EPD. The distribution of the electron beam total equivalent kinetic voltage and current decays and grows algebraically, respectively, along the $z$ direction.

### 10.5 Conclusion

A method to determine the reduction factor for single stream electron beam flowing inside of a tunnel has been demonstrated using a novel technique. Our method is based on analyzing the data obtained from time-domain 3D PIC simulations, hence it accounts for all the physical aspects of the problem. Our model is general and can be applied to several other geometries supporting electron beams that are different from the one used here for demonstration purposes. The proposed method seems precise since the calculated reduction factor is in good agreement with the one obtained analytically for cylindrically-shaped electron beam flowing inside a cylindrical metallic tunnel [173]. Since the proposed method is just based on 3D PIC simulations, it can be utilized to study electron beams in complex-shaped beam tunnels, where no theoretical model yet exists, or even for electron beams made of multiple streams as in [202, 203, 201].

## Chapter 11

## Analytical Solution of the Space-Charge Waves in a Two-Streams Cylindrical Electron

## Beam

We present an analytical method to compute the wavenumbers and electric fields associated to the eigenmodes of space-charge waves that are supported by a two-streams electron beam, consisting of a solid inner cylindrical stream and a co-axial outer annular stream, both of which are contained within a cylindrical metallic tunnel. The analytical method accounts for the interaction between the two streams and with the beam-tunnel walls and can be used to model the complex wavenumbers associated with the two-stream instability effect.

### 11.1 Motivation and State of the Art

Vacuum electron devices with high power and broad bandwidth have a competitive edge in various applications, such as electronic countermeasures, satellite communication, plasma diagnostics, and high-resolution radars [209, 137]. Lately, the designers of microwave tubes have faced many difficult design challenges, such as reducing operating voltages and minimizing the weight and dimensions of the devices and their power supplies. In addition, with the high demand for vacuum electronics applications that operate at high frequency, the dimensions of these devices are being reduced and at the same time electron beams with high current density are also required to obtain high output power [136]. There are some technical limitations to increasing both the output power and the operating frequency. The product $P f^{2}$ ( $P$ is output power and $f$ is frequency) of the state-of-the-art vacuum electronics follows an increasing linear trend with time [210]. However, it is not certain how long vacuum electronic devices will continue to follow this trend. A promising engineering solution to continue improving the performance of vacuum electronic devices is the use of multiple electron beams [211, 212].

The interaction of multi-stream electron beams has been studied theoretically for years. Many authors have also proposed the multiple beam concept since the 1940s for use in electron beam devices. As a pioneer in this field, Pierce studied the double-stream amplifiers [213]. Then, Swift-Hook analyzed the validity of the theory of double stream amplification [214]. As an early work in this topic, beam-beam interaction in concentric-beam dual-mode TWTs is presented in [215] and then investigated in more detail for various kinds of TWTs in [212]. Chen analyzed the conversion mechanism from the kinetic energy of electron beams to electromagnetic wave energy in the two-stream amplifier and how the efficiency of a twostream instability amplifier increases with the use of relativistic beam velocities [216]. Wave coupling in multiple beam TWTs to increase the power level of vacuum electronic devices has also been studied in [217]. On the other hand, many works have begun exploring and
showing realistic structures for multi-beam generation. In [218], Zavadil proposed a dualcathode electron gun incorporating an annular hollow beam cathode, concentric and coplanar with a solid beam cathode. Some work has used multiple cathode sources to produce multiple electron beams in low-power microwave sources where each cathode is powered by two separate power supplies at different voltages [219, 220]. Also, there has been some work published in the past that uses conventional vacuum electron beam device concepts to generate multiple electron beams [221, 222, 223, 224, 220]. Finally, multiple electron beam generation with comparable currents and different energies from a single cathode for high power applications has been comprehensively studied recently in [203, 202].

Modern communications' increasing range and data handling requirements have given rise to a need for microwave tubes with power output and bandwidth capabilities that greatly exceed those of present-day state-of-the-art single-stream electron beam devices. The multiple-beam concept was developed to address this need and was applied to a resonant klystron [225], which was demonstrated to be capable of an order of magnitude higher power output than single-beam devices using the same electron beam. Then the development of multi-beam klystron to provide low operating voltages, high power, low noise, and the possibility of larger operating bandwidth is further studied in many papers such as [226, 211, 227]. Recently many research papers have focused on electron beam devices that utilize multiple electron streams, namely, multi-beam folded waveguide structures [228, 229, 230, 231], two-stream gyrotron TWT amplifiers [232], staggered dual-beam waveguides [233, 234, 235, 236], dual-beam sine waveguide TWTs [237, 238], and other unique TWT configurations [239, 240, 241, 242, 243]. The aforementioned devices can employ the advantages of two-stream and potentially more than two-stream electron beams to improve the output power significantly, and/or increase the bandwidth for various applications such as telecommunication and high-resolution radar.

The problem of space-charge waves in an electron beam is a topic of interest since such waves are excited and utilized in a variety of electron tubes. These tubes may be used to generate,


Figure 11.1: (a) Double stream electron beam with distinct dc speed and charge density. We show in (b) the transverse cross section for the double stream system where the area inside of the tunnel is divided into four homogeneous regions. Stream 1 (the inner stream) exists in region 1, whereas stream 2 (the outer stream) exists in region 2. Regions 3 and 4 are vacuum space.
amplify, and detect signals. Ramo studied the propagation of space-charge waves for the case of a single electron beam propagating within a metallic beam tunnel [114]. The theory of Ramo was extended upon in [173], where they defined the plasma frequency reduction factor and considered the case of an annular electron beam within a cylindrical metallic tunnel. Here, we extend the work of Ramo for the case of two electron beams within a metallic tunnel. We consider an electron beam that is composed of solid and hollow co-axial streams. Knowledge of the complex propagation constants of space-charge waves within this two-stream system may be useful for designing and analyzing two-stream instability amplifiers and two-stream TWTs, which depend strongly on the geometric configuration of the two-stream electron beam.

### 11.2 Formulation

### 11.2.1 Problem Description

The electron beam is assumed to be made of two concentric streams: stream 1 (the inner stream) is solid with a circular cross section and it exists for $0 \leq r \leq R_{1}$; stream 2 (the outer stream, co-axial with stream 1) has an annular cross section and it exists for $R_{\mathrm{i}, 2} \leq r \leq R_{\mathrm{o}, 2}$. The beam tunnel is assumed to be cylindrical with radius $R_{\mathrm{t}}$ and made of the perfect electric conductor (PEC), as shown in Fig. 11.1. It is convenient to use cylindrical coordinates $(r, \theta, z)$ to represent both the beam and the electromagnetic fields.

The two streams are assumed to possess uniform dc charge densities of $\rho_{0,1}$ and $\rho_{0,2}$, in both transverse and longitudinal directions. The axial dc magnetic field is assumed to be strong enough to confine each of the two streams such that all charges travel in the axial direction only (a common simplifying assumption seen in other linear beam tube work such as $[114,106,213,113,116])$ with dc velocities $u_{0,1}$ and $u_{0,2}$ for stream 1 and stream 2 , respectively. Analogously, the existence of a strong axial dc magnetic field leads also to the assumption that the ac modulation in the velocity of electrons is only in the axial direction. Therefore, the radial and the azimuthal components of electron velocities are assumed to be vanishing $[114,106,213,113,116]$. Our goal is to find the eigenmodes that represent the space-charge waves in this configuration. The propagating space charge waves consist of modulation in the beam's volumetric charge density and axial velocity, as well as its associated n electromagnetic fields, all of which are proportional to the wave function $e^{j(\omega t-k z)}$ in phasor domain. As another simplifying assumption, we only consider modes with azimuthal symmetry; therefore, we assume that $\partial / \partial \theta=0$ of any quantity. However, the presented formalism could be generalized also to find modes that do not possess azimuthal symmetry. Nevertheless, the case with azimuthal symmetry is the most important one in practice for TWTs operation since it may be challenging to excite those that do not have azimuthal symmetry. Therefore, the instantaneous total (both dc and ac components) axial velocity and volumetric charge density for each stream are written as

$$
\begin{align*}
& u_{1}(r, z, t)=u_{0,1}+\Re\left(u_{\mathrm{m}, 1}(r) e^{j \omega t-j k z}\right),  \tag{11.1}\\
& u_{2}(r, z, t)=u_{0,2}+\Re\left(u_{\mathrm{m}, 2}(r) e^{j \omega t-j k z}\right),
\end{align*}
$$

$$
\begin{align*}
& \rho_{1}(r, z, t)=\rho_{0,1}+\Re\left(\rho_{\mathrm{m}, 1}(r) e^{j \omega t-j k z}\right),  \tag{11.2}\\
& \rho_{2}(r, z, t)=\rho_{0,2}+\Re\left(\rho_{\mathrm{m}, 2}(r) e^{j \omega t-j k z}\right),
\end{align*}
$$

where $u_{\mathrm{m}, 1}(r), u_{\mathrm{m}, 2}(r), \rho_{\mathrm{m}, 1}(r)$ and $\rho_{\mathrm{m}, 2}(r)$ are the radial distributions of the stream velocities and charge densities expressed in phasor domain, the subscript ' 0 ' denotes the dc component, 'm' denotes ac modulation component, ' 1 ' and ' 2 ' denote stream 1 and stream 2 , respectively. The total radial-dependent volumetric charge density inside the tunnel is expressed as a piecewise function as

$$
\rho(r, z, t)=\left\{\begin{array}{l}
\rho_{1}(r, z, t), \quad 0 \leq r \leq R_{1}  \tag{11.3}\\
\rho_{2}(r, z, t), R_{\mathrm{i}, 2} \leq r \leq R_{\mathrm{o}, 2} \\
0, \text { otherwise }
\end{array}\right.
$$

We assume that the ac modulation of each of the electron beam streams is small compared to the corresponding dc part. Therefore, under this small-signal approximation, the electron beam streams have current densities in the axial direction $\left(\mathbf{J}_{1}=J_{1} \hat{\mathbf{z}}\right.$ and $\left.\mathbf{J}_{2}=J_{2} \hat{\mathbf{z}}\right)$ in the form of

$$
\begin{align*}
& J_{1}(r, z, t)=u_{1}(r, z, t) \rho_{1}(r, z, t) \approx J_{0,1}+\Re\left(J_{\mathrm{m}, 1}(r) e^{j \omega t-j k z}\right),  \tag{11.4}\\
& J_{2}(r, z, t)=u_{1}(r, z, t) \rho_{1}(r, z, t) \approx J_{0,2}+\Re\left(J_{\mathrm{m}, 2}(r) e^{j \omega t-j k z}\right),
\end{align*}
$$

where the dc current densities of stream 1 and stream 2 are $J_{0,1}=\rho_{0,1} u_{0,1}$ and $J_{0,2}=\rho_{0,2} u_{0,2}$, and the ac current densities of stream 1 and stream 2 are $J_{\mathrm{m}, 1}(r)=\rho_{0,1} u_{\mathrm{m}, 1}(r)+u_{0,1} \rho_{\mathrm{m}, 1}(r)$ and $J_{\mathrm{m}, 2}(r)=\rho_{0,2} u_{\mathrm{m}, 2}(r)+u_{0,2} \rho_{\mathrm{m}, 2}(r)$, respectively. The total currents for stream 1 and stream 2 are found using integration over each of the transverse cross sections of the stream regions as $i_{1}(z, t)=\iint_{A_{1}} J_{1}(r, z, t) d A$ and $i_{2}(z, t)=\iint_{A_{2}} J_{2}(r, z, t) d A$, where $A_{1}=\pi R_{1}^{2}$ and $A_{2}=\pi\left(R_{o, 2}^{2}-R_{i, 2}^{2}\right)$ are the cross-sectional areas of region 1 and 2 , respectively . This integration yields

$$
\begin{align*}
& i_{1}(z, t)=-I_{0,1}+\Re\left(I_{m, 1} e^{j \omega t-j k z}\right),  \tag{11.5}\\
& i_{2}(z, t)=-I_{0,2}+\Re\left(I_{m, 2} e^{j \omega t-j k z}\right),
\end{align*}
$$

where $I_{0,1}=A_{1} \rho_{0,1} u_{0,1}$ and $I_{0,2}=A_{2} \rho_{0,2} u_{0,2}$ are the dc currents of stream 1 and stream 2, respectively, and $I_{m, 1}$ and $I_{m, 2}$ are the ac currents of stream 1 and stream 2 in phasor domain, respectively.

The electromagnetic fields associated to the two-stream electron beam are represented using the electric scalar potential and magnetic vector potential which are expressed as

$$
\begin{equation*}
\phi(r, z, t)=\Re\left(f_{\phi}(r) e^{j \omega t-j k z}\right) \tag{11.6}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{A}(r, z, t)=\Re\left(f_{A}(r) e^{j \omega t-j k z}\right) \hat{\mathbf{z}} . \tag{11.7}
\end{equation*}
$$

where $\hat{\mathbf{z}}$ is the unit vector in the $z$ direction. The magnetic vector potential has only an axial component (in the $z$ direction) because we assume only the longitudinal component of current modulation is present (we neglect current directions that are not longitudinal because of the assumption of a very high dc magnetic field). Note that here we use the International System of Units (SI) in the following analysis, whereas CGS units were used in [114]. The electric and magnetic fields in the structure are expressed in terms of the scalar electric potential and vector magnetic potential as $\mathbf{E}=-\nabla \phi-d \mathbf{A} / d t$ and $\mathbf{H}=\nabla \times \mathbf{A} / \mu_{0}$, where we use the Lorentz gauge to define the divergence of $\mathbf{A}$ as $\nabla \cdot \mathbf{A}=-j \omega \varepsilon \mu \phi$ (Ch. 6 in [244]).

Because the tunnel region is not homogeneously filled, we represent the radially-dependent, piecewise electric scalar potential function $f_{\phi}(r)$ in Eq. (11.6) as

$$
f_{\phi}(r)=\left\{\begin{array}{l}
f_{\phi, 1}(r), 0 \leq r \leq R_{1}  \tag{11.8}\\
f_{\phi, 3}(r), R_{\mathrm{o}, 1} \leq r<R_{\mathrm{i}, 2} \\
f_{\phi, 2}(r), R_{\mathrm{i}, 2} \leq r<R_{\mathrm{o}, 2} \\
f_{\phi, 4}(r), R_{\mathrm{o}, 2} \leq r<R_{\mathrm{t}}
\end{array} .\right.
$$

The time-domain electric and magnetic fields (which do not depend on $\theta$ due to our assumption of azimuthal symmetry) are then given by

$$
\begin{gather*}
E_{r}(r, z, t)=\Re\left(-f_{\phi}^{\prime}(r) e^{j \omega t-j k z}\right), \\
E_{z}(r, z, t)=\Re\left(\left(j \frac{k^{2}-j \omega^{2} \mu \varepsilon}{k}\right) f_{\phi}(r) e^{j \omega t-j k z}\right) .  \tag{11.9}\\
H_{\theta}(r, z, t)=\Re\left(-\frac{\omega \mu \varepsilon}{k} f_{\phi}^{\prime}(r) e^{j \omega t-j k z}\right),
\end{gather*}
$$

whereas the rest of time-varying field components are vanishing, i.e., $E_{\theta}=H_{r}=H_{z}=0$.

### 11.2.2 Governing Equations

We start by writing Newton's second law that describes the equations of motion for each stream individually. The basic equations that govern the charges' longitudinal motion are

$$
\begin{equation*}
m \frac{d u_{1}}{d t}=-e E_{z, 1} \tag{11.10}
\end{equation*}
$$

$$
\begin{equation*}
m \frac{d u^{\mathrm{s} 2}}{d t}=-e E_{z, 2} \tag{11.11}
\end{equation*}
$$

where $E_{z, 1}$ and $E_{z, 2}$ are the longitudinal electric fields that stream 1 and stream 2 experience in each of the regions denoted by ' 1 ' and ' 2 ', respectively (See Fig. 11.1), $m=9.109 \times 10^{-31} \mathrm{~kg}$ is the rest mass of an electron, and $e=+1.602 \times 10^{-19} \mathrm{C}$ is the elementary charge. The longitudinal electric fields $E_{z, 1}$ and $E_{z, 2}$ are determined using the formula $\mathbf{E}=-\nabla \phi-d \mathbf{A} / d t$, considering the expressions for the scalar electric potential found at each of region 1 and region 2 as we will discuss later. Each electron flow should be continuous and there should not be any leakage or accumulation of charges. Therefore, the continuity equation for each
stream is written as $\nabla \cdot \mathbf{J}_{1}=-\partial \rho_{1} / \partial t$ and $\nabla \cdot \mathbf{J}_{2}=-\partial \rho_{2} / \partial t$ which is simplified as

$$
\begin{align*}
& \frac{\partial\left(\rho_{1} u_{1}\right)}{\partial z}=-\frac{\partial \rho_{1}}{\partial t},  \tag{11.12}\\
& \frac{\partial\left(\rho_{2} u_{2}\right)}{\partial z}=-\frac{\partial \rho_{2}}{\partial t} . \tag{11.13}
\end{align*}
$$

Furthermore, the scalar electric potential and vector magnetic potential have relations

$$
\begin{equation*}
\nabla \cdot \mathbf{A}=-\mu \varepsilon \frac{d \phi}{d t} \tag{11.14}
\end{equation*}
$$

$$
\begin{equation*}
\left(\nabla^{2}+\omega^{2} \mu_{0} \varepsilon_{0}\right) \phi=-\frac{\rho}{\varepsilon_{0}} \tag{11.15}
\end{equation*}
$$

### 11.2.3 Boundary Conditions

Since the tunnel region is not homogeneously filled, we solve the differential equations of Eqs. (11.10) and (11.11) separately in each region, as was done in [114]. Aside from the fact that the potential function should be finite, we enforce that the potential function and its derivative are continuous across the boundaries between the regions illustrated in Fig. 11.1 as

$$
\begin{gather*}
f_{\phi, 1}\left(R_{1}\right)=f_{\phi, 3}\left(R_{1}\right),\left.\quad f_{\phi, 1}^{\prime}(r)\right|_{r=R_{1}}=\left.f_{\phi, 3}^{\prime}(r)\right|_{r=R_{1}}, \\
f_{\phi, 3}\left(R_{\mathrm{i}, 2}\right)=f_{\phi, 2}\left(R_{\mathrm{i}, 2}\right),\left.\quad f_{\phi, 3}^{\prime}(r)\right|_{r=R_{\mathrm{i}, 2}}=\left.f_{\phi, 2}^{\prime}(r)\right|_{r=R_{\mathrm{i}, 2}}  \tag{11.16}\\
f_{\phi, 2}\left(R_{\mathrm{o}, 2}\right)=f_{\phi, 4}\left(R_{\mathrm{o}, 2}\right),\left.\quad f_{\phi, 2}^{\prime}(r)\right|_{r=R_{\mathrm{o}, 2}}=\left.f_{\phi, 4}^{\prime}(r)\right|_{r=R_{\mathrm{o}, 2}}
\end{gather*}
$$

Due to the assumption that a tunnel is made of PEC, we also enforce that the potential function vanishes at the tunnel walls

$$
\begin{equation*}
f_{\phi, 4}\left(R_{\mathrm{t}}\right)=0 \tag{11.17}
\end{equation*}
$$

In the following section, we find the solution of the potential functions at each region. Then, we enforce boundary conditions to find the eigenmode solution of waves that are supported by the studied structure.

### 11.3 Modal Dispersion Equation

The general solutions of the potential as a function of radius in each region shown in Fig. 11.1 are found separately based on the derivation in Appendix A. We write the radially-dependent electric potential function in (11.8) in the form of

$$
\begin{equation*}
f_{\phi, 1}(r)=c_{1} J_{0}\left(T_{1} r\right), \tag{11.18}
\end{equation*}
$$

$$
\begin{equation*}
f_{\phi, 3}(r)=c_{2} K_{0}(\tau r)+c_{3} I_{0}(\tau r), \tag{11.19}
\end{equation*}
$$

$$
\begin{equation*}
f_{\phi, 2}(r)=c_{4} J_{0}\left(T_{2} r\right)+c_{5} Y_{0}\left(T_{2} r\right) \tag{11.20}
\end{equation*}
$$

$$
\begin{equation*}
f_{\phi, 4}(r)=c_{6} K_{0}(\tau r)+c_{7} I_{0}(\tau r), \tag{11.21}
\end{equation*}
$$

where $c_{n}(n=1$ to 7$)$ are arbitrary constants that are to be found to satisfy boundary conditions. The parameters $T_{1}$ and $T_{2}$ in the arguments of the above Bessel functions correspond to the regions inside of the electron streams, and the parameter $\tau$ corresponds to the regions outside of the electron streams, defined as

$$
\begin{equation*}
T_{1}^{2}=\left(k^{2}-k_{0}^{2}\right)\left(\frac{\left(\beta_{\mathrm{p}, 1}\right)^{2}-\left(k-\beta_{0}\right)^{2}}{\left(k-\beta_{0}\right)^{2}}\right), \tag{11.22}
\end{equation*}
$$

$$
\begin{equation*}
T_{2}^{2}=\left(k^{2}-k_{0}^{2}\right)\left(\frac{\left(\beta_{\mathrm{p}, 2}\right)^{2}-\left(k-\beta_{0}\right)^{2}}{\left(k-\beta_{0}\right)^{2}}\right), \tag{11.23}
\end{equation*}
$$

$$
\begin{equation*}
\tau^{2}=\left(k^{2}-k_{0}^{2}\right), \tag{11.24}
\end{equation*}
$$

where $\beta_{\mathrm{p}, 1}=\sqrt{\eta \rho_{1} / \varepsilon_{0}} / u_{0,1}$ and $\beta_{\mathrm{p}, 2}=\sqrt{\eta \rho_{2} / \varepsilon_{0}} / u_{0,2}$ are the plasma phase constants of stream 1 and stream 2 , and $\eta=e / m=1.758829 \times 10^{11} \mathrm{C} / \mathrm{kg}$ is the charge to mass ratio of an electron. Note that we did not consider the Bessel's function of second kind (Neumann's function) in $f_{\phi, 1}(r)$ because the electric potential should be finite at $r=0$ and $Y_{0}\left(T_{1} r\right)$ has singularity at $r=0$. When the boundary conditions in Eqs. (11.16) and (11.17) are enforced, they may be written in matrix form as $\underline{\mathbf{M} \mathbf{c}}=\mathbf{0}$, where $\mathbf{c}=\left[\begin{array}{lllllll}c_{1}, & c_{2} & c_{3} & c_{4} & c_{5}, & c_{6}, & c_{7}\end{array}\right]^{\mathrm{T}}$ ( T denotes transpose function) and the matrix $\mathbf{M}$ is defined as

$$
\underline{\mathbf{M}}=\left[\begin{array}{ccccccc}
J_{0}\left(T_{1} R_{1}\right) & -K_{0}\left(\tau R_{1}\right) & -I_{0}\left(\tau R_{1}\right) & 0 & 0 & 0 & 0 \\
T_{1} J_{0}^{\prime}\left(T_{1} R_{1}\right) & -\tau K_{0}^{\prime}\left(\tau R_{1}\right) & -\tau I_{0}^{\prime}\left(\tau R_{1}\right) & 0 & 0 & 0 & 0 \\
0 & K_{0}\left(\tau R_{\mathrm{i}, 2}\right) & I_{0}\left(\tau R_{\mathrm{i}, 2}\right) & -J_{0}\left(T_{2} R_{\mathrm{i}, 2}\right) & -Y_{0}\left(T_{2} R_{\mathrm{i}, 2}\right) & 0 & 0 \\
0 & \tau K_{0}^{\prime}\left(\tau R_{\mathrm{i}, 2}\right) & \tau I_{0}^{\prime}\left(\tau R_{\mathrm{i}, 2}\right) & -T_{2} J_{0}^{\prime}\left(T_{2} R_{\mathrm{i}, 2}\right) & -T_{2} Y_{0}^{\prime}\left(T_{2} R_{\mathrm{i}, 2}\right) & 0 & 0 \\
0 & 0 & 0 & J_{0}\left(T_{2} R_{\mathrm{o}, 2}\right) & Y_{0}\left(T_{2} R_{\mathrm{o}, 2}\right) & -K_{0}\left(\tau R_{\mathrm{o}, 2}\right) & -I_{0}\left(\tau R_{\mathrm{o}, 2}\right) \\
0 & 0 & 0 & T_{2} J_{0}^{\prime}\left(T_{2} R_{\mathrm{o}, 2}\right) & T_{2} Y_{0}^{\prime}\left(T_{2} R_{\mathrm{o}, 2}\right) & -\tau K_{0}^{\prime}\left(\tau R_{\mathrm{o}, 2}\right) & -\tau I_{0}^{\prime}\left(\tau R_{\mathrm{o}, 2}\right) \\
0 & 0 & 0 & 0 & 0 & K_{0}\left(\tau R_{\mathrm{t}}\right) & I_{0}\left(\tau R_{\mathrm{t}}\right)
\end{array}\right] .(11,25)
$$

A solution exists when one finds $k$ such that $\operatorname{det}(\underline{\mathbf{M}})=0$. The matrix $\underline{\mathbf{M}}$ is badly scaled when using the imaginary part of the wavenumber $k$, where Bessel's functions will be extremely large or small. Therefore, it will be beyond the precision of the numerical methods used to solve such a nonlinear system. To overcome this issue, we follow the same procedure as [114], which reduces the number of equations describing the boundary conditions until only one remain. As explained in Appendix B, we reduce the seven equations that describe the system of two streams numerically since it would be difficult to do so analytically.

### 11.4 Illustrative Examples

As an illustrative example, we consider an electron beam consisting of two streams that have equivalent kinetic dc voltages of $V_{0,1}=7 \mathrm{kV}$ and $V_{0,2}=6 \mathrm{kV}$, corresponding to average electron speeds of $u_{0,1}=0.164 c$ and $u_{0,2}=0.152 c$, respectively, from the relativistic relation
$V_{0}=c^{2} / \eta\left(\sqrt{1-\left(u_{0} / c\right)^{2}}-1\right)$. Stream 1 is circular in cross section and has an outer radius $R_{1}=0.1 \mathrm{~mm}$ and stream 2 is annular in cross section, with inner and outer radii $R_{\mathrm{i}, 2}=1 \mathrm{~mm}$ and $R_{\mathrm{o}, 2}=1.1 \mathrm{~mm}$, respectively. The metallic tunnel is made of a PEC and has an inner radius $R_{t}=2 \mathrm{~mm}$, as illustrated in Fig. 11.1.

We show in Fig. 11.2a the characteristic equation (defined in Appendix B) in log scale when the real and imaginary parts of $k$ are swept at a fixed frequency of $f=5 \mathrm{GHz}$, and the dc currents of stream 1 and stream 2 are $I_{0,1}=A_{1} \rho_{0,1} u_{0,1}=50 \mathrm{~mA}$ and $I_{0,2}=$ $A_{2} \rho_{0,2} u_{0,2}=50 \mathrm{~mA}$, respectively, corresponding to dc charge densities of $\rho_{0,1}=0.0325 \mathrm{C} / \mathrm{m}^{3}$ and $\rho_{0,2}=0.00166 \mathrm{C} / \mathrm{m}^{3}$ for streams 1 and 2 , respectively. The roots of the characteristic equation correspond to locations in Fig. 11.2a where the characteristic equation tends to zero (shown by dark blue). We label the four modes in Fig. 11.2a that correspond to the dominant modes of the system, where the potential function $f_{\phi}(r)$ appears continuous with radius. Modes in Fig. 11.2a that are not labeled have potential functions with abrupt transitions in the $r$ coordinate. The mode profiles for the four dominant modes labeled in Fig. 11.2a are shown in Fig. 11.2b, Fig. 11.2c, Fig. 11.2d and Fig. 11.2e.

In Fig. 11.3, we obtain the four modes of the two-stream system when the dc current of stream 2 is swept, the dc current of stream 1 is held constant at $I_{0,1}=50 \mathrm{~mA}$, the frequency is fixed at $f=5 \mathrm{GHz}$, and the equivalent kinetic voltages are held constant at $V_{0,1}=7 \mathrm{kV}$ and $V_{0,2}=6 \mathrm{kV}$. This study is used to verify the validity of the method we use to find the modes. When the dc current of stream 2 approaches zero, this is equivalent to a case where stream 1 only exists in the tunnel. Therefore, one sees two conventional plasma modes with wavenumber described as $k=\beta_{0,1} \pm \beta_{q, 1}$, where $\beta_{q, 1}=R_{s c} \omega_{p, 1} / u_{0,1}$, and $R_{s c}$ is the plasma frequency reduction factor, calculated using the method shown in [173]. Moreover, stream 2 would have a vanishing plasma frequency $\omega_{p, 2} \rightarrow 0$ and two identical


Figure 11.2: (a) Characteristic equation versus complex wavenumber $k$. The labeled points where CE $\rightarrow 0$ represents solution of the system. (b)-(e) Normalized potential profiles corresponding to the modes labeled in (a). The radial distribution of the potential function confirms the validity of the solution because one can observe the continuity of the potential function and its derivative at the edges of the electron streams and the vanishing potential at the tunnel walls. The shaded regions in (b)-(e) represent the radial locations ofstream 1 and stream 2.


Figure 11.3: Modal dispersion diagram showing space charge wavenumber as a function of stream 2 current
wavenumbers with $k=\beta_{0,2}$. Figure 11.3 shows that there exist two transition points close to $I_{0,2}=2.5 \mathrm{~mA}$ and $I_{0,2}=60 \mathrm{~mA}$, between which, growing space-charge waves can occur due to two-stream instability, which happens when there is a sufficient velocity difference between electron streams and sufficient stream currents, as predicted in [213, 200] using an abstract theoretical model.

To understand the conditions resulting in this instability, we have swept both dc currents of stream 1 and stream 2 at a fixed frequency of 5 GHz and fixed equivalent kinetic voltages of $V_{0,1}=7 \mathrm{kV}$ and $V_{0,2}=6 \mathrm{kV}$, and we monitored the imaginary part of the growing mode to observe the parameter space where instability occurs. We show in Fig. 11.4 the absolute value of the imaginary part of wavenumber for the mode that exhibits a growing instability. Note that the boundary between the region where the wavenumber has zero imaginary part and the region where the imaginary component is non-zero is a transition point, or exceptional point of degeneracy, as labeled in Fig. 11.4 (white dashed lines). Figure 11.4 indicates that the amplification occurs only for certain combinations of stream 1 and stream 2 currents for a given freqeuncy and beam parameters.

We repeat the previous study when both dc voltages of stream 1 and stream 2 are swept at a fixed frequency of 5 GHz and the beam currents are held constant at $I_{0,1}=50 \mathrm{~mA}$ and $I_{0,2}=$


Figure 11.4: Contour showing transition boundaries (labeled EPD1 and EPD2), where the imaginary part of the space-charge wavenumber becomes nonzero and two-stream instability occurs for different combinations of stream dc currents.

50 mA . We show in Fig. 11.5 the absolute value of the imaginary part of the wavenumber for the mode that exhibits a growing instability. Note that instability occurs when either stream 1 has a higher dc voltage stream 2 or vice versa. For the studied range of stream 1 and stream 2 dc voltages in Fig. 11.5, one finds that instability occurs when the difference between the equivalent kinetic dc voltages of the two streams is $1 \mathrm{kV}<\left|V_{0,1}-V_{0,2}\right|<1.5 \mathrm{kV}$.

We show the modal dispersion relation for the two-stream system in Fig. 11.6a when the operating frequency is swept while the beam currents are held constant at $I_{0,1}=50 \mathrm{~mA}$ and $I_{0,2}=50 \mathrm{~mA}$ and the equivalent stream voltages are held constant at $V_{0,1}=7 \mathrm{kV}$ and $V_{0,2}=6 \mathrm{kV}$. The figure shows that the amplification resulting from the two-stream instability occurs from dc up to threshold frequency which is 15 GHz for this case (note that the cutoff frequency of a circular waveguide of radius $R_{t}=2 \mathrm{~mm}$ is approximately 44 GHz ). For the case of a two-stream instability amplifier, it is potentially beneficial to have a growing instability up to a threshold frequency that is below the cutoff frequency of a circular waveguide, since the device will be less susceptible to regenerative oscillations or backward-wave oscillations, as explained in [216].

Finally, we study the effect of the coupling of the two streams on the dispersion of the modes.


Figure 11.5: Contour showing transition boundaries where the imaginary part of the spacecharge wavenumber becomes nonzero and two-stream instability occurs for different combinations of stream dc voltages. White dashed lines indicate transition boundaries where the imaginary part of the space charge wavenumber becomes nonzero and two-stream instability occurs.

The coupling is controlled in this example by sweeping the inner radius of stream 2 while keeping the $R_{o, 2}-R_{i, 2}=0.1 \mathrm{~mm}$ and $R_{1}=0.1 \mathrm{~mm}$. We show the dispersion relation for the two streams' four modes in Fig. 11.6b when the operating frequency is 5 GHz , the currents of the streams are $I_{0,1}=50 \mathrm{~mA}$ and $I_{0,1}=50 \mathrm{~mA}$ and the equivalent kinetic voltages of the streams are $V_{0,1}=7 \mathrm{kV}$ and $V_{0,2}=6 \mathrm{kV}$.

### 11.5 Conclusion

We have analytically studied the space-charge waves that are supported by electron beam with two streams. We have found the dispersion characteristics and distributions for potential function associated with the modes. The results showed that the electron beam with two streams can exhibit instability where it supports modes that are growing resulting in amplification. We also found that instability occurs only for specific combinations of the


Figure 11.6: (a) Modal dispersion relation showing complex space charge wavenumber as a function of frequency. (b) Modal dispersion relation showing space charge wavenumber as a function of the inner radius of stream 2. The shaded region S1 indicates the radii where stream 1 exists.
streams dc current and dc equivalent kinetic voltages. Moreover, the amplification resulting form instability increases when the two streams are closer to each other. The finding in this work can be potentially used to make amplifiers based two stream instability or to develop TWTs that use double stream electron beam.
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## Appendix A

## General Solution of the Scalar

## Electric Potential Function

## A. 1 Region with Moving Electrons (Stream Region)

Here, we provide the basic steps to find the general solution that satisfies the differential equation for the electron beam and the electromagnetic dynamics. For the studied region, the electrons are assumed to be traveling only in the axial direction with uniform dc velocity $u_{0}$ and uniform dc charge density $\rho_{0}$ that are radially independent due to a strong external axial magnetic field which confines the beam. We assume that the electron beam and the electromagnetic dynamics follow a wave function that involves modulation in the beam axial speed and charge density in cylindrical coordinates as

$$
\begin{equation*}
u(r, z, t)=u_{0}+\Re\left(u_{\mathrm{m}}(r) e^{j \omega t-j k z}\right), \tag{A.1}
\end{equation*}
$$

$$
\begin{equation*}
\rho(r, z, t)=\rho_{0}+\Re\left(\rho_{\mathrm{m}}(r) e^{j \omega t-j k z}\right), \tag{A.2}
\end{equation*}
$$

$$
\begin{equation*}
\phi(r, z, t)=\Re\left(f_{\phi}(r) e^{j \omega t-j k z}\right), \tag{A.3}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{A}(r, z, t)=\Re\left(f_{A}(r) e^{j \omega t-j k z}\right) \mathbf{a}_{z} \tag{A.4}
\end{equation*}
$$

Starting from the divergence relation of the magnetic vector potential $\nabla \cdot \mathbf{A}=-\mu \varepsilon d \phi / d t$, one finds that

$$
\begin{equation*}
f_{A}(r)=\frac{\omega \mu \varepsilon}{k} f_{\phi}(r) \tag{A.5}
\end{equation*}
$$

The axial electric field component is found using the relation $\mathbf{E}=-\nabla \phi-d \mathbf{A} / d t$, which yields that

$$
\begin{equation*}
E_{z}=-\frac{d \phi}{d z}-\frac{d\left(\mathbf{A} \cdot \mathbf{a}_{z}\right)}{d t}=\Re\left(\left(j k f_{\phi}(r)-j \omega f_{A}(r)\right) e^{j \omega t-j k z}\right), \tag{A.6}
\end{equation*}
$$

We use the relation in Eq. (A.5) to simplify Eq. (A.6) as

$$
\begin{equation*}
E_{z}=\Re\left(\left(j \frac{k^{2}-j \omega^{2} \mu \varepsilon}{k}\right) f_{\phi}(r) e^{j \omega t-j k z}\right) \tag{A.7}
\end{equation*}
$$

The second law of Newton that describes the equation of motion for electrons is written as $m d \mathbf{u} / d t=-e \mathbf{E}$. The total derivative of the velocity of the electrons is expressed in the phasor domain as

$$
\begin{equation*}
\frac{d u}{d t}=\frac{\partial u}{\partial t}+u_{0} \frac{\partial u}{\partial z}=\Re\left(\left(j \omega-j k u_{0}\right) u_{\mathrm{m}}(r) e^{j \omega t-j k z}\right) \tag{A.8}
\end{equation*}
$$

By enforcing the second law of Newton, we find the relation between the velocity and electric potential functions as

$$
\begin{equation*}
u_{\mathrm{m}}(r)=\frac{\eta}{u_{0}} \frac{k_{0}^{2}-k^{2}}{k\left(k-\beta_{0}\right)} f_{\phi}(r), \tag{A.9}
\end{equation*}
$$

where $k_{0}=\omega \sqrt{\mu_{0} \epsilon_{0}}$ is the free space wavenumber and $\beta_{0}=\omega / u_{0}$. Moreover, we consider the continuity equation or conservation of charge,

$$
\begin{equation*}
\frac{\partial(\rho u)}{\partial z}=-\frac{\partial \rho}{\partial t} \tag{A.10}
\end{equation*}
$$

which is then simplified to

$$
\begin{equation*}
\rho_{\mathrm{m}}(r)=\frac{k \rho_{0}}{u_{0}\left(\beta_{0}-k\right)} u_{\mathrm{m}}(r) \tag{A.11}
\end{equation*}
$$

Using Eqs. (A.9) and (A.11), one finds the relation between the charge and the potential functions as

$$
\begin{equation*}
\rho_{\mathrm{m}}(r)=-\frac{\eta \rho_{0}}{u_{0}^{2}} \frac{k_{0}^{2}-k^{2}}{\left(k-\beta_{0}\right)^{2}} f_{\phi}(r) \tag{A.12}
\end{equation*}
$$

Finally, the Poisson's equation that governs the scalar electric potential $\left(\nabla^{2}+k_{0}^{2}\right) \phi=-\rho / \varepsilon$ is simplified to

$$
\begin{equation*}
\frac{d^{2} f_{\phi}(r)}{d r^{2}}+\frac{1}{r} \frac{d f_{\phi}(r)}{d r}+\gamma^{2} f_{\phi}(r)=0 \tag{A.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma^{2}=\left(k_{0}^{2}-k^{2}\right)\left(1-\frac{\eta \rho_{0}}{\varepsilon u_{0}^{2}} \frac{1}{\left(k-\beta_{0}\right)^{2}}\right) . \tag{A.14}
\end{equation*}
$$

We consider the case where the studied region has moving electrons as generally studied above. The expression in Eq. (A.14) is rewritten as

$$
\begin{equation*}
\gamma^{2}=T^{2}=\left(k^{2}-k_{0}^{2}\right)\left(\frac{\beta_{\mathrm{p}}^{2}-\left(k-\beta_{0}\right)^{2}}{\left(k-\beta_{0}\right)^{2}}\right) . \tag{A.15}
\end{equation*}
$$

where $\beta_{p}=\omega_{p} / u_{0}$, and $\omega_{p}=\sqrt{\eta \rho_{0} / \varepsilon_{0}}$ is the plasma frequency. The term $\left(k^{2}-k_{0}^{2}\right)$ is written as $\omega^{2}\left(1 / v^{2}-1 / c^{2}\right)$ and therefore it is positive because the charge waves velocity $v$ should be comparable to the speed of the electrons which can not exceed the speed of light. The term $\beta_{\mathrm{p}}^{2}-\left(k-\beta_{0}\right)^{2}$ is also positive assuming that charge wave has wavenumber that is expressed in terms of a plasma frequency reduction factor less than 1 , i.e., $k=\beta_{0}+R_{s c} \beta_{p}$, where $R_{s c}<1$, which yields $\beta_{\mathrm{p}}^{2}-\left(k-\beta_{0}\right)^{2}=\beta_{\mathrm{p}}^{2}\left(1-R_{s c}^{2}\right)$. Therefore, The real part of the expression in Eq. (A.15) is positive assuming that $k>k_{0}$ and $\left|k-\beta_{0}\right|<\beta_{\mathrm{p}}$. Therefore, the general solution of the differential equation in Eq. (A.13) is written in term of Bessel's functions as

$$
\begin{equation*}
f_{\phi}(r)=a_{1} J_{0}(T r)+a_{2} Y_{0}(T r), \tag{A.16}
\end{equation*}
$$

where $a_{1}$ and $a_{2}$ are arbitrary constants, $J_{0}$ is Bessel function of the first kind and order zero and $Y_{0}$ is the Bessel function of the second kind (Neumann's function) of order zero.

## A. 2 Empty Region (Vacuum)

Here, we consider the case where the studied region is empty, i.e., it does not involve charges. We assume that the scalar electric potential follows a wave function as

$$
\begin{equation*}
\phi(r, z, t)=\Re\left(f_{\phi}(r) e^{j \omega t-j k z}\right) . \tag{A.17}
\end{equation*}
$$

The Poisson's equation that governs the scalar electric potential is $\left(\nabla^{2}+k_{0}^{2}\right) \phi=0$ and it is expanded as

$$
\begin{equation*}
\frac{d^{2} f_{\phi}(r)}{d r^{2}}+\frac{1}{r} \frac{d f_{\phi}(r)}{d r}-\tau^{2} f_{\phi}(r)=0 \tag{A.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau^{2}=k^{2}-k_{0}^{2} . \tag{A.19}
\end{equation*}
$$

The real part of the expression in Eq. (A.19) is positive because the term $\left(k^{2}-k_{0}^{2}\right)$ is expressed as $\omega^{2}\left(1 / v^{2}-1 / c^{2}\right)$ which is positive because the charge waves velocity $v$ should be comparable to the speed of the electrons which cannot exceed the speed of light.

For this case, the general solution of the differential equation in Eq. (A.13) is the modified Bessel function and it is written in the form of

$$
\begin{equation*}
f_{\phi}(r)=b_{1} I_{0}(\tau r)+b_{2} K_{0}(\tau r) \tag{A.20}
\end{equation*}
$$

where $b_{1}$ and $b_{2}$ are arbitrary constants, $I_{0}$ is the modified Bessel function of the first kind and order zero, and $K_{0}$ is the modified Bessel function of the second kind and order zero.

## Appendix B

## Characteristic Equation Definition and Mode Profile

Here we show the steps we used to find solutions to the system of equations in $\underline{\mathbf{M c}}=\mathbf{0}$, where $\mathbf{c}=\left[\begin{array}{lllllll}c_{1}, & c_{2} & c_{3} & c_{4} & c_{5}, & c_{6} & c_{7}\end{array}\right]^{\mathrm{T}}$ and the matrix $\underline{\mathbf{M}}$ is given in Eq. (11.25). Once we assume the stream parameters and the radii of the structure, the only unknowns we are left with are the 7 constants in $\mathbf{c}$ and the wavenumber $k$. First, we assume that the potential function is normalized such that $f_{\phi}(r=0)=1$, and therefore $c_{1}=1$.

Then, for a given wavenumber $k$, one finds the rest of the constants of the system by solving the last 6 equations described in $\underline{\mathbf{M c}}=\mathbf{0}$, which yields

Reaching this stage, we found the 7 constants in $\mathbf{c}$ which satisfy six out of the seven boundary
conditions. The next step is that we solve to find the last unknown $k$ that will satisfy the first boundary condition as

$$
\begin{equation*}
\mathrm{CE}=\left|J_{0}\left(T_{1} R_{1}\right)-c_{2} K_{0}\left(\tau R_{1}\right)-c_{3} I_{0}\left(\tau R_{1}\right)\right|=0 \tag{B.2}
\end{equation*}
$$

We find solutions of $k$ by looking for wavenumbers (complex) that guarantee that equation (B.2) is satisfied, which implicitly guarantees that the remaining equations are also satisfied, since $c_{2}$ and $c_{3}$ are found based on satisfying the rest of the boundary conditions.

The mode profile in Fig. 11.2a are found based the constants calculated from Eq. (B.1) with $c_{1}=1$ to have a normalized electric potential at the center of the beam as $f_{\phi}(r=0)=1$.

