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Understanding Risks of Privacy Theater with Differential
Privacy

MARY ANNE SMART, University of California San Diego, USA
DHRUYV SOOD, University of California San Diego, USA
KRISTEN VACCARO, University of California San Diego, USA

Differential privacy is one of the most popular technologies in the growing area of privacy-conscious data
analytics. But differential privacy, along with other privacy-enhancing technologies, may enable privacy
theater. In implementations of differential privacy, certain algorithm parameters control the tradeoff between
privacy protection for individuals and utility for the data collector; thus, data collectors who do not provide
transparency into these parameters may obscure the limited protection offered by their implementation.
Through large-scale online surveys, we investigate whether explanations of differential privacy that hide
important information about algorithm parameters persuade users to share more browser history data.
Surprisingly, we find that the explanations have little effect on individuals’ willingness to share data. In fact,
most people make up their minds about whether to share before they even learn about the privacy protection.

CCS Concepts: « Human-centered computing — Human computer interaction (HCI); User studies; «
Security and privacy — Human and societal aspects of security and privacy; Usability in security
and privacy.
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1 INTRODUCTION

In recent years, the HCI community has devoted increasing attention toward the issues of mass
data collection and surveillance capitalism [29, 83, 88]. The role of privacy-enhancing technologies
(PETs) within this landscape is complicated. On the one hand, PETs can offer protection from and
resistance against harmful data collection practices [10]. On the other hand, some PETs may actually
normalize surveillance, increase the power of data collectors, de-politicize surveillance issues by
reframing them as technological puzzles, or otherwise distort political discourse around surveillance
issues [33, 68, 77, 88]. In addition, these PETs may encourage privacy theater, where they provide
the "feeling of improved privacy while doing little or nothing to actually improve privacy" [46]. We
investigate this possibility using one popular PET: differential privacy.

Differential privacy has become one of the most widely used tools for privacy-conscious data
analytics, with deployments across industry and government agencies (e.g., Google [22], Apple [6],
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US Census Bureau [1]). Differential privacy allows these organizations to collect data while pro-
tecting privacy by adding small amounts of statistical noise to the data that people share [19].
Importantly, the privacy protection provided by differential privacy is highly dependent on the
setting of certain algorithm parameters, which control how much noise is added. However, there is
an inherent tradeoff between the noise added (privacy protection provided) and the utility of the
data for the organization. As a result, there is a risk that companies may misrepresent the actual
privacy benefits afforded by differential privacy to persuade users to share more information. By
understanding how users respond to different kinds of explanations of differential privacy, we
can better understand whether users are likely to be harmed by explanations that obscure these
tradeoffs.

Recent work has begun to probe users’ understanding of differential privacy. For example,
recent work studied how different explanations of differential privacy influenced users’ (planned)
willingness to share their data [87]. These explanations did not describe the role of algorithm
parameters to users, because the authors argued that users would struggle to understand how
parameter settings would affect their privacy. A different study of differential privacy, however,
provided transparency into the amount of noise added to participants’ data. This transparency
increased participants’ comfort, understanding, and trust in the security of the differentially private
mechanism [11]. In this work, we expand on these efforts, developing explanations of differential
privacy that convey information about algorithm parameters and investigating whether incomplete
explanations of differential privacy may mislead users.

Through multiple large-scale, online surveys, we study how different explanations of differential
privacy influence participants’ understanding and behavior when asked to share their browser
history data. Drawing and expanding on prior work, the first experiment aims to generate a "best
possible" explanation for differential privacy, varying 1) whether the explanation is text-only or
includes a visual component, and 2) whether the explanation focuses on the process or outcome of
the differentially private mechanism. The second experiment tests for potential privacy theater,
pitting the best-performing explanation against standard industry explanations, and observing
whether industry explanations obscure risks of poor privacy settings. Unlike prior work [87], we
do not assume that more willingness-to-share is always preferable. Instead, we hypothesize that
good explanations will decrease willingness-to-share when privacy protection is poor.

Our results reveal a number of surprising findings. First, we find that participants are overconfi-
dent in their understanding; although they feel that they have understood the explanations well,
they perform poorly on comprehension questions. In particular, a surprisingly large number of
participants do not understand that differential privacy offers protection from a wide range of
adversaries—not just from hackers. This suggests that participants find the nature of the protection
offered by differential privacy to be counterintuitive. The second surprising finding is that the
explanations of differential privacy have little effect on individuals’ willingness to share browser
history data. Only a small fraction of participants—less than 25%—actually change their minds
after reading about the privacy protection; most participants have already decided whether or
not to share their data. Our qualitative results help explain the reasons for this behavior. Many
participants list other reasons that drive their decision making around disclosing browser data,
such as trust (or distrust) in the research team. Many participants simply feel that since they have
"nothing to hide," they may as well share their information. For these participants, promises of
privacy protection are largely irrelevant.

2 RELATED WORK

Attempts to develop good explanations of differential privacy face a key challenge: it is difficult
to explain how specific algorithm parameters affect privacy risk. In fact, understanding how to
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best set the privacy parameter remains a challenge even for experts [1, 41]. This section begins
with some necessary background about differential privacy. It continues with an overview of the
relevant prior work on privacy-related communication.

2.1 Differential Privacy

Differential privacy has received a great deal of attention in academia, industry, and government,
for its potential to empower data analytics with provable privacy guarantees. The goal of differential
privacy is to allow data analysts to learn from aggregate statistics while limiting the leakage of
information that is specific to any individual. Differentially private mechanisms add noise to data
to accomplish this. However, as more noise is added, the data becomes less useful for analysis.

2.1.1 Formal Definition. Two common variants exist: central differential privacy and local differ-
ential privacy (LDP). In the central model, a central agent is responsible for storing the raw data
and adding noise. In the local model, individuals add noise to their own data before sending it to
the data collector. Thus, the local model offers stronger privacy protection, since it does not require
trust in a central agent. Local differential privacy will be our focus in this paper.

The formal definition of local differential privacy reveals the importance of a parameter for how
much privacy protection is provided. It states [19] that a randomized algorithm A is e-LDP if and
only if for any inputs u, v and any outputs y € Range(A):

n(P(A(u) = y)) -,
P(A(0) =y)

Since this definition requires the inequality to hold for all values of u, v, and y, it offers a kind of
worst-case guarantee; replacing input u with any other input v will not change the probability
distribution over algorithm outputs much, provided that the privacy parameter ¢ is small. In effect,
when ¢ is small, anyone looking at an individual datapoint will be uncertain about its true value.
Note that this privacy parameter®, which we discuss in more detail below, is an essential factor in
determining just how much privacy is offered.

2.1.2  Tradeoffs. To illustrate the tradeoff the privacy parameter makes between privacy and utility,
we describe a popular survey technique that satisfies LDP?: the randomized response technique.
Suppose a researcher wants to estimate the proportion of students at a particular school who use
illegal drugs [32]. Since "Have you ever used illegal drugs?" is a sensitive question that many students
may be reluctant to answer, the researcher gives students the following instructions. Privately flip
a coin. If the coin toss is heads, write down your true answer. Otherwise, flip the coin again. If the
second coin toss is heads, answer yes; if tails, answer no. This procedure offers a form of privacy to
students; someone who saw a student’s response would not know whether it was the true response
or not. In fact, this mechanism is In(3)-LDP [22]. Nevertheless, these answers allow an estimate of
the proportion of students that use illegal drugs. If out of n students surveyed, y respond yes, then
we can estimate that the true proportion of students who use illegal drugs is about 2(% - i .

The privacy parameter ¢ controls the tradeoff between privacy and utility. Suppose that instead
of flipping a coin, students roll a six-sided die. The student is instructed to report their true answer
unless they roll a 1, in which case they flip a coin and report yes for heads and no for tails. This
provides a more accurate estimate of how many students use illegal drugs, however, it reduces
the privacy offered to students. Someone who sees a student’s response to the question has more
reason to believe that the response is true. This mechanism no longer satisfies In(3)-LDP, but it

IThe privacy parameter ¢ is often referred to as the privacy budget. In other variants of differential privacy, there may be
multiple privacy parameters, but in our setting, we can unambiguously refer to the privacy budget as the privacy parameter.
2Though RRT was invented before the formalization of differential privacy [85]
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does satisfy In(11)-LDP. This example illustrates how increasing the privacy parameter € increases
the usefulness of the data for analysis, but weakens the privacy guarantee.

2.1.3 Industry Deployments. This privacy parameter setting has become an area of contention
for industry deployments. One early use of LDP was Google’s deployment of RAPPOR (which
builds upon randomized response [22]), to collect information about certain Chrome users’ browser
settings. Apple followed suit, deploying its own versions of LDP to collect data for a variety of
applications including discovery of new words, discovery of popular emojis, and analysis of memory
usage in the Safari browser [6]. But Apple faced criticism for its initial decision not to publish the
privacy parameter . When researchers reverse-engineered Apple’s implementation of LDP on
MacOS 10.2, they found the privacy loss to be "significantly higher than what is commonly considered
reasonable in academic literature" [76]. In fact, this lack of transparency has been recognized as
such a significant issue that one of the inventors of differential privacy called for the creation
of an "Epsilon Registry," for firms to report implementation details such as the choice of privacy
parameter ¢. The underlying concern is that "when ¢ is large it can [...] allow for a form of privacy
theatre" while offering little privacy protection [20].

2.2 Communicating Privacy

Researchers have extensively studied the questions of how privacy-related communication affects
user behavior [2, 75] and how to communicate privacy risks effectively [8, 21, 25, 30, 31, 44, 45].
Previous studies have pointed out the shortcomings of traditional privacy policies [59, 80]. In
theory, privacy policies could help people make informed decisions about their privacy. In practice,
however, this is rarely the case [55]. In fact, privacy policies can actually be misleading. For example,
people sometimes incorrectly interpret the mere presence of a privacy policy as an assurance that
the website does not share users’ data with third-parties [78]. Similar to this prior work, we are
concerned that ineffective communication could give users a false sense of security.

Recently, these efforts have extended to how to communicate with users about differential
privacy [11, 43, 87]. The study most closely related to ours is that of Xiong et al., which examines
how different explanations of differential privacy shape users’ willingness to share their data [87].
However, this work evaluates the quality of explanations in terms of users’ resulting willingness
to share. They state, for example, that "when definitions of DP and LDP were communicated . . .
participants increased their data disclosure for high-sensitive information, suggesting a positive effect
of communicating differential privacy to laypeople! In this work, we explore the potential risks
involved in this framing and investigate whether misleading explanations can lead to increased
data sharing when little actual privacy protection is provided.

Several previous studies have investigated factors that can shift users’ willingness to share their
data in different contexts. For example, iPhone users who are asked to grant certain permissions to
an app are more likely to grant the permissions when the app provides an explanation of why the
requested permissions are necessary [75]. A more nefarious example can be found in the study of
phishing. Phishing emails seek to trick individuals into disclosing valuable information, such as
banking credentials. Phishing emails that are information-rich tend to be more successful [27]. In
this work, we seek to understand the malleability of participants’ existing data sharing preferences
and to what extent participants’ behavior can be shaped by explanations of differential privacy.

3 EXPERIMENTAL DESIGN

Differential privacy is an approach for providing privacy by adding noise to the data users provide,
resulting in a tradeoff between privacy protection (which increases as noise is added) and the
usefulness of the data (which decreases as noise is added). This study develops explanations of
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Table 1. Example Table Table 2. Settings of Privacy Parameter
# Website Visited? Flip Probability ¢
1  example.com YES 1% 920
2 example.org NO 25% 220
49% 9

200 examplenet YES

differential privacy that make the necessary trade-offs between privacy and utility explicit. The
first experiment identifies the explanation that is most effective at communicating this information
to users. This experiment tests four explanations’ effectiveness at improving users’ perceived and
actual understanding of differential privacy. The second experiment measures how well explanations
can convey the risks of poor settings of algorithm parameters and whether better understanding
can induce more appropriate behavior (specifically, lower willingness to share data).

3.1 Internet Browsing Histories

The setting used for these experiments was collecting internet browsing history data. Prior experi-
ments on explaining differential privacy have assessed hypothetical willingness to share data [87].
Unlike this prior work, our experiment seeks to have participants actually decide whether or not to
share their private data. Browsing history data is an appropriate choice since many people consider
browsing history data sensitive [65, 70]. Furthermore, many large-scale industry deployments of
differential privacy have involved the collection of browser-related data [6, 22]. It is also plausible
that the experiment could access participants’ actual data since the experiment is conducted through
an online survey.

Participants were told that we were interested in collecting internet browsing histories, focused
on a list of 200 websites of interest. Using participants’ browsers, an automated script would collect
all websites visited over the past 12 months. From this list, we could construct a table showing which
of the 200 websites had been visited (Table 1). To satisfy differential privacy, the data collection
would randomly change some answers. Participants were told that only this modified data would
be shared with the researchers; the original data would never leave the participants’ browser. The
explanation provided to participants is included in Table 3.

The percentage of changed answers is directly related to the privacy parameter ¢ (Table 2). By
varying the percentage of answers that are changed, we vary the privacy parameter. As a result,
the privacy parameter can be changed as an experimental condition.

While participants were told that they were deciding whether to share data, no browsing data was
actually collected. Participants were debriefed on this deception at the end of the experiment. We
did not deceive participants about our identity as researchers. Participants were explicitly informed
that any data they shared would be shared with an academic research team. Our Institutional
Review Board determined that the protocol was exempt from full IRB review.

3.2 Experiment 1: Developing Good Explanations of Differential Privacy

The first experiment evaluated which explanations of differential privacy would be easy for partic-
ipants to understand. Prior work found that explanations that covered the implications of local
differential privacy—rather than the definition or process of adding noise to data—improved partic-
ipants’ comprehension [87]. And work on descriptions of encryption found that result-oriented
descriptions led to greater feelings of security than process-oriented descriptions [16]. Nevertheless,
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explanations that fail to explain the underlying processes may confuse users, and other authors
have argued that "visibility of system behavior" is essential for encouraging good decision-making
around privacy and security [17]. To test which is most useful to increase understanding of differ-
ential privacy, we developed two explanation texts, one of which focuses on the outcome of the
privacy-preserving process and the other of which focuses on the process itself. This led to our first
hypothesis®:

H1  Process vs. Outcome: Explanations focused on outcomes will increase understanding more
than explanations focused on process.

Previous work has also found visual aids to be helpful in aiding understanding of differential
privacy [11] and in understanding other privacy-related issues [54, 82, 86]. Visualizations have
also played an important role in attempts to increase the explainability and interpretability of
machine learning models [50, 71]. However, other work has found that people with limited statistics
background often struggle to interpret visualizations related to probability distributions [38]. This
presents a challenge, since it is important that our explanations convey information about the
randomness inherent to differential privacy. These findings from previous work led to our second
hypothesis:

H2  Visual explanations: Explanations providing a visual component will improve understanding
compared to a text-only version of the explanation.

3.2.1 Experimental Conditions. To test these hypotheses, we use a 22 factorial design. The two
factors are content and medium. Each has two levels; the content provides process- and outcome-
focused content, and the medium provides either a text-only or text+visual explanation.

The four explanations are roughly matched for length (160-163 words) and reading level (6-8
on the Flesch-Kincaid grade level scale [47]). All also convey the same key information: 1) the
kind of changes that would be made to protect privacy, i.e., that the record of whether particular
websites had been visited would be changed, and that these changes would be made at random,
2) information related to the privacy parameter, i.e., how many changes would be made, and 3)
the fact that the researchers would only see the altered data, and that as a result the researchers
would be uncertain about which websites were actually visited. Four pilot testers—including one
differential privacy expert—were recruited to evaluate the explanations on the basis of correctness,
interpretability, and clarity. Discussions with these pilot testers revealed a desire to understand
how the collected data could be used after undergoing the randomized privacy-preserving process;
a final sentence clarifies this. Table 3 provides the explanations.

One challenge in developing visual explanations of differential privacy is how to convey the
randomness inherent to all differentially private mechanisms. Our visualizations belong to the
broader class of hypothetical outcome plots, which use animation to simulate the outcomes of
multiple random draws [60]. The visual components, which take the form of animated GIFs, can be
found in the supplementary materials.

3.3 Experiment 2: Measuring Privacy Theater

The second experiment examines how different explanations influence participant behavior—
particularly willingness to share data. Of particular concern is how users decide whether to share
data when presented with explanations that provide little to no transparency into the setting of

3 All four hypotheses were preregistered with the Open Science Framework.
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Table 3. Explanations for Experiment 1

Process

Outcome

We will collect information about your internet browsing history using a method designed
to protect privacy. The method provides local differential privacy. We have a list of 200
websites that interest us. First, the method will look at your browsing history from the past
year. It will ignore any websites that are not on our list of interest. Then it will make a table.
The table will show which of the 200 websites you visited. The table would look something

like this: (see Table 1).

The method will randomly select some rows
in the table to change. Each row has a 49%
chance of being selected to change. For these
rows, the method will change the YES answers
to NO and the NO answers to YES. We will
not know which rows were selected. These
changes will happen before you send us your
information.

The method will have changed your infor-
mation before you send it. For most people,
about 98 of the 200 YES or NO answers will
have changed. The changes will be different
for each person. We will never have access
to the original table. We also will not know
what parts of your browsing history were
changed.

342:7

Differential privacy changes each individual’s information. But since we collect information
from many people, we can still see overall patterns that interest us.

the privacy parameter. We refer to these explanations that omit any discussion of the privacy
parameter and its implications as low-transparency explanations; similarly, we refer to explanations
that do discuss the implications of the privacy parameter as high-transparency explanations. If
users are more willing to share data when given a low-transparency explanation than when given
a high-transparency explanation, then data collectors may be incentivized to use low-transparency
explanations. Furthermore, data collectors may be tempted to set inappropriately large values for
the privacy parameter and thus abuse differential privacy as privacy theater.

Prior work suggests that explaining differential privacy’s protections can make people more
willing to share sensitive data [28, 87]. Highlighting the particular benefits of local differential
privacy has also been found to increase willingness to share [87]. So when the privacy protection
offered is strong— i.e., the privacy parameter is small—highlighting this fact will likely increase
willingness to share. We hypothesize that in the strong privacy setting (i.e. small ¢), participants
would be more willing to share their data when presented with a more transparent explanation
that better highlights the strength of the privacy guarantee.

H3  Strong Privacy Setting: When the privacy protection is strong, users provided with a high-
transparency explanation will be more willing to share data than those provided with a

low-transparency explanation.

Prior work demonstrates that even explanations that omit any discussion of the privacy parameter
can increase participants’ willingness to share data [87]. In the weak privacy setting (i.e. large ¢),
an explanation of the privacy parameter might reveal the weakness of the privacy protection being
offered, such that the increased willingness to share observed in [87] would disappear. Indeed,
previous work on the randomized response technique (RRT)—the simplest variant of differential
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privacy—suggests that this is likely to happen, since it has been shown that participants’ trust,
comfort, and level of perceived protection fall as the privacy parameter increases [11, 72]. We
hypothesize that in the weak privacy setting (i.e. large ¢), participants would be less likely to share
their information when given more transparent explanations.

H4  Weak Privacy Setting: When the privacy protection is poor, users provided with a low-
transparency explanation will be more willing to share data than those provided with a
high-transparency explanation.

3.3.1 Experimental Conditions. To test these hypotheses, we use a 3% factorial design. The two
factors are transparency and privacy parameter setting. Each has three levels; the privacy parameter
setting levels provide high, medium, and low privacy protection, and the explanations provide high,
medium, and low transparency into the privacy parameter.

The first factor is the privacy parameter setting. We have a low privacy setting (¢ = 920), a
medium privacy setting (¢ = 220), and a high privacy setting (¢ = 9). In general, the low privacy
setting changes very few of users’ true responses, while the high privacy setting changes many of
the true responses. Therefore, as the level of privacy increases, the data becomes less useful for the
data collector. Table 2 indicates exactly how these ¢ values translate into privacy protection.

The value of the privacy parameter in the high privacy setting is quite close to what has been
used for certain industry deployments [6]. Nevertheless, future work could consider even smaller
values, such as € < 1, for even stronger privacy guarantees. The privacy offered in the low privacy

Table 4. Low, Medium, and High Transparency Explanations for Experiment 2. All explanations are for the
high privacy setting. The low transparency explanation conveys no information about the privacy parameter.

Low Differential privacy is a formal definition of privacy and is widely recognized
(Uber) | by industry experts as providing strong and robust privacy assurances for indi-
viduals. In short, differential privacy allows general statistical analysis without
revealing information about a particular individual in the data. Differential pri-
vacy provides an extra layer of protection against re-identification attacks as
well as attacks using auxiliary data.

Med Differential privacy transforms the information shared with us before it ever
(Apple) | leaves the user’s device such that we can never reproduce the true data. The
differential privacy technology used is rooted in the idea that statistical noise
that is slightly biased can mask a user’s individual data before it is shared with
us. If many people are submitting the same data, the noise that has been added
can average out over large numbers of data points, and we can see meaningful
information emerge. Our differential privacy implementation incorporates the
concept of a privacy budget (quantified by the parameter epsilon). We use a
privacy budget with epsilon of 9.

High | The method will have changed your information before you send it. For most
(Ours) | people, about 98 of the 200 YES or NO answers will have changed. The changes
will be different for each person. We will never have access to the original
table. We also will not know what parts of your browsing history were changed.
Differential privacy changes each individual’s information. But since we collect
information from many people, we can still see overall patterns that interest us.
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setting, however, is much worse than what would be considered reasonable in practice—in fact, even
the parameter value for the medium privacy setting offers relatively weak privacy guarantees [76].
This extreme value for the low privacy setting makes it clear that differential privacy in this case
offers only privacy theater rather than any meaningful privacy protection.

The second factor is transparency. The explanations provide high, medium, and low transparency
into the privacy parameter (Table 4). The high transparency explanation was the outcome-focused
explanation from Experiment 1, as it directly conveyed the implications of the privacy parameter for
this data. The medium and low transparency explanations are drawn from real industry explanations
of differential privacy. The low-transparency explanation is an excerpt from an Uber blog post*.
This explanation does not mention the privacy parameter. The medium transparency explanation
is one that provides information on the privacy parameter, but in a way that reveals little useful
information to users. This explanation is an adapted excerpt from a larger document in which
Apple explains its implementation of local differential privacy [6]. Interestingly, this document
gives the exact ¢ values for Apple’s implementations of differential privacy; however, the document
does not provide much context to help readers interpret the numbers. Both explanations were
found to be effective in persuading users to share sensitive information in prior work [87].

The explanations were roughly matched for word count (60-108 words). But rather than control-
ling for reading level or content, we left the industry language intact. Both use technical language
and jargon, which may be an intentional feature. Some scholars have noted that jargon-laden
privacy policies actively discourage users from engaging with the information they contain [18, 63];
it is possible that the use of jargon in explanations of differential privacy could play a similar
role. A text that leans heavily on technical jargon may give the sense that there exists "some sort
of crypto-magic to protect people from data misuse" without actually providing an explanation
that is accessible for the average user [68]. Similarly, the Uber explanation makes an appeal to
authority—referencing "industry experts"—which may be designed to exploit authority bias [42].

3.4 Measures

Both experiments used the same measures for dependent variables: perceived understanding, actual
understanding, and willingness to share. Similarly, both included measures for covariates including:
demographics, general privacy concerns, sensitivity and internet browser usage. The full survey
text is included in the supplementary materials.

3.4.1 Understanding. Drawing on prior work [87], we distinguish between a subjective component
of understanding (perceived understanding) and an objective component (actual understanding).

For perceived understanding, we measure how well participants felt that they understood an
explanation of differential privacy. We adapt three questions from [56] for measuring perceived
comprehension of a text and a fourth adapted from [26]. All four questions use 6-pt semantic scales.

For actual understanding, we measure how well participants actually understood an explanation
by asking them concrete questions about differential privacy. Two questions (#1 and #2 in Table 5)
are drawn from [87]. Two additional questions (#3 and #4 in Table 5) are related to the privacy
parameter, since our explanations were developed with the specific goal of conveying information
about the privacy parameter.

In the second survey, some participants only see low-transparency explanations that do not
convey the necessary information to answer these questions. Therefore, one of the answer options
was "I do not have enough information to answer this question." Prior work has shown that survey
takers gravitate toward these choices [49], rather than thinking carefully about whether the relevant

4Uber actually uses central differential privacy rather than local differential privacy, but the selected excerpt applies equally
well to either model.
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information is present [48]. To deal with this issue, in the second experiment, participants who
select the "not enough information" option were prompted to make their best guess; prior work
has found this strategy to be useful [84]. Participants who view low-transparency explanations get
the question correct if they select the "not enough information" option; their best guess does not
factor into their comprehension score. Participants who view high-transparency explanations get
the question correct if they select the correct answer on the first try or if they select "not enough
information” but subsequently select the correct answer when prompted to make their best guess.

After the launch of the first survey, it became clear that participants found our comprehension
questions relatively difficult, so three additional, easier questions were added for the second survey
(#5-7 in Table 5).

3.4.2  Willingness To Share. The survey asks participants whether they would be willing to share
their browsing history data before the privacy protection is described. This provides a baseline for
participants’ willingness to share and helps pinpoint the actual effect of the explanation of privacy
protection; we would not want to infer that a particular explanation has persuaded a participant
to share information when in fact this participant would have been perfectly happy to share the
information without any privacy protection. Therefore, it is useful to ask about willingness to share
twice, both before and after participants read the explanation of privacy protections.

Prior work has frequently asked about hypothetical willingness to share information rather than
observing willingness to share directly [11, 87]. However, hypothetical willingness to share is an

Table 5. Comprehension Questions. All questions are multiple choice. Correct answers are in parentheses. For
questions #3 and #4, the correct answer depends on the experimental condition. The full survey instrument is
included in the supplementary materials.

1. If someone shares their information, will the researchers know with certainty which
websites that person visited? (No.)

2. If someone shares their information with us, and an attacker steals the information, will
the attacker know with certainty which websites that person visited? (No.)

3. If someone shares their information, the method will change how many of their true
answers for the 200 websites of interest? (One of the following: A few—for about 1 or 2 websites,
their true answer will be changed. / Some—for about 50 websites, their true answer will be
changed. / Many—for about 100 websites, their true answer will be changed. / I do not have
enough information to answer this question.)

4. If someone shares their information, how accurately will the researchers understand that
person’s individual internet usage from the information they share? (One of the following:
Very accurately [a pretty good guess] / Somewhat accurately [a bit better than a random guess]
/ Inaccurately [not much better than a random guess] / I do not have enough information to
answer this question.)

5. For those who choose to share their information, what kind of privacy protection will we
use to protect that information? (Local differential privacy)

6. How does the method protect an individual’s privacy? (Changing some of their answers)

7. How does the method help the researchers collecting the data? (They can see meaningful
information emerge from large datasets.)
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imperfect proxy for actual disclosure behavior; previous work has found both that individuals tend
to underestimate their actual willingness to share sensitive information and that risk perceptions
are more strongly related to behavioral intention (i.e. hypothetical willingness to share) than to
actual disclosure behavior [58]. In other words, it is often the case that people do not actually act
in accordance with their risk perceptions. As a result, it can be difficult to shift user behavior. Since
we are most interested in actual behavior, we measure willingness to share by actually asking
participants to share their browser histories with us. If participants agree to share this data, the
study shows an animation of a "progress bar" that suggests the browser history data is being
uploaded. However, no browser history information is collected, and participants are debriefed
about this deception at the end of the study.

Of course, it does not make sense to ask participants to share their data twice. Therefore, the
first ask is hypothetical and only in the second ask are participants actually asked to share their
information.

3.4.3  Privacy Concerns. An individual’s decision about whether or not to share data will be in-
formed by the concerns that this individual holds regarding information privacy. We use the Internet
Users’ Information Privacy Concerns scale to measure privacy concern [52]. In addition to the ten
questions for this scale, we add two additional related questions—adapted from previous work—
that are relevant to our setting; we ask how frequently participants falsify personal information
online [52, 62] and whether or not they ever try to hide their online activities from others [65]. The
ordering of these two added questions is randomized. All questions use a 5-pt scale.

3.4.4 Sensitivity. Since information sensitivity can affect users’ willingness to share data [87],
participants are asked to rate the sensitivity of the browsing history information we request from
them. With wording adapted from [70], participants rate the perceived sensitivity of the requested
browsing history information. Participants also rate the harm that could result from this information
being leaked. Both questions use a 5-pt scale and are averaged to produce the measure of sensitivity.

3.4.5 Browser Usage. When asked to share internet browsing data, people who regularly browse the
Internet may behave differently than people who use Internet browsers less frequently. Therefore,
participants are asked about their frequency of browser use.

3.5 Recruitment

For both surveys, English-speaking participants over the age of 18 were recruited through Qualtrics’
paid recruiment service to be approximately representative of the United States population in
terms of educational attainment, age, race/ethnicity, and gender. The surveys were also hosted on
Qualtrics. Participants who failed the attention check questions—described in Section 3.6—were
screened out of the survey. Some participants’ responses were deleted for speeding (first survey:
< 220 seconds, second survey: < 240 seconds), straightlining, or entering gibberish in the free
response textbox. Finally, to achieve this representative sample, some participants were screened
out after entering their demographic information. This resulted in 365 total participants for the
first experiment and 308 for the second experiment. For these participants, the median completion
time was approximately 7 minutes (7m 24s) for the first survey and 9 minutes (9m 7.5s) for the
second survey. Participants who completed either survey were paid by Qualtrics. The first survey
was conducted in March 2021 and the second in April 2021. The supplementary materials include
the full participant demographics.
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3.6 Experimental Protocol

Both experiments use a between subjects design. Participants begin the survey by answering
demographic questions. Next, the survey explains the general concept of internet browsing histories,
providing a brief description for participants with low technology literacy. Then participants are
prompted to reflect for a moment on their browser usage and answer the sensitivity questions. It
is by design that participants reflect on the sensitivity of this information before they are asked
to share it; only at the end of the sensitivity questions do we ask for the first time whether the
participant would be willing to share their information.

We then explain the differentially private mechanism, with participants assigned at random to
one of the four experimental conditions for the first experiment and to one of the nine conditions
for the second experiment. For the second experiment, a timing mechanism prevents participants
from advancing to the next section until they have spent at least one minute reading through the
explanation. Participants are also required to click several times in order to continue reading; this
was intended to slow participants down and encourage them to read carefully.

Next, four questions serve as an attention check in order to screen out participants who have not
actually read the explanation. The questions are designed to be easy to answer, and the participants
are able to reread the explanation in order to answer the questions; these choices aim to prevent
screening out participants who have read the explanation carefully but may struggle with reading
or have limited working memory capacity. Participants who fail to answer the first two questions
correctly are given a second chance and presented with the remaining two questions. If these
questions are not answered correctly, participants are screened out of the study.

Participants who pass this check proceed by completing items for the dependent measures:
perceived understanding, actual understanding, and willingness to share. Participants can re-
read the explanation as necessary while answering these questions. If participants report being
willing to share their browsing history, an animation suggests this information is being uploaded
automatically. Participants also answer an open-ended question about why they were or were
not willing to share their data. Finally, participants complete questions related to the remaining
covariates: general privacy attitudes and internet usage. Before they submit the survey, participants
are given access to a debriefing document and informed that no browsing history data was actually
collected. At the completion of the survey, resources are provided so that participants can learn
about best privacy practices, such as clearing browsing histories.

4 ANALYSIS
4.1 Testing Hypotheses

To test our hypotheses for the first experiment, we used ANCOVA to compare the objective
comprehension scores for the four treatment groups, controlling for education. Since only two
participants declined to provide their educational background, these participants were dropped
from this analysis. To test our hypotheses for the second experiment, we fit a logistic regression
model that models willingness to share as a function of 1) the choice of explanation, 2) the choice
of privacy parameter ¢, 3) the interaction between these two variables, 4) perceived sensitivity, and
5) the privacy concerns measure. The privacy parameter was treated as an ordinal variable. Three
participants who declined to answer questions for the covariates were dropped from this analysis.
We fit one regression model on the full set of responses for the second survey and one regression
model on a subset of responses, excluding participants who had been willing to share their data
even before reading the description of differential privacy. The goal of this second regression was
to test if our hypotheses would hold for these more privacy-conscious participants who were not
willing to share their data without privacy protection.
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Fig. 1. Perceived and actual understanding for Experiment 1. Participants were overconfident in their under-
standing. Most participants felt that they understood the explanations well (left), but answered no more than
one question correctly (right). Performance was similar across all four conditions.

4.2 Comparing Comprehension

We compared participants’ performance on two closely related comprehension questions (#1 and
#2 in Table 5)—one asks whether the researchers will be uncertain about participants’ true answers
while the other asks the same question about an external attacker. The question about the external
attacker is more aligned with how discussions about security and privacy are traditionally framed.
The question about whether the researchers will know the true responses is trickier—this idea of
protecting privacy from the same people with whom they are sharing data will be less familiar to
participants. We compare performance on the two questions using the two proportion z-test; the
responses from the two surveys are analyzed together.

4.3 Qualitative Analysis

To analyze the qualitative data from participants about why they chose (not) to share their infor-
mation, two researchers used an iterative open coding approach [9]. The researchers performed
two rounds of coding. First, both researchers familiarized themselves with the responses from the
first survey. Next, the researchers agreed upon a set of themes. When the responses came in from
the second survey, the researchers again began by familiarizing themselves with the data, and they
decided that some additional themes should be added. Finally, all responses from both surveys were
analyzed together and assigned themes; multiple themes could be assigned to a single response.
Disagreements were remedied through discussion until agreement was reached. The codebook can
be found in the supplementary materials.

5 RESULTS

The analysis of our results revealed no statistically significant effects. Interestingly, we found that
most participants had made up their minds about whether or not to share their data before they
even read about the privacy protection; therefore, these explanations had little effect on participants’
behavior. Below we discuss the results in detail for both experiments and for the qualitative analysis.
Further details are included in the supplementary materials.

5.1 Experiment 1: Developing Good Explanations of Differential Privacy

Participants were overconfident in their understanding of differential privacy; the scores for
perceived understanding were substantially higher than their actual understanding (Figure 1).
Participants may not have spent enough time reading the explanations carefully; many people are
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used to scrolling through privacy policies and clicking accept without actually reading them [31, 55,
59]. Participants who took more than 7 minutes to complete the survey (roughly 50% of participants)
answered 0.47 more questions correctly — over a 10 percentage point improvement — compared
to those who finished more quickly. To address this issue, experiment 2 set a minimum time for
reading the explanation.

As hypothesized, the outcome-focused explanation outperformed the process-focused expla-
nation; the average percentage of comprehension questions answered correctly was greater for
outcome (33%) than process (28%) focused explanations. However, the difference was not significant.
Figure 1b shows the distribution of the number of questions answered correctly for each condition.

Adding a visual component did not uni-
formly improve participants’ understanding.

The process-focused visual may have been help- = Survey 1
ful for participants. It slightly improved the av- = Survey2

70
]

60
Il

erage percentage of comprehension questions 24

answered correctly (35%), but the outcome- % o

focused visual decreased this performance g S

(27%). Again, the differences were not statis- ¢ 8- 59% | 59%

tically significant. o | 39%

As none of the differences were statistically ¢ 299, -
significant (ANCOVA comparing all four expla-
nations gave p = 0.1), we selected the outcome o J
exp]anatic)n for the second experiment. Of all Will the researchers know?  Will an attacker know?
four explanations, process+vis resulted in the

highest average comprehension score; however, Fig. 2. Performance on two paired questions. Most
participants did not understand that the researchers

would be uncertain about which websites participants

for the text-only industry explanations. truly visited, though mosF partlupa.nts did understand
that they would have this protection from attackers;

. Two paired Comprehens101j1 c.lues’qons 1d?n— the difference in performance is statistically significant
tified one challenge for explaining differential (p < 10719).

privacy (Figure 2). Most participants correctly

identified that attackers who stole survey data

from the researchers would be unable to determine any participant’s true browsing history with
certainty. However, most participants incorrectly believed that the researchers would have access
to participants’ true browsing histories. Participants are likely more familiar with privacy tools to
protect from hackers than with tools that allow for sharing information while preserving privacy.
It may be counterintuitive that the information they have agreed to share will be obfuscated even
for the researchers they agreed to share it with.

There are several factors that may have caused the poor performance on the comprehension
questions. The fact that perceived understanding was high suggests that the readability of the
explanations was not the problem, although participants may have found some of the comprehension
questions confusing. As discussed previously, a lack of attentive reading is likely one reason for the
low comprehension. Most people are habituated to skimming through privacy policies or clicking
"accept" without reading [59]. Therefore, even though our explanations were designed to be much
more accessible than the typical privacy policy, people may have skimmed our explanations out
of habit. Our results also indicate that most participants simply were not very concerned about
their data privacy in this context—yet another reason they may not have paid close attention to
the explanations. Another factor may be that certain aspects of differential privacy are simply
counterintuitive. For example, participants may find it strange to think about hiding information

the differences were small, and a text-based ex-
planation would serve the fairest comparison
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Fig. 3. Willingness to share for the three explanations and three settings of the privacy parameter. These
figures show the averages for all participants (left) and participants who were initially unwilling to share their
information (right). For participants who saw our explanation in the weak privacy setting, the only participants
who agreed to share were those who were already willing to share before learning about differential privacy.

from the same people with whom they are sharing data—this would explain the poor performance
on the question about whether the researchers would know participants’ true information (Figure 2).
Finally, two of the questions (#3 and #4 in Table 5) were expected to be more difficult, since they

required participants to reason about probabilities.

5.2 Experiment 2: Measuring Privacy Theater

Contrary to our expectations, the choice of privacy
parameter ¢ and choice of explanation had no sig-
nificant effect on willingness to share (p = 0.1 —
0.99). Most participants made up their minds about
whether or not to share their data before reading
about the privacy protection.

The survey asks participants about their willing-
ness to share twice. Early in the survey, partici-
pants are asked about their willingness to share their
browsing histories. Later, after explaining the protec-
tion offered by differential privacy, participants are
asked whether they agree to share this information
via an automated upload process. Most participants
(76%) do not change their minds after reading about
the privacy protection (Figure 4).

The open-ended responses (see Section 5.3) pro-
vide some context for this finding. Many participants
are willing to share their data because they trust re-
searchers and want to help or because they do not
consider browsing data particularly sensitive; for
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Fig. 5. Perceived and actual understanding for Experiment 2. As in Experiment 1, participants’ perceived
understanding (left) is greater than their actual understanding (right), though the added questions improved
comprehension scores compared to Experiment 1. The Apple explanation gave precise values of ¢ without
explaining the implications of these values, which may explain its lower perceived understanding scores.

these participants, the promises of privacy protection are irrelevant. The set of participants for
whom the privacy protection really mattered was relatively small—only 36% of participants were
unwilling to share their data when first asked, even before any privacy protection was mentioned.
Of those initially unwilling to share, many had strong negative reactions to being asked to share
this information or found it too sensitive to share. The set of participants for whom the privacy
protection made the biggest difference were those who changed their minds after reading the
differential privacy explanation. This group was quite small (n=73).

Although we did not find a statistically significant relationship between the variables of interest,
we noticed an intriguing result. In the high-transparency, weak-privacy setting, no one agreed
to share, unless they had already agreed to share before they read any description of privacy
protection. This suggested that for privacy-conscious participants, H4 may actually hold. In other
words, our explanation may be effective in helping privacy-conscious users make more appropriate
data-sharing decisions. However, we did not have enough data to discern whether this pattern
was meaningful, since so few participants were initially unwilling to share data (only nine for
this condition). To investigate this pattern further, we conducted a larger replication study. While
the overall rates of (un)willingness to share remained consistent, this study failed to provide
evidence to support our hypotheses. The details about this study are included in the supplementary
materials. Although our failure to find a significant effect of explanation on sharing behavior seems
to contradict some prior work [87], a more recent paper found that descriptions of differential
privacy had a significant effect on privacy expectations yet not on willingness to share. The authors
suggest that effective explanations may need to be tailored to the concerns of individual users [43].
Our results, however, show that it may be difficult to shift people’s preconceived feelings about
what information should or should not be shared.

5.3 Qualitative Results

Both surveys asked participants to explain why they decided to share or not to share their informa-
tion. This qualitative data helped clarify why some participants chose to share their information or
not, as well as why some changed their minds after reading about the privacy protection offered by
local differential privacy.
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5.3.1 Reasons for Sharing and Withholding Information. Most participants did not change their
willingness to share based on the explanation of privacy protections. This participant made it clear
that the protection offered by local differential privacy was irrelevant to their decision: No matter
how it is shared, it does not seem like a good idea [P588]. Other participants listed factors such as
distrust of the researchers or the survey platform (n=37), fears of getting "scammed" or "hacked"
(n=27), general discomfort (n=40), or sensitivity of the requested information (n=56). For example,
two participants mentioned concerns about others seeing pornographic websites that they had
visited.

Participants who were willing to share their information even before learning about the pri-
vacy protections and followed through in sharing listed a variety of reasons for doing so. Many
participants—mainly in the first survey—mentioned concerns about being able to complete the
survey and receive compensation (n=33), for example, writing that, I need money badly so it’s worth
the weird risk [P129] and I really need the money from this survey to help take care of my family until
pay day. I really hope its not a scam [P192]. As a result, the second survey clarified that participants
would be able to complete the survey and receive payment regardless of whether or not they agreed
to share browsing data. These responses point to a larger issue; all too often, the choice of whether
to share information is hardly a choice at all [23, 51].

Another common reason that participants agreed to share their information was that they trusted
the researchers or the survey platform (n=46). In other words, these participants agreed to share
their information because they trusted the data recipients. This finding is consistent with prior
work that has shown that the reputation of the data recipient can be an important factor in data
sharing decisions [4].

Other participants who were wiling to share their information listed reasons such as a desire to
help the researchers (n=66), curiosity (n=31), and a sense that they had "nothing to hide" (n=382).
For example, one participant wrote: Research and study is important! I have mostly nothing to hide
[P125]. Another commonly expressed theme was indifference (n=27); when asked why they decided
to share their data, many responded with another question—why not?

An interesting theme that arose in many of the responses was a concern about the scope of
data collection more broadly (n=12). Some participants felt that so much data was being collected
about them already that they might as well share more: I decided to share because this information
is already out of my hands given how my ISP has free access, might as well contribute to a study while
i’m at it [P30]. On the other hand, others expressed a desire to hang on to what they perceived as
the last little bit of privacy that they had left:

I refuse to share this information because all of my information is already online, theres
no need to go through my PRIVATE browsing history. My phone is my phone, and sorry
but no one has a right to that. Privacy doesnt exist in this world anymore, the least I could
do is keep my phone away from the world [P229].

It is interesting that both participants who shared their information and participants who declined
to share cited these same kinds of concerns when asked to justify their choices. While some
participants felt the need to exert extra effort to protect their privacy in a world of ubiquitous data
collection, others expressed feelings of resignation and fatalism [18].

5.3.2  Perceptions of the privacy protection. Although most participants did not mention the protec-
tion provided by differential privacy in their responses, some participants did feel comforted by
this privacy protection and trusted it to protect their information (n=40): It seems like the process
you’re using will protect my information [P294]. However, some participants felt suspicious and did
not trust that the mechanism would protect their data (n=11): The process didn’t seem safe. 'm not
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sure what information would be changed. This seems like a hoax [P332]°. Other participants seemed
concerned by the description of the "automatic upload” process. For example, one participant who
initially expressed being willing to share information later declined to share, explaining that: An
upload of my information is a little daunting [P199]. These participants were more concerned about
a mysterious script running on their computer than about sharing browsing data. Finally, some
participants remained confused after reading the explanation of the privacy protection (n=14).
Nevertheless, most participants rated their own understanding of the explanations highly (Figure 1
and Figure 5).

6 LIMITATIONS

Our study has several limitations, some of which point toward directions for future work. The first
limitation is that since most participants were perfectly willing to share their data, we can not draw
firm conclusions about the behavior of individuals who were actually concerned about privacy. In
order to better understand how people behave when concerned about their privacy, future work
might try to explicitly target privacy-conscious individuals—for example, the topic of privacy could
be emphasized in recruitment materials.

A second limitation concerns our qualitative results. Although the responses to the open-ended
survey question provided valuable insight, most responses were quite short—a few sentences at
most. A more thorough understanding of individuals’ thought processes might be obtained through
interviews or laboratory studies. These kinds of studies might also shed light on any misconceptions
that participants may have about differential privacy.

A third limitation of this work is that behavior in a research study may differ significantly from
behavior in everyday life. For example, we asked participants to read the description of differential
privacy carefully. In everyday life, when asked to share their data, many people will not read the
fine print. Furthermore, the participants knew that they were sharing their data with researchers.
Some participants specifically mentioned this fact as a reason that they trusted us and were willing
to share their data. People may behave differently when asked to share data with corporate (rather
than academic) entities. Future work might study situations in which people encounter differential
privacy "in the wild"

7 DISCUSSION
7.1 False Choices

Although we did not intend to force participants to choose between their privacy and their paycheck,
some participants did feel compelled to make this choice due to a lack of clarity in the first survey.
Several participants explained that despite their fears, they felt that they had no real choice, since
they desperately needed the money. These responses offer a glimpse into the myriad of ways that
marginalized people in particular are asked to surrender their privacy. Prior work has examined
situations in which people living in poverty are forced to sacrifice privacy in order to access
resources [23]. Studies that limit their focus to "the often-studied White, American, middle-class
subject" will miss important aspects of the way that privacy and surveillance operate [53].

7.2 Digital Resignation

Several participants expressed concerns about the ubiquity of digital surveillance. Some of these
participants opted to share their data, because they felt that trying to protect their privacy was
a losing battle. Prior work has observed similar phenomena, sometimes referred to as "privacy

cynicism", "surveillance realism", or "digital resignation" [15, 18, 35]. In fact, feelings of helplessness

5This participant was assigned to the outcome+vis condition.
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regarding surveillance appear to be widespread; a recent survey found that more than 60% of
Americans agree that "it is not possible to go through daily life without being tracked" by companies
or by the government [7].

Awareness of digital resignation should inform the design of privacy-enhancing technologies;
for example, tools that increase awareness of online tracking without actually offering improved
control over one’s data may unintentionally lead to increased resignation rather than increased
engagement with privacy-related issues [12, 79]. More work is needed to better understand the
causes of digital resignation and to propose solutions for overcoming these feelings of futility,
inevitability, and hopelessness. There may be particular strategies that help people regain a sense
of agency. For example, in the context of environmental activism, Sarah Jaquette Ray argues that
"the perception that social change happens only on an individual scale creates defeatism" and that
"if we see ourselves working collectively rather than individually, we can rest assured that we are
contributing to a larger web of movement" [66]. Perhaps collective strategies for resisting surveillance
(e.g. obfuscation on Instagram [57]) and PETs that support such strategies (e.g. AdNauseam [37])
could be an effective way to combat digital resignation.

7.3 Making Sense of Privacy Promises

The results of our experiments suggest that for many people, factors such as the purpose of
data collection or a (dis)trust of data collectors are more important than promises of privacy
protection when deciding whether or not to share information. If people trust the data collector
and if people expect to share in the benefits of data collection, they may feel that differential
privacy is unnecessary. Perhaps discussions about optimal privacy-utility tradeoffs have at times
overshadowed equally important discussions about the distribution of utility—in other words,
discussions about who benefits from data analysis.

Even though explanations of differential privacy seem to only matter to a small set of participants,
for companies with millions of users, even small effects matter. Future work could help clarify both
1) when users care about promises to protect privacy and 2) how users respond to such promises.
As more tech companies begin to tout their privacy protection features in advertising campaigns,
these questions will become increasingly important [61].

Our results revealed that some aspects of differential privacy are counterintuitive to users and
may be difficult to convey even in well-crafted explanations. For example, users do not expect to
need to protect themselves from the people they are sharing their data with. In practice, industry
explanations may not be well-crafted; in fact, they may be intentionally difficult to understand [18].
And even within a single industry (e.g., web browsers) there are a wide variety of technical
approaches. As a result, people searching for useful information about ways to protect their privacy
may grow frustrated with the "widespread obfuscatory communication practices used by companies
across the digital-media landscape" [18] and struggle to understand which privacy promises are
actually meaningful [40]. In trying to make sense of this landscape, people turn to journalists, to
family, to friends, and to other trusted sources [64, 67]. Understanding how people engage within
communities to learn and make sense of this information could help establish important avenues
for intervention. And given the special opportunity that journalists have to help readers make
sense of information about privacy that often lies buried in unintelligible privacy policies [24], the
way that journalism shapes privacy practices is also worthy of further study.

More broadly, many questions remain about the rhetorical functions of privacy-enhancing tech-
nologies. Companies have a variety of avenues for communicating promises of privacy to their
users—through privacy policies, app notifications, press releases, blog posts, and more. Understand-
ing how this messaging shapes individual perceptions of technology companies is important. But
it is worth asking not only how PETs and their associated messaging affect users’ interactions
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with particular apps or companies but also how they shape larger conversations around online
privacy [33, 36, 37, 69]. The term "privacy" does not have a single, straightforward agreed-upon
meaning [5, 74]. Thus, in addition to whatever technical affordances they provide, PETs may
make implicit claims about the very meaning and value of privacy. For example, AdNauseam—a
browser extension that hides ads while employing obfuscation mechanisms to sabotage advertising
surveillance—serves both a practical, protective purpose and an expressive purpose; AdNauseam
actively promotes the conception of privacy as a collective good [37].

7.4 Other Approaches for Addressing Privacy Theater

The problem of privacy theater is not unique to differential privacy [13, 14, 34, 73]. As a consequence,
addressing the problem is likely to require an array of partial solutions. Carefully developed
explanations can be one part, and prior work has discussed other approaches [20, 39]; still, more
work is needed. While it is worthwhile to develop accessible explanations of privacy technologies,
many people who are accustomed to the opaque, jargon-laden style of privacy policies may simply
skim or skip such explanations out of habit. Furthermore, the burden of ensuring that the privacy
protection offered by a particular company is adequate should not rest with individuals. Many
researchers have noted that by offering control to users, technology firms can shift burdens from
themselves to individual users [3, 77, 81]. Instead, given the power asymmetries that exist, policy
makers and others should reflect on societal goals around privacy protection. In addition, there
may be technical approaches like expert audits and other accountability mechanisms that can help
drive organizational responses [20, 87].

8 CONCLUSION

In this work, we explore how people decided whether or not to share their data when offered the
protection of differential privacy. We develop explanations of differential privacy for non-experts,
but find that certain aspects of differential privacy remain challenging for people to understand. We
also test whether explanations that offer little transparency into the role of the privacy parameter
can be misused to trick people into sharing more data than they otherwise would. However, we
find that most people are perfectly willing to share their browsing data, regardless of whether
they are offered the protection of differential privacy; other factors seem to dominate decision
making around the sharing of browsing data. We point to the need for future work in order to
better understand the effects of differential privacy and other privacy-enhancing technologies.
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