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Nitroaromatics are a class of organic molecules that have historically shown great utility in agri-

cultural, pharmaceutical, and explosives industries. Though their use in pesticides has been

phased out in the United States, studies of atmospheric aerosol have shown that a significant

amount of these molecules still persist in the environment. A subclass of these molecules called

nitrophenols have been shown to form naturally through the combustion of plant material. This

process, called biomass burning, can produce individual nitrophenol concentrations that reach

as high as 0.1 µg/m3. Since these molecules are also often strong light absorbers, they often are

responsible for a significant portion of visibility degradation by atmospheric aerosol. The goal of

this thesis is to investigate the unique optical properties of nitroaromatics and use these results

to better understand the processing of nitroaromatics in the atmosphere.

Nitrophenols can exist as a handful of isomers, but the most common forms in ambient sam-

ples are 2-nitrophenol and 4-nitrophenol. The latter, 4-nitrophenol, is heavily used in the textile

industry even today, and there is a large pool of work being done to find efficient ways to re-

move this molecule from industrial waste waters. The second chapter of this dissertation eval-

uates the effects of different solvents, namely water and 2-propanol, on the photochemistry of

2-nitrophenol, 4-nitrophenol, 2,4-dinitrophenol, and 2,4,6-trinitrophenol. UV/Vis absorption is

xviii



used to track changes in nitrophenol concentrations. Electronic structure calculations provide

insight into the energetics of states suspected of being involved in photochemical reaction path-

ways. Of all of the nitrophenols evaluated in this work, solvent has the strongest effect on the

electronic properties of 2,4-dinitrophenol.

The third chapter of this dissertation expands on the role of the surrounding matrix, switching

from liquid solvents toward solid organic glasses, on the photochemistry of 2,4-dinitrophenol

and 4-nitrocatechol. A sugar-alcohol called isomalt is proposed as a laboratory-based surrogate

for aging in secondary organic aerosol. Photochemical degradation is measured inside of the

isomalt glass using a custom-built UV/Vis spectrometer setup. The efficiency of photodegrada-

tion of 2,4-dinitrophenol and 4-nitrocatechol is compared among solid and liquid matrices. The

photochemical reaction rates of these compounds appear to scale with the viscosity of the encap-

sulating matrix but are still competitive when encapsulated in a glass.

Further inquiry into the importance of triplet states in 4-nitrocatechol photochemistry is explored

in the fourth chapter of this dissertation. Ultrafast transient absorption spectroscopy is used to

track which excited states are populated after excitation with a 340 nm laser pulse. Once again,

the observations in water and 2-propanol are compared, revealing differences in excited state life-

times of 4-nitrocatechol in each solvent. The roles of different excited states toward photodegra-

dation are discussed. An excited-state proton transfer pathway appears to be the main outlet for

excited 4-nitrocatechol in both solvents. In both the fourth and fifth chapters, the utility of quan-

tum chemical calculations toward the estimation of intersystem crossing rates is also evaluated.

For 4-nitrocatechol, these calculations are compared toward the described experiments. The fifth

chapter shifts the focus to a simpler molecule, nitrobenzene, to try to minimize the likelihood

of chemical processes interfering with interpretation of the ultrafast experimental data. Results

from nitrobenzene calculations are compared to extensive work reported in the literature.

The sixth chapter of this dissertation attempts to unravel mysteries behind a strong chromophore

that is observed in the secondary organic aerosol made from the reaction of indole and the nitrate

xix



radical. Previous works suggest that it is a nitroindole, of which there exist seven possible isomers,

and could not confirm which. The identity of the isomer is revealed in this work through a

combination of chromatography and UV/Vis absorption spectroscopy. Further characterization

is done with aerosol mass spectrometry, comparing the mass spectra of indole + NO3 aerosol

to those of aerosolized nitroindole standards. There are strong indications that nitroindole can

reliably be observed with aerosol mass spectrometry, and that this molecule has previously been

observed but unidentified in field samples.

This dissertation provides a detailed analysis of the photochemistry of nitrophenols and other ni-

troaromatic systems. Isomeric differences are evaluated for both nitrophenols and nitroindoles.

The breadth of these analyses, ranging from solutions to solid organic glasses to aerosol, culmi-

nates in a deeper understanding of the atmospheric fate of this class of molecules.

xx



Chapter 1

Introduction
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1.1 Nitroaromatics in the Environment

Nitroaromatics are a class of organic molecules defined by the presence of an -NO2 moiety on an

aromatic hydrocarbon. The most well-known nitroaromatic molecule is likely trinitroluene (Fig.

1.1), usually referred to as TNT. Perhaps the most important modern source for these compounds

in the atmosphere is through primary emission by the combustion of wood and other biologically

derived matter, which has adopted the name "biomass burning". Various field campaigns have

found nitroaromatics in the atmosphere in North America,1–5 South America,6,7 Africa,8 Asia,9–19

Australia,20 and Europe,21–30 usually in direct correlation to the combustion of biomass material.

Highly functionalized nitro- molecules, such as 4-nitrocatechol, are some of the main products

resulting from these burning processes.3,10,14,31–34 In fact, 4-nitrocatechol is sometimes used as a

tracer in ambient studies to associate the origin of a sample to a biomass burning event.35–37

Figure 1.1: A selection of nitroaromatic molecules discussed in this dissertation.

In contrast to primary emission, these molecules can also be created in the atmosphere via

chemical reactions between phenol and other benzene derivatives and nitrogen oxides (NOx),
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both of which are common components of "smog". When formed in the atmosphere, it is consid-

ered a secondary emission, as it was formed secondarily from other primary pollutants. Labora-

tory studies of secondary organic aerosol (SOA) generated from various single precursors have

been shown to yield significant amounts of nitrophenols or nitrocatechols.38–43

The anthropogenic origins of these nitroaromatics in the atmosphere have decreased sig-

nificantly as a result of cleaner vehicle emissions. It is worth acknowledging that this class

of molecules is also utilized in agriculture, ammunition, pharmaceuticals, and even cosmetics.

Given this utility, there are numerous other ways in which nitroaromatics can end up in the en-

vironment. Due to their negative toxicological effects, primary emission through agriculture has

been reduced in the United States, and many of these compounds were included in the Priority

Pollutant list as part of the 1977 Clean Water Act. There is still ubiquitous use (and release) of

these compounds in other parts of the world, particularly with the use of nitrophenols in dyes

for the textile industry. While the contamination from most of these industries is usually lim-

ited to soil and surface waters,44,45 pesticides are susceptible to being swept into the atmosphere

mechanically via the wind and overspray during application.46

Once in the atmosphere, these molecules are subject to the dynamic processes of atmospheric

chemistry driven by physical conditions such as wind (transport), temperature, and humidity, and

the presence of sunlight. In trying to understand the fate of these molecules in the atmosphere,

and to extrapolate conclusions toward their effects on air quality, it is important to investigate

the aging processes of these molecules under different conditions. This thesis will address the

photochemical aging of nitroaromatics, with a focus on the role that the surrounding (liquid)

solvent or (solid) matrix plays in their degradation pathways.
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1.2 The Role of the Matrix on Molecular Photochemistry

The chemical environment, commonly known as the matrix, surrounding a molecule significantly

influences its photochemical fate. From a chemical perspective, different matrices will have vary-

ing reactivities, which will affect a molecule’s ability to undergo indirect photochemical reactions.

The physical properties of the matrix can also play a role, by limiting processes such as diffusion

or bond rotation.

The relevant chemical environments to the atmosphere are the gas phase, the aqueous

phase, and the aerosol phase, although there is significant overlap between the latter two. In

the gas phase molecules are dispersed, favoring unimolecular photochemical processes. Indirect

photochemical processes in the gas phase are dependent upon the collisions between reactant

molecules and are highly sensitive to the lifetimes of the excited states in the molecule. Con-

versely, molecules in the condensed phases are in constant contact, and molecular arrangements

are driven by dipole interactions, which can have significant effect on possible chemistry.

For some molecules, such as nitrophenols, their optical properties in the aqueous phase are

strongly dependent on pH of the matrix. Cloud water pH is notably variable, typically ranging

from acidic to neutral (pH 3-7).47 ,48 For instance, 2,4-dinitrophenol is likely to be deprotonated in

cloud water, given its pKa of approximately 4.1.49,50 The anions of nitrophenols have red-shifted

absorption spectra (compared to their neutral counterparts),50,51 leading to stronger absorption of

visible radiation and altering their photochemical behavior.

The aerosol phase is less well-defined, as aerosol may be composed of liquids, solids, or

semi-solid particles. Given that aerosol particles are predominantly organic compounds with di-

verse functionalities, they provide numerous pathways for indirect photochemical reactions. The

molecules in the bulk organic phase are less polar than water, which could be important for the

stability of reaction intermediates. Organic molecules also exhibit a wide range of viscosities,

resulting in semi-solid or glassy particles,52 particularly at the lower temperatures of the atmo-
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sphere. The photochemical reaction pathways of molecules are less understood in highly viscous

systems. Photolysis experiments conducted in a viscous organic material suggested that higher

viscosity does indeed effectively decrease the photolysis rate of 2,4-dinitrophenol, however, the

complex chemical composition of the organic material also varied from the octanol reference

matrix used.53

Heterogeneous chemistry between all of these phases is also of interest, as studies have

shown that adsorption of nitrophenols onto aerosol surfaces can show shifts in their absorption

spectra akin to deprotonation in the aqueous phase.50 It is clear that chemical environment can

play a role significant role in the optical properties of nitroaromatics, although more work is nec-

essary to characterize their photochemistry in matrices beyond the gaseous and aqueous phases.

1.3 Photochemistry

The term photochemistry refers to the interactions between molecules and electromagnetic radi-

ation (more commonly known as light). Photochemical reactions usually involve the absorption

of individual units of light, called photons, which induce some chemical change. More precisely,

it is the energy of the photon, hν, that is transferred to the molecule and makes it available for

chemical reactions. If the energy gained by the molecule directly results in the breakage of chem-

ical bonds, the process is called photolysis (Reaction R1.1).

X + hν → products (R1.1)

Many photochemical processes do not directly result in bond breakage. Instead, the energy

of the photon can be retained by the excited molecule (X*) and then later be transferred to a

neighboring molecule (M). The products of this process, shown in Reaction R1.2-4, will depend

on the characteristics of both X and M. In solution, neighboring M molecules are most likely to
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be the solvent (as opposed to another X molecule); however, in a solid particle the identity of M

will depend on the structure of the encapsulating matrix.

X + hν → X* (R1.2)

X* + M → products (R1.3)

X* + M → X + M + heat (R1.4)

Whether a molecule undergoes direct photolysis (R1.1) or another indirect photochemical

pathway (such as R1.2-4) depends on the energy of the photon and the electronic structure of the

molecule. Most functionalized organic molecules will undergo direct photolysis at wavelengths

shorter than 300 nm. At longer wavelengths, indirect photochemical pathways are more impor-

tant. Crucially, not every absorbed photon will result in a reaction. Even if photolysis is possible

at a given wavelength, it may not be probable. In many cases, the process in R1.4 is most likely

to occur, with the excess energy in X* being transferred to the solvent in the form of heat. The

probability that a molecule will undergo a photoreaction is incorporated into a unitless value

called the photochemical quantum yield, ϕ.

ϕ =
# of molecules which react

# of molecules which absorb a photon
(1.1)

In the event that the molecule does not react, the absorbed energy may be transferred to the

solvent in the form of heat, or a photon can be emitted via fluorescence or phosphorescence. In

these cases, the original molecule remains intact, and no new products are formed. Each one of

these pathways will have its own quantum yield, to the end that the quantum yields for all path-

ways sum to unity. Quantum yields have a non-trivial dependence on the wavelength and depend

heavily on the electronic structure of the molecule, and its immediate environment. Obtaining

true values for ϕ is difficult and requires the use of light-sources with very fine bandwidths. To
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get around this, it is common to compute an averaged quantum yield over a range of wavelengths,

which is usually denoted as ⟨ϕ⟩. One can calculate an average quantum yield for a photochem-

ical removal of a compound from experimentally measured first-order loss rate constants with

Equation 1.2,

⟨ϕ⟩ = k∫ λ2

λ1
F (λ)σ(λ) dλ

, (1.2)

where k is the first-order rate constant for the photochemical loss, F (λ) is the spectral flux

density which quantifies the number of incident photons per unit area and time with each wave-

length λ, and σ(λ) is absorption cross section for the molecule being irradiated. The limits of

integration, λ1 and λ2, are either chosen based on the overlap between F (λ) and σ(λ) or by

the wavelength range of the light source. The pitfall of using an average quantum yield is that

wavelength-dependent information for ϕ is lost; however, ⟨ϕ⟩ can be particularly useful when

the objective is to estimate the lifetime (= 1/k) of a molecule in the environment.

1.4 Quantum Chemistry and Excited States

The process in which a molecule absorbs a photon is inherently quantum mechanical in nature,

and quantum chemistry provides a framework for the computational investigation of problems in

photochemistry. The state of the electrons, such as their orbitals and energies, make up the elec-

tronic structure of a molecule. The study of quantum chemistry has produced many mathematical

frameworks that can be used to solve problems related to the electronic structure of molecules.

The basis of the field is built upon solving the Schrödinger equation, shown in Equation 1.3.
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ĤΨ = EΨ (1.3)

The electronic system is described by the wave function,Ψ, and Ĥ represents a time indepen-

dent Hamiltonian operator. When the Hamiltonian is operated on the wavefunction, it produces

a constant E which represents the total energy of the system. The Hamiltonian is composed of

individual operators for calculating the kinetic energy of each electron, the potential energy of

the interactions between each electron and each atomic nucleus, and the potential energy for

the interactions between each electron. Due to the interactions between electrons, analytical

solutions to the Schrödinger equation are currently impossible for most problems in chemistry,

meaning approximations must be made to predict the electronic properties of a molecule.

The majority of the computational work in this dissertation employs Density Functional

Theory (DFT). DFT fundamentally departs from the formal approach of explicitly describing the

wave functions of individual electrons. Instead, it introduces the concept of the electron density,

n(r), as the molecular property that encapsulates the behavior of the electronic system. Despite

such a grand approximation, DFT can be exceedingly accurate when characterizing the properties

of small organic molecules. This accuracy, combined with computationally efficient calculations,

makes DFT a common choice for providing context to experimental observations.

For problems in photochemistry, an extension beyond traditional ground state methods is

required. Several excited-state methods exist, the most accurate of which is often considered to

be the equation of motion coupled cluster method (EOM-CC). There is also an extension of DFT

in the form of time-dependent density functional theory (TDDFT) which, like its ground state

precursor, combines relatively low computational expense with fine accuracy.
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The result from a TDDFT calculation is rich with information for each excited state, includ-

ing both the potential energy of the state and the vertical excitation energy of the state (taking

the Franck-Condon principle into account). Additional tools are commonly added to modern

quantum chemical programs that allow for expanded analyses of excited states, such as comput-

ing different types of coupling and expanding visual interpretation of orbitals involved in each

transition beyond the traditional HOMO-LUMO approach. As will be discussed in the disserta-

tion, the nature of the orbitals can be used to help predict the likelihood of intersystem crossing

processes.

1.5 Previous Work on Nitrophenol and Nitrocatechol Pho-

tochemistry

Of all molecules in the nitrophenol class, none have been studied as extensively as 2-nitrophenol

(sometimes called o-nitrophenol). Ambient measurements of 2-nitrophenol in the gas-phase re-

port concentrations of ranging from 1 - 350 ng/m3, though some of the higher measurements are

in correlation to pesticides whose use has since been phased out.21,54–57 Much of the intrigue in

this molecule is inspired by its intramolecular hydrogen bond.58 It is well established that in the

gas phase 2-nitrophenol undergoes direct photolysis at tropospherically relevant wavelengths to

form nitrous acid (HONO), with yields as high as 40%.59–61 Given the importance of HONO toward

atmospheric chemistry, namely as a source of OH radical in the atmosphere, further investigation

was done on the condensed-phase photochemistry of 2-nitrophenol. Surprisingly, HONO forma-

tion from 2-nitrophenol is almost non-existent in the aqueous phase, likely due to disruption of

the intramolecular hydrogen bond by the solvent molecules.51

In direct contrast to 2-nitrophenol, HONO production via photolysis of 4-nitrophenol is en-

hanced in the aqueous phase.51 It was initially suspected that 4-nitrophenol undergoes direct pho-
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tolysis via O-H bond breakage (resulting in a nitrophenoxy radical), however, more recent works

have unveiled that excited-state proton transfer may be an important outlet for photoexcited 4-

nitrophenol.62 This is particularly important in the context of 4-nitrophenol being significantly

less volatile than 2-nitrophenol, and subsequently, has much higher ambient concentrations in

organic particles (order of ng/m3) and cloud/rain water (order of µg/L).24,63–65 The quantum yield

for photolysis of 4-nitrophenol, including both direct and indirect pathways, is reported to be

∼10−4 in the aqueous phase. The formation of nitrous acid as a product accounts for ∼10-20% of

the total photolysis, and the products from other pathways are not well established. A study by

Vione et al. found that 2,4-dinitrophenol is formed upon irradiation of NO−
2 (from NaNO2) with

4-nitrophenol (or 2-nitrophenol) is the minor species in solution,66 so it is possible that nitration

occurs to some degree as a secondary pathway of nitrophenol photochemistry.

The most exhaustive analyses of photochemical products have been done on 2,4-dinitrophenol.

Aqueous experiments by Barsotti et al. revealed nitrous acid yields are around ∼10-20%, like 4-

nitrophenol, suggesting the NO2 group in the para position is the most labile.51 Interestingly, the

by-product of nitrous acid production from 2,4-dinitrophenol photolysis would be either (or a

combination of) 2- and 4-nitrophenol, although these were not tested for. Hinks et al. used chro-

matographic separation to better identify the products from 2,4-dinitophenol photolysis, although

results have only been provided for photolysis conducted in the organic solvent 2-propanol, and

not the aqueous phase.53 In the organic solvent, the formation of 2- or 4-nitrophenol was mi-

nor, suggesting nitrous acid formation is significantly less efficient in the alcohol solvent. In-

stead, products corresponding to reduction (R-NO2 → R-NH2) and dimerization were observed,

although quantitative information regarding yields could not reliably be obtained. In combina-

tion these works illustrate the need for studies in both aqueous and organic matrices to produce

a complete hypothesis on how these molecules evolve in the atmosphere.

Although 4-nitrocatechol is usually one of the most abundant nitroaromatics in ambient

samples (when they are present),6,37 little is known about its photochemistry. Many articles ac-
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knowledge its presence in ambient samples of particulate matter, ranging from small (sub-micron)

to large (PM10).2,67–69 The low vapor pressure and high water-solubility of 4-nitrocatechol has

resulted in its use in many studies as a model compound for “brown carbon”,70–73 which is a com-

ponent of organic aerosol that produces a yellow/brown haze commonly observed in polluted

air.

In the aqueous phase, studies by Hems & Abbatt determined that 4-nitrocatechol is partic-

ularly susceptible to OH oxidation, resulting in a lifetime in the atmospheric aqueous phase on

the order of hours.71 After a series of oxidation reactions, 4-nitrocatechol began to break down

into smaller organic acids, effectively destroying the molecule. It is likely for this reason that

4-nitrocatechol is more abundant in atmospheric particles than cloud water. Molecules inside of

particulate matter are less likely to undergo OH oxidation, since the highly reactive OH radical

reacts at the surface before it can diffuse into particles.74–76

It is noteworthy that 4-nitrocatechol does not reciprocate this reactivity toward OH radi-

cal in the gas phase. An isomeric analysis of nitrocatechols by Roman et al. determined that

4-nitrocatechol has a lifetime greater than 48 hours, with respect to both OH oxidation and pho-

tolysis with 254 nm irradiation (J = 6.7 × 10−5 s−1).77 Inefficient photolysis at such a short wave-

length is surprising, given the rich photochemistry that nitroaromatic molecules tend to exhibit.

These unique features inspire one of the main goals of this thesis: to better understand the dy-

namics and reactivity of photochemically excited 4-nitrocatechol, especially regarding the role

the surrounding chemical environment plays in its relaxation/reaction pathways.

1.6 Structure of the Dissertation

This dissertation aims to shed light on the photochemical processes that nitrophenols can un-

dergo, particularly in the context of atmospheric conditions.
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The second chapter of this dissertation assesses how different solvents, specifically water and

2-propanol, affect the photochemistry of various nitrophenols. Complimentary UV/Vis absorp-

tion measurements and quantum mechanical electronic structure calculations were done to un-

derstand the degradation mechanisms of each nitrophenol. The results from this study will help

identify the influence that chemical environment has on the removal of these molecules in the

atmosphere. The third chapter expands the scope of the study by shifting from liquid solvents to

solid organic glasses, investigating the photochemistry of 2,4-dinitrophenol and 4-nitrocatechol.

A sugar-alcohol named isomalt is used as a lab surrogate to mimic aging in secondary organic

aerosols, where photochemical degradation rates in solid and liquid matrices are compared using

a specialized UV/Vis spectrometer setup. This work will provide a novel way of doing solid-phase

photochemistry experiments and shed light on the importance of photochemistry in glassy at-

mospheric particles.

The fourth chapter delves deeper into the role of triplet states in the photochemistry of

4-nitrocatechol. Transient absorption spectroscopy was used to track the excited dynamics of 4-

nitrocatechol, revealing solvent-dependent differences in the lifetimes of these states. The impor-

tance of various excited states in photodegradation, particularly through an excited-state proton

transfer pathway, is analyzed. Given that triplet states are generally considered to be the longer-

lived excited states in nitrophenols, this work provides an alternative pathway that may explain

why this molecule persists in the atmosphere longer than other nitroaromatics.

Both the fourth and fifth chapters employ and discuss a framework for estimating the rate

constants for the excited singlet-to-triplet conversion process, known as intersystem crossing,

using parameters obtained from quantum chemical calculations. With the hopes of successfully

applying the framework to support experimental findings with 4-nitrocatechol, the fourth chapter

briefly introduces the concept of this framework, which ultimately fails to accurately describe

the experimental observations. With the notion that this error could be due to the excited-state

proton transfer that appears to occur for 4-nitrocatechol, Chapter 5 utilizes the same framework
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for a simpler molecule, nitrobenzene, in which such a reaction is not possible. By comparison

to experimental observations in the literature, the utility of the intersystem crossing estimation

framework is discussed.

The sixth chapter of this dissertation deviates from nitrophenols and their derivatives to

address an interesting phenomenon in the organic aerosol formed from the oxidation of indole

by nitrate radical (NO3). An isomeric analysis was conducted to identify which of the six pos-

sible isomers of nitroindole are the most abundant species in the particles. The identity of the

isomer, which is 3-nitroindole, was confirmed via chromatographic and spectroscopic analyses.

Aerosol mass spectrometry, a technique commonly used in ambient measurements, was done on

an aerosolized 3-nitroindole standard to help future studies identify this molecule in real-world

samples.

The goal of this dissertation is to further our knowledge on the optical properties of a handful

of nitroaromatic molecules. With applications to atmospheric chemistry, the chemical environ-

ment is found to have varying levels of influence on the photochemistry of these molecules. This

work ultimately shows that nitroaromatics, despite their similarities, do not all inherently un-

dergo the same photochemical processes and must be treated on an individual basis to accurately

predict their lifetimes in the atmosphere.
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Chapter 2

Influence of Solvent on the Electronic

Structure and the Photochemistry of

Nitrophenols

Previous studies have suggested that the photochemistry of nitroaromatics in organic solvents

can vary significantly from the photochemistry in aqueous solutions. This work compares the

photodegradation of 2-nitrophenol (2NP), 4-nitrophenol (4NP), 2,4-dinitrophenol (24DNP), and

2,4,6-trinitrophenol (246TNP) in 2-propanol and water to better understand the photochemi-

cal loss of nitrophenols in atmospheric organic particles and aqueous droplets. Polychromatic

quantum yields were determined by monitoring the loss of absorbance of each nitrophenol with

UV/Vis spectroscopy in the presence of an acid (undissociated nitrophenol) or base (nitropheno-

late). There was no orderly variation between loss rates in the organic and aqueous phases: 2NP

and 4NP had similar yields in the two solvents. 246TNP was an outlier in these results as it dis-

sociated in both acidified 2-propanol and water due to its exceptionally strong acidity. A notable

result is that only for 24DNP was a dramatically increased reactivity found in 2-propanol com-

pared to that in water. Time-dependent density functional theory calculations were carried out to
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characterize the excited state energies and absorption spectra with a conductor-like polarizable

continuum model or explicit solvation by a few solvent molecules. Explicit solvent calculations

suggest the enhanced reactivity of 24DNP in 2-propanol is due to the strong interaction between

a 2-propanol molecule and an –NO2 group in the excited state. For the other nitrophenols, the sol-

vent effects on electronic structure were minimal. Overall, the observations in this work suggest

that solvent effects on the electronic structure and condensed-phase photochemistry of nitrophe-

nols are minimal, with the exception of 24DNP.
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2.1 Background

Nitrophenols first garnered scientific interest upon the discovery that these molecules exhibit

phytotoxic characteristics and could potentially lead to forest decline.78,79 This prompted ques-

tions about the fate of these molecules in the atmosphere, their overall lifetimes and chemical

mechanisms of their atmospheric degradation.59,66,71,80–86 Atmospheric sources of nitrophenols

include both primary sources, such as automobile engines and biomass burning, and secondary

sources, by reactions between phenols and NO2 or NO3 radicals.10,20,31,80,87–89 The type of atmo-

spheric loss that the molecule undergoes (i.e., reaction with an atmospheric oxidant or a photo-

chemical reaction), as well as the phase in which the molecule is encapsulated in, have a strong

effect on both the lifetime and the degradation products. While some processes change nitro-

phenols into phenols and catechols, the oxidation of these products in the presence of NOx leads

back to the formation of nitrophenols.53,66,87 ,88

Much of the previous study of nitrophenol photochemistry has been pinned around the pro-

duction of HONO, which is itself a contributor to the oxidative potential of the atmosphere.51,59,86

The chemistry of nitrophenols in the gas phase has been studied extensively– but considering the

relatively low volatility of these species, evolution of these molecules in the condensed phases

that are representative of atmospheric aerosol particles requires further investigation. While

the release of HONO could have significant atmospheric implications, the importance of other

photochemical pathways should not be overlooked. For instance, dimerization and functional-

ization have been shown to happen with these nitrophenol compounds.40,84,90 The products of

these reactions are less volatile and would be more likely to partition into, or remain trapped in,

atmospheric particles.40,91

The importance of the chemical environment on the fate of nitrophenols and other nitroaro-

matics has been exhibited through experiments in both the aqueous and organic phases.43,51,53,70,84,92

Gas phase studies have indicated that photochemistry of nitrophenols is comparable to the ag-
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ing driven by hydroxyl or nitrate radicals, which is reported to have a lifetime around 330 h for

2-nitrophenol (2NP).59,87 This resistance to gas-phase loss, in combination with the low volatil-

ity and high Henry constants of nitrophenols, grants more importance to condensed-phase pro-

cesses. In the presence of organic compounds, for example, in organic aerosol particles, nitro-

phenols are thought to react through excited triplet states, abstracting a hydrogen atom from a

neighboring solvent molecule.93–95 The product of the H-atom abstraction will then go on to react

further with nearby molecules. The influence of the chemical complexity of atmospheric organic

aerosols creates a potential for numerous reactive partners and products which could have wide

varieties of environmental impact.

In the condensed phase, photochemistry will also be impacted by the ionization of the

molecule through acid-base processes, which causes changes in molecular extinction.51 Barsotti

et al. (2017) found that the anionic forms of a series of nitrophenols exhibited a greater yield

toward photochemical loss of NO2, in the form of NO−
2 or HONO, in the aqueous phase, account-

ing for 10-30% of the total photochemical yield of these molecules.51 Importantly, this result also

supports other photochemical studies of 4-nitrophenol (4NP) and 2,4-dinitrophenol (24DNP), in

which multiple photodegradation pathways were observed.66,83

In laboratory experiments, photochemical degradation via hydrogen abstraction is gener-

ally slower in water than in an organic matrix, prompting a need for a better understanding

of photoreactivity in the organic phase.84 In contrast, in the aqueous phase photochemistry of

nitrophenols the excited-state nitrophenol is expected to undergo a hydrolysis reaction with a

neighboring water molecule, which is a major step in the production of HONO. These differ-

ing reactive pathways make predicting the reactivity of a nitrophenol in realistic atmospheric

particles difficult.43 Further, nitrophenols have relatively poor solubility in water, potentially am-

plifying the effects of photochemical loss in the organic phase of atmospheric particles. This work

aims to investigate the photochemistry of a series of nitrophenols in an organic solvent under
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simulated sunlight conditions, combining experimental results with ab initio calculations to give

perspective to the relative reactivities of each nitrophenol.

2.2 Methods and Systems

2.2.1 Experimental Methods

The photochemistry experiments with 2-nitrophenol (2NP, TCI, 98%), 4-nitrophenol (4NP, Chem-

Impex, 99.6%), 2,4-dinitrophenol (24DNP, Aldrich, 98%) and 2,4,6-trinitrophenol (246TNP, com-

monly referred to as Picric Acid, Sigma Aldrich, 98%) were performed without further purification

of the stock chemicals. The solvents used in these experiments included 2-propanol (also known

as isopropanol, Fisher, HPLC Grade) and water (Milli-Q Ultrapure). Although 2-propanol is a

small molecule with only a single hydroxyl group, previous studies have shown that nitroaro-

matics have comparable rates of photodegradation in simple alcohols and in more complex sec-

ondary organic aerosol material.53 While the rate of photodegradation is suppressed by the high

viscosity of the secondary organic aerosol matrix, this suppression is counteracted by the higher

diversity of reactive functional groups in secondary organic aerosol compounds.

To better understand the difference in photochemistry between undissociated nitrophenols

and nitrophenolates, the experiments were carried out under acidic and basic conditions. In

changing the pH of samples, small amounts of 1 N hydrochloric acid (Fisher) and 1 N potassium

hydroxide (Fisher) were used. In the case of 246TNP, which has a pKa of 0.4, an additional solution

was made with 37% hydrochloric acid (Fisher) to reach [HCl] = 5 M to record the absorption

spectrum of the undissociated form.

Photochemistry was carried out using radiation from a Xenon arc lamp, which was filtered

and then directed onto the sample via a liquid light guide. The optical filters included a 280-400
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nm dichroic mirror, followed by Schott BG1 (UV bandpass) and WG295 (295 nm longpass) filters.

The overall power of the radiation reaching the sample ranged from 28-30 mW. With this setup,

the near-UV spectrum of the radiation reaching the sample extended to lower wavelength (down

to 280 nm) that of the ambient solar radiation (the lamp’s spectral flux density is compared to

that of solar radiation reaching the Earth surface in Figure 2.3). Liquid phase photochemistry

experiments were conducted directly inside a Shimadzu UV-vis spectrophotometer, irradiating

the sample vertically through the square opening in the top of a standard 10 mm UV/Vis cuvette

(Starna Cells, 21-Q-10-MS). The cuvettes were filled to ∼80% of their volume, and the samples

were not sealed and exposed to air permitting oxygen to dissolve in the solution. The oxygen

concentration was not explicitly measured. The light guide was removed during each UV-vis

scan to eliminate the interference scattering by the solution in the cuvette. In the case of 2NP, the

sample was irradiated without the light guide since the degradation was much slower, subjecting

the sample to ∼140 mW from the side of the cuvette.

Rate constants, k, for total photochemical degradation were obtained from fitting the loss in

normalized absorbance to the fit shown in Eq. 2.1.90

A(t)/A(t = 0) = C + (1− C) exp (−kt) (2.1)

This equation accounts for the formation of a single absorbing product, though it is possible mul-

tiple absorbing products could be formed. The absorption properties of the product are accounted

for in the value C, which is a fraction of the extinction by the product to the extinction by the

starting compound, εNP/εproduct.

2.2.2 Models and Computational Methods

All quantum chemical calculations were carried out using Q-Chem quantum chemistry pack-

age with the goal of giving context to the absorptivity and reactivity of the different nitrophe-
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nols.96 All geometry optimizations were performed at the B3LYP/6-31+G* level of theory. Time-

dependent density functional theory (TDDFT) calculations were done to generate simulated exci-

tation spectra using combinations of the B3LYP or PBE0 hybrid-exchange functionals,97 ,98 which

have both been shown to work well in other nitroaromatic systems.99,100 With the variation of

chemical features within this series of nitrophenols, each of the 6-311+G(d) and 6-311++G(d,p),

aug-cc-pVDZ and aug-cc-pVTZ, and def2-TZVPD and def2-TZVPPD basis sets were evaluated.

The Tamm–Dancoff approximation (TDA),101 which has been shown to produce good results in

similar aromatic systems,102 was employed for all results reported in this work. Excitation ener-

gies were calculated in the gas-phase, as well as in water and 2-propanol using the conductor-like

polarizable continuum model (C-PCM),103,104 employing the dielectric constants for each solvent

at 25°C. Simulated excitation spectra were produced by a convolution of Lorentzian functions

calculated from the oscillator strengths at each excitation wavelength. A half-width at half-

maximum of 20 nm was used in all the presented data. Natural transition orbitals (NTOs) were

calculated for the triplet states in 24DNP to evaluate the differences in electronic character be-

tween 2-propanol and water.105,106

A combination of C-PCM and an explicit solvation model was required to obtain more accu-

rate spectra for 24DNP in 2-propanol. Explicit solvation by one and three 2-propanol molecules

was tested. The initial geometries were set up with the solvent molecules relatively far away to

try to mimic the liquid-like solution, however the geometry optimization inevitably brought these

solvent molecules closer. The 2-propanol molecules were placed next to the functional groups

to allow for hydrogen bonding to occur. In the case of solvation by one molecule, two scenarios

were tested: one with the 2-propanol acting as a hydrogen-bond acceptor for the alcohol group

and one with the 2-propanol acting as a hydrogen-bond donor to the para -NO2 group. No change

in the excitation spectrum was observed in the latter case, and those results are not reported. For

solvation by three 2-propanol molecules, the previous two models were combined, and the third

2-propanol molecule was oriented with the alcoholic hydrogen near the ortho -NO2 group. This

same scheme was employed with water as the solvent.
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2.3 Results and Discussion

2.3.1 Experimental Absorption Spectra

The shape of the absorption spectra changed drastically for each of the nitrophenols in 2-propanol

solutions with added KOH (Figure 2.1). The absorption spectra of nitrophenols are known to de-

pend on a variety of experimental conditions,50,107 especially by changes in pH.51 The pKa values

of 7.23 (2NP), 7.14 (4NP), 4.09 (24DNP), and 0.42 (246TNP) make it possible for undissociated nitro-

phenols and nitrophenolates to co-exist in atmospheric particles. The nitrophenolates examined

in this work all exhibit a significant redshift in absorption upon the addition of a base, as antic-

ipated based on other studies.51,62,108,109 Even though the autoprotolysis constant for 2-propanol

is several orders of magnitude lower than that for water,110 all of the nitrophenols studied in this

work ionized significantly in 2-propanol with the added base. As shown in Figure 2.1(d), it was

difficult to prevent 246TNP from ionizing due to its strong acidity. The predominant species of

246TNP in 2-propanol solutions was the anion, even after acidifying with HCl at 10−3 M and 10−1

M concentrations. However, in a sample with HCl at a concentration of 5 M, the spectrum did

shift significantly toward the UV.

These spectral differences between nitrophenol and nitrophenolates could be an important

factor towards photodegradation since there is more actinic flux at these longer wavelengths,

potentially amplifying the importance of the degradation of these species relative to the neutral

counterparts. The solar flux between 400-500 nm is nearly two times stronger than the flux

in the near-UV (300-400 nm), making nitrophenolates potentially more photolyzable. However,

their photochemical quantum yields in the aqueous phase are lower than for the undissociated

nitrophenols.51 While most aerosol particles in the atmosphere are acidic, they do show a wide

range of acidities,111 and given the relatively high acidities of these molecules, it is reasonable to

expect the nitrophenolate form to be present in some environmental conditions. Moreover, these

nitrophenolates can potentially undergo a different photochemical pathway.107
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Figure 2.1: Spectrally resolved molar absorption coefficients of a) 2NP, b) 4NP, c) 24DNP, and d)
246TNP in a solution of 2-propanol with either co-dissolved KOH or co-dissolved HCl present,
as indicated by color.
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Figure 2.2: Molar absorption coefficients of 24DNP in acidified water (blue trace) and acidified
2-propanol (red trace) solutions.

Each of the undissociated nitrophenols exhibited absorption in the 200-400 nm range and

showed no remarkable differences between the absorption spectra in acidified water and acidified

2-propanol, except for 24DNP. The absorption spectra 24DNP in these two solvents are shown in

Figure 2.2, with the most notable difference being that the 260 nm peak in water is less intense

and blue-shifted to 250 nm in 2-propanol. This difference can be explained by solute-solvent

interactions, as discussed in more detail in Section 3.3.3 on calculated absorption spectra.

2.3.2 Photochemical Quantum Yields and Estimated Atmospheric Life-

times

Photochemical quantum yields, ⟨ϕ⟩, were calculated from the absorption-based rate constant

and averaged over a 100 nm window, the approximate width of the main absorption bands. The

absorption of each nitrophenol was monitored via UV/Vis for 3-5 h, depending on the reactivity

of the nitrophenol. To account for the effect of light-absorbing products, rate constants were

determined at the minimum of the normalized absorbance. This rate, k [s−1], can then be used
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Figure 2.3: Spectral flux density of the irradiation source used to initiate photochemistry in these
experiments is displayed in red. The dark blue trace shows the 24-h averaged flux for Los Angeles
(1 July 2022) simulated with the National Center for Atmospheric Research (NCAR) Tropospheric
Ultraviolet and Visible (TUV) calculator, used to estimate atmospheric lifetimes. The pale blue
trace shows the maximum flux within the 24 h window. We used the 24-h average flux for the
results reported in this paper, which is appropriate for molecules that have lifetimes exceeding 1
day. We note that for molecules with lifetimes <1 day, their actual ambient lifetime will be shorter
during the peak of the solar irradiation.

in Equation 2.2 to determine the average quantum yield,

⟨ϕ⟩ = k∫ λ2

λ1
F (λ)σ(λ) dλ

(2.2)

In this equation, F (λ) is the experimental irradiation source shown in Figure 2.3, and σ(λ) is the

absorption cross-section of the molecule. The bounds of the integration, λ1 and λ2, correspond

to the wavelengths +50 nm and -50 nm from the point of greatest decay. For example, for 4NP

the most decay in normalized absorbance occurred at 319 nm, so the integration window was

λ1 = 269 nm and λ2 = 369 nm. The only exception to this was 24DNP, which showed the most

change at 235 nm, and the integration center-point was set to 290 nm, the approximate location

of the main absorption peak. To determine estimated atmospheric lifetimes, Equation 2.2 was

rearranged to solve for k, as was done in Eq. 3.2, using the experimental ⟨ϕ⟩ and the 24-h average

Los Angeles flux as F (λ), and then taking the inverse of the rate constant to be the lifetime. A
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Figure 2.4: (a) The absorption of 24DNP collected over three hours of UV exposure, (b) the
absorption of 24DNP normalized to the absorption spectrum obtained before photolysis began,
and (c) the decrease in absorption at 235 nm, indicating loss of 24DNP, fit to Equation 2.1

comparison between the photon flux used in experiment to the simulated Los Angeles photon

flux is shown in Figure 2.3.

The reactivity of these nitrophenols in acidified 2-propanol was typically greater than in ba-

sic conditions. Quantum yields and estimated atmospheric lifetimes for all of the nitrophenols are

presented in Table 2.1. These averaged quantum yields were determined from the experimental

rate constants with Equation 2.2. In acidic conditions, 24DNP was by far the most reactive, with

a polychromatic quantum yield greater than 10−3, and comparable to previous reports in octanol.

The absorption spectra collected over 3 h of irradiation, along with the normalized absorbance

and its decay are shown in Figure 2.4. Similar treatment for each of the other nitrophenols and

nitrophenolates was used in determining each of the rate constants. In the discussion below, ref-

erences are made to various values for aqueous photochemical yields from the literature which

have been aggregated in Table 2.2.
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Table 2.1: Total photochemical quantum yields in 2-propanol and approximate organic-phase
atmospheric lifetimes for each nitrophenol (NP) in acidic and basic conditions.

Molecule Average quantum yield Atmospheric lifetime [h]
acidic conditions

2NP (4.7± 0.2)× 10−6 1000

4NP (1.04± 0.02)× 10−4 37

24DNP (2.50± 0.06)× 10−3 3.8

246TNP (8.5± 0.6)× 10−5 3

basic conditions
2NP (1.6± 0.8)× 10−6 3000

4NP (1.2± 0.0)× 10−4 4

24DNP (2.65± 0.05)× 10−5 19

246TNP (2.5± 0.4)× 10−5 3

Table 2.2: Referenced photochemical yields of undissociated nitrophenols in aqueous solutions.

Molecule ⟨ϕ⟩ Reference Conditions
2NP (6.8± 0.3)× 10−6 This work [HCl] = 10−3 M, broadband

1 ×10−4 Barsotti et al., 2017 pH = 3, broadband

4.7 ×10−6 Alif et al., 1991 pH = 2.2, monochromatic (365 nm)

4NP (9.9± 0.1)× 10−5 This work [HCl] = 10−3 M, broadband

(3.3 to 21) ×10−5 Lemair et al., 1985 pH = 2, broadband

4.3 ×10−4 Einschlag et al., 2002 pH = 2.5, broadband

(7.3± 0.5)× 10−4 Barsotti et al., 2017 pH = 3, broadband

(1.4± 0.1)× 10−4 Braman et al., 2020 pH = 3.5, broadband

24NP 1.3× 10−4 Einschlag et al., 2002 pH = 2.5, broadband

(8.1± 0.4)× 10−5 Albinet et al., 2010 pH = 2.5, broadband

(3.6 to 4.4) ×10−6 Lignell et al., 2014 Broadband

(2.1± 0.1)× 10−4 Barsotti et al., 2017 pH = 3, broadband
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In the condensed phase, both aqueous and organic, 2NP appears to be the least reactive ni-

trophenol. Our result of very low quantum yield in acidified 2-propanol greatly differs from a

reported aqueous quantum yield of 1 × 10−4 in acidified solution with a very similar radiation

source.51 We conducted a similar aqueous experiment with [HCl] = 10−3 M and found the av-

eraged quantum yield to be (6.8 ± 0.3) × 10−6. These results are in closer agreement with those

reported by Alif et al. (1991), who reported a monochromatic quantum yield of 4.7 × 10−6 at 365

nm.112

The quantum yield for 4NP in 2-propanol is in better agreement with the range of values

previously reported under aqueous conditions. Again, the reactivity in the organic matrix is not

much different than in aqueous solution. In an aqueous experiment we obtained a quantum yield

of (9.9 ± 0.1) × 10−5, which is within a factor of ∼5-8 from values reported in other works.51,113–115

To put into perspective the results in the organic phase, the lifetime of 4NP in an aqueous solution

containing co-dissolved a-pinene ozonolysis SOA compounds was ∼11 h.113 Our result of ∼37 h

in pure 2-propanol is reasonable given that 2-propanol is a less reactive partner compared to the

molecules found in SOA.

No trends were observed for the anions of each NP. In the experiment for the 2NP anion

there was a rapid shift in the spectrum during the first 45 min that appears to be caused by some

re-formation of neutral 2NP. To account for this, the fit was applied only to the data after the

first 45 min. Similar types of double fitting have been employed for other systems when it is

apparent that there is a fast process and some other slower process.43 This resulted in a more

reasonable quantum yield of (1.6 ± 0.8) × 10−6, which should be regarded as a lower limit due to

the difficulty in decoupling photodegradation from acid/base equilibrium. For 2NP and 24DNP

dissolved in 2-propanol, the yields were lower for the anions, which agrees with their photo-

chemistry in aqueous solutions.51,116 4NP reacted more under basic conditions but the difference

was negligible. Since 246TNP remained in the ionized form both in the presence of acid and base,

no comparison can be made regarding its reactivity relative to that of the undissociated molecule.
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The reactivity of the anion of 246TNP did change depending on the acidity of the solution. The

effective quantum yield for 246TNP loss under acidic conditions is ∼3 times larger than that un-

der basic conditions, however, the estimated ambient lifetime is about the same, largely due to

the impact that the presence of HCl had on decreasing the amount of absorption at wavelengths

greater than 300 nm.

It should be recognized that if multiple absorbing products are formed then Equation 2.1

will likely underestimate the loss rate constant, so the quantum yields listed in Table 2.1 likely

represent lower limits. The presence of isosbestic points in these normalized spectra indicates

minimal secondary photochemical processes occurred throughout the timescales of the exper-

iments. Normally this would also indicate that only one product is formed, however, previous

studies have observed multiple products from the photolysis of 24DNP and a similar molecule,

4-nitrocatechol, even with distinct isosbestic points in the absorption spectra.84,90 Product anal-

ysis was outside the scope of this work and the quantum yields reported here represent total

photochemical quantum yields of NP + hν → products.

The relatively low reaction rates indicate that the photochemistry has not gone to comple-

tion, except for 24DNP, within the short time scales of these experiments. This was anticipated,

as experiments with 4NP in the aqueous phase reported by Braman et al. (2020) did not reach

completion until around 10 h of irradiation.113 The exception to this was 24DNP, which is the only

NP where the loss appeared to have plateaued within the timescale of the experiment. 24DNP

also provided the most notable difference between organic and aqueous phase photochemistry.

Under acidic conditions, reported values for aqueous polychromatic quantum yields range from

10−6 to 10−4.51,84,115,116 The value of (2.50 ± 0.06) × 10−3 reported in this work strengthens the po-

sition that organic-phase photochemistry is significantly faster for 24DNP. This yield is slightly

higher than the previously reported value (1.7 × 10−3) in an octanol film, potentially due to the

lower viscosity of 2- propanol.84
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2.3.3 Simulated Absorption Spectra

Each of the nitrophenols exhibited absorption bands in the 200–400 nm range (Fig. 2.1). In the

following discussion, the experimentally observed absorption bands will be referred to as ‘A’, ‘B’,

‘C’, etc. in the order of increasing excitation energy. Table 2.3 shows the calculated excitation

energies for each nitrophenol, which bands they fall into, and their respective oscillator strengths.

All results shown in Table 2.3 account for solvent effects by using the C-PCM for 2-propanol.

Generally, the simulated spectra in 2-propanol are in good agreement with the experimental data.

The effect of the chosen basis set on the accuracy of each excitation spectrum was minimal in

comparison to the effect of the exchange functional used. For the sake of consistency, all re-

sults reported in this work come from 6-311++G(d,p). The shapes of the respective spectra are

similar between B3LYP and PBE0, but in every case, B3LYP produced lower excitation energies

than PBE0. Previous studies with similar objectives of predicting absorption spectra have bench-

marked these TDDFT methods against higher-level methods such as the Algebraic Diagrammatic

Construction (ADC(n)) with good success.117–120 The use of TDDFT/TDA worked relatively well

for all of the systems in this work, so due to computational expense higher-level methods were

not applied for these systems.

The excitation spectrum of 4NP was reproduced well with B3LYP, however, the excitation

energies of 2NP and 24DNP were better served using PBE0. It is noteworthy that 2NP and 24DNP

both have an intramolecular hydrogen bond while 4NP does not. The discrepancy between the

methods may be due to the ability of PBE0 to yield more accurate energy values for hydrogen

bonded systems.121 This, and the fact that 4NP also exhibits significantly different properties (such

as with respect to solubility and vapor pressure) from the others are the reasons for treating 2NP

and 24DNP differently from 4NP in this work.

With 246TNP being an anion under all experimental conditions, the results for simulated

spectra of the undissociated acid and the anion are presented only for the sake of completeness.
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Table 2.3: Comparison between experimental and best-simulated absorption spectra for each
nitrophenol.

System/Method Band (λexp [nm]) λsim [nm] Oscillator Strength (f) ∆λ [nm]
2-Nitrophenol
PBE0/6-311++G(d,p) A (346) 352 0.099 +6

B (272) 271 0.388 -1
C (210) 215 0.016 +5

4-Nitrophenol
B3LYP/6-311++G(d,p) A (312) 311 0.502 -1

B (225) 227 0.067 +2

2,4-Dinitrophenol
PBE0/6-311++G(d,p) A (350) 329 0.097 -21
without explicit solvation B (293) 287 0.332 -6

C (250) 261 0.376 +11
254 0.172 +4

D (212) 204 0.010 -8
190 0.160 -22

PBE0/6-311++G(d,p) A (350) 335 0.086 -15
with explicit solvation 333 0.027 -17

B (293) 296 0.206 +3
294 0.192 +1

C (250) 264 0.263 +12
256 0.304 +6

D (212) 207 0.011 -5
204 0.034 -8

2,4,6-Trinitrophenol
PBE0/6-311++G(d,p) A (342) 325 0.130 -17

312 0.025 -30
B (285) 280 0.124 -5

278 0.055 -7
273 0.025 -12
269 0.120 -16

C (245) 258 0.248 +13
249 0.113 +4
236 0.067 -9
232 0.077 -13
228 0.071 -17
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Figure 2.5: Simulated (blue) and experimental (red) absorption spectra of 2-nitrophenol (a) and
4-nitrophenol (b). The insets show the second derivative of the spectra to help identify the energy
and breadth of each band. All spectra are normalized to the most intense band.

We do not report calculations for the other NP anions as it would require a different computational

approach. Some theoretical calculations have been done with the nitrophenolates of 2NP, 3-

nitrophenol, and 4NP with the CC2 coupled cluster model, providing varying levels of accuracy

between each isomer.107 ,122 It would be important, especially for the easily ionizable 246TNP, to

expand on this work in follow-up studies. In the following sections the specific computation

results for each molecule are discussed individually.

31



2-Nitrophenol and 4-Nitrophenol

Fig. 2.5a shows the excitation spectrum of 2NP simulated at the PBE0/6-311++G(d,p) level of the-

ory. The experimental spectrum contains three distinct absorption bands, with a small shoulder

apparent in the highest energy band. The theory comes close to reproducing the bands at 346

nm and 272 nm but overpredicts the energy of the highest energy band with an excitation at 189

nm. Fig. 2.5b shows the excitation spectra for 4NP. The B3LYP simulated spectrum has the best

agreement with the experimental spectrum, unlike the other nitrophenols in this work which had

the best agreement with PBE0. Both excitation bands in the UV region are within 2 nm agree-

ment between theory and experiment. Again, the intensity of the short-wavelength band has

been underestimated and the absorption in that range is dominated by a sub-200 nm excitation.

2,4-Dinitrophenol

We found that the C-PCM solvation method, which worked reasonably well for 2NP and 4NP,

produced inferior results for 24DNP. This deviation is likely due to a combination of an increase in

complexity of the aromatic system and, more simply, there being more atoms in the molecule.123

The main shortcoming of C-PCM was underpredicting the energy of band C, which is comprised

of two excitations, one at 261 nm (major) and one at 254 nm (minor). We carried out additional cal-

culations with explicit solvation of 24DNP with up to three 2-propanol molecules to produce sim-

ulated spectra, and they were in better agreement with the experimental spectrum. The spectra

produced from these calculations are presented in Fig 2.6. Upon adding explicit solvent molecules,

the intensity of these two excitations flips, causing the shorter-wavelength excitation to become

the most intense in the band, shifting band C to give better agreement with the experimental

spectrum.

Ultimately, the spectral differences between 24DNP in aqueous and alcohol solutions could

not be completely recreated by the theory used in this work. While the errors in relative inten-
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sities could be due to the use of the Tamm-Dancoff approximation, the values for the excitation

energies themselves should be more accurate.124 It would be of interest to try more accurate meth-

ods to try to characterize the major blueshift in the C band that is observed when 24DNP is in an

alcohol matrix. With regard to the atmospheric chemistry applications, where band A is the most

critical transition to describe correctly, the results from these methods are sufficiently accurate.

This excitation is poorly resolved in experimental spectra and has been roughly assigned to 350

nm in this work. Explicit solvation slightly red-shifted this excitation to give better agreement

with experimental spectra.

2,4,6-Trinitrophenol

The simulated spectra for 246TNP and its anion are presented in Fig. 2.7. These spectra are

comprised of numerous excitations within the UV region with relatively high oscillator strengths.

In keeping with the convention used in this work, the undissociated form is presented with the

PBE0 level of theory because the optimized ground state structure contains an intramolecular

hydrogen bond. This structure is also shown in Fig. 2.7, with the notable feature of one of the NO2

groups having rotated out from the mostly planar structure. The overall shape of the spectra is

well matched, but the bands are composed of numerous excitations with various intensities. PBE0

was particularly better at predicting the excitations within the higher energy bands of 246TNP

(B and C in Table 2.3), with B3LYP having significantly over-predicted them. As was seen with

24DNP, the main shortfall of the theory is under-predicting the separation of the two maxima of

the experimental spectra, with ∼30% error in the separation between bands A and C.

2.3.4 Simulated Triplet States

Ultimately, theoretical calculations were done to better understand the role of excited triplet states

in the photochemistry of these nitrophenols in organic matrices. It has generally been assumed
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Figure 2.6: The experimental and theoretical spectra of 24DNP in 2-propanol as solvent. Panel
(a) shows the spectra overlaid on each other, and panels (b), (c), and (d) show the individual
spectra and oscillator strengths from simulations with C-PCM only, and one and three explicit
2-propanol solvent molecules, respectively.

Figure 2.7: The experimental and theoretical absorption spectra of 246TNP as a neutral (a) and
anionic (b) species in 2-propanol. The insets of these plots show the second derivatives of the
absorption spectra. The optimized structures of the neutral form of 246TNP are shown in (c) and
(d), with the latter having been rotated to show the rotation of the non-planar -NO2 group.
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that the photochemistry of nitrophenols goes through a triplet state, given that relaxation pro-

cesses from excited singlet states are very fast in the condensed phase, as previously shown for

nitrobenzene.93,94 Triplet state lifetimes of nitrophenols are short and difficult to measure experi-

mentally.125 Previous studies found that 2NP is likely to undergo intersystem crossing via S1 to T3

followed by rapid (less than 0.1 ps) internal conversion to T1.126 Takezaki et al. found that the T1

lifetimes (in benzene solvent) of 2NP and 4NP were 900 and 500 ps, respectively.125 These ultra-

short excited-state lifetimes are a common characteristic of these nitroaromatic type molecules,

and it is surprising that they have enough time to react before returning to the ground state via a

nonreactive and nonradiative relaxation pathway.85,95,127–130 While there is no information about

the photophysics of 24DNP, it is reasonable to expect the excited state lifetimes would be compa-

rable to those of 2NP and 4NP. Given that 24DNP has the most efficient photochemistry, it would

be of interest to directly study the photophysics of 24DNP with time resolved laser spectroscopy.

The calculated vertical excitation triplet state energies, ET1 , for 2NP, 4NP, and 24DNP are

presented in Table 2.4. The energies for 2NP and 4NP agree with those reported from calculations

with the CAS-SCF method.125 Though it is likely for these NPs to each enter the triplet manifold

via an S1 →Tn>1 ISC process, the T1 state should still be the longest lived and most likely to

react photochemically.126,131 The role of the triplet state in hydrogen abstraction by nitrophenols

is not clear, though it is noteworthy that the energies of T1 and the average quantum yields both

increase in the order of 2NP < 4NP < 24DNP. The values of these energies are comparable to

those found from chromophore dissolved organic matter, where the “high-energy” triplets were

shown to be 2.6–3.1 eV.132 The differences in energy, ∆EST, between T1 and S1 are also shown,

to aid in providing insight into the stability of the T1 states.

The reactivity of the triplet state in nitroaromatics was reported early on for nitrobenzene,

and the reactive part of the molecule was proposed to be the –NO2 group.93,94 Theoretical studies

of nitrobenzene and nitrophenols have observed similar importance of the –NO2 group toward

photochemistry.85,131,133 Though it has been difficult experimentally to trap the reaction in this
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Table 2.4: TDDFT energies for the first excited triplet and singlet states of each nitrophenol

Molecule ET1 [eV] ∆EST [eV] (T1−S1)
C-PCM 2-propanol water 2-propanol water

2NP 2.721 2.708 -0.804 -0.808

4NP 2.839 2.812 -1.141 -1.163

24DNP 3.077 3.071 -0.689 -0.690

24DNP (with explicit solvent) 3.035 3.018 -0.669 -0.692

246TNP 3.194 3.191 -0.622 -0.624

state, studies have found photoreduction products after irradiation.84,134,135 Figure 2.8 displays

the highest-strength natural transition orbital (NTO) pairs for the T1 state of 24DNP. In these

ππ∗ transitions, most of the electron density gets shifted to the -NO2 groups upon excitation,

particularly in the orbitals for pair #2, supporting the suggestion that this is where the H-atom

abstraction likely occurs. The same transition in water (as compared to 2-propanol) results in

less electron density being shifted into the –NO2 group, with the hydroxyl group retaining some

electron density. In addition to the fact that 2-propanol has less strongly bound hydrogen atoms

than water, this shift in electronic structure of the T1 state of 24DNP could be playing a role in

its enhanced reactivity towards alcohols.
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Figure 2.8: Natural transition orbitals for the first excited triplet state of 2,4-dinitrophenol cal-
culated at the PBE0/6-311++G(d,p) level of theory and depicted with an isovalue of 0.05. A com-
bination of explicit solvation (shown) and C-PCM was used to simulate a 2-propanol (red box) or
water (blue box) solution.

2.4 Conclusions

This work has compared the photochemistry of nitrophenols in 2-propanol to that in water to

better understand their photochemical transformations in atmospheric organic particles. Experi-

mental measurements of the quantum yields for polychromatic photodegradation showed nitro-

phenols do not follow a well-defined trend with the number of nitro groups in the molecule. Of
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the molecules studied, 24DNP with two nitro groups turned out to be far more photolabile than

nitrophenols with one or three nitro groups. Theoretical calculations were performed to charac-

terize the excited states of these nitrophenols, and how they vary between aqueous and organic

solutions. Theoretical absorption spectra were in good agreement with experimental spectra,

with the predicted excitation energies typically falling within 5 nm from the experimentally ob-

served absorption bands. The relative energies of each nitrophenol’s T1 state did not show a

strong dependence on solvent.

While 2NP and 4NP showed little difference in reactivity in water versus 2-propanol, 24DNP

showed a significant (factor of 100 to 1000) increase in photochemical quantum yield in 2- propanol,

in agreement with previous studies of 24DNP photochemistry. Therefore, 24DNP should be the

most reactive nitrophenol among the primary and secondary atmospheric organic aerosol parti-

cles.

The undissociated nitrophenols generally had higher quantum yields than their deproto-

nated counterparts (as measured by comparing photochemistry in the presence of acid and base),

with the exception of 4NP which had effectively the same quantum yield in acidic and basic so-

lutions. In light of this, it is fair to say that the condensed-phase photochemical loss of 2NP, 4NP,

and 246TNP is not highly dependent on the chemical environment: 2NP degrades minimally in

either case, 4NP shows minimal change between water and 2-propanol, and 246TNP is always in

the anion form in solution. The most drastic solvation difference is observed in 24DNP, resulting

in a significant change to its absorption spectrum and reducing its ambient lifetime to just a few

hours.

In summary, organic-phase photochemistry deviates the most from that in the aqueous

phase for 24DNP, which appears to be a special case in the nitrophenol family. Analysis of the

natural transition orbitals suggests that, at least for the lowest triplet state of 24DNP, the presence

of alcohol solvent molecules results in more electron density on the –NO2 groups, potentially ac-

counting for its enhanced reactivity. It would be of interest to investigate these solvent effects
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further, perhaps with more viscous solvent systems where the –NO2 groups have less of an ability

to reorganize after the excitation.
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Chapter 3

Photochemical Degradation of

4-Nitrocatechol and 2,4-Dinitrophenol in

a Sugar-Glass Secondary Organic Aerosol

Surrogate

The roles that chemical environment and viscosity play in the photochemical fate of molecules

trapped in atmospheric particles are poorly understood. The goal of this work was to characterize

the photolysis of 4-nitrocatechol (4NC) and 2,4-dinitrophenol (24DNP) in semi-solid isomalt as

a new type of surrogate for glassy organic aerosol, and compare it to photolysis in liquid water,

isopropanol, and octanol. UV/Vis spectroscopy was used to monitor the absorbance decay to de-

termine the rates of photochemical loss of 4NC and 24DNP. The quantum yield of 4NC photolysis

was found to be smaller in an isomalt glass (2.6× 10−6) than in liquid isopropanol (1.1× 10−5).

Both 4NC and 24DNP had much lower photolysis rates in water than in organic matrices suggest-

ing that they would photolyze more efficiently in organic aerosol particles than in cloud or fog

droplets. Liquid chromatography in tandem with mass spectrometry was used to examine photol-
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ysis products of 4NC. In isopropanol solution, most products appeared to result from oxidation of

4NC, in stark contrast to photoreduction and dimerization products which were observed in solid

isomalt. Therefore, the photochemical fate of 4NC, and presumably of other nitrophenols, should

depend on whether they undergo photodegradation in a liquid or semi-solid organic particle.
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3.1 Background

Secondary organic aerosol (SOA) is a complex mixture of different organic molecules, which can

have a wide range of properties depending on formation mechanisms and environmental con-

ditions. While SOA includes both gaseous and condensed-phase compounds, the term SOA is

frequently used to refer only to the condensed phase, and we will follow the same convention

in this paper. Models predict that the viscosity of SOA spans several orders of magnitude over a

relatively small temperature range.136 Both field measurements and laboratory studies have sug-

gested that SOA exists as a viscous semi-solid or an amorphous glassy solid under low relative

humidity and/or low temperature conditions, raising important questions about the effects of vis-

cosity on atmospheric chemistry.52,137–140 Viscosity has been shown to influence processes such as

gas-particle partitioning, particle growth, the dynamics of coalescence of particles, and diffusion

of molecules through SOA particles.141–150 Since condensed-phase photochemical processes often

include diffusion and secondary reactions of the photochemical reaction intermediates, the rate

of photochemical processes in particles may also depend on viscosity. Though there have been

recent studies investigating the effects of SOA viscosity on the photochemistry of select organic

molecules, detailed characterization of photodegradation pathways of organic molecules in SOA

has remained difficult due to the complex nature of the SOA material.53,84

The first goal of this work is to investigate the photochemistry of 4-nitrocatechol (4NC)

under conditions representative of glassy SOA, to determine the rate of photochemical loss and

propose products from photolysis. For comparison purposes, we also revisit the photochem-

istry of 2,4-dinitrophenol (24DNP) that was previously examined in water and in organic sol-

vents.53,84,116 4NC is an important component in light-absorbing brown carbon.7 ,12,34,35,67 Both pri-

mary and secondary biomass burning organic aerosol (BBOA) have been found to contain 4NC,

with a strong winter-time correlation to levoglucosan.151 Secondary sources are thought to be

more prevalent in the summer, formed via reactions of lignin pyrolysis products with NO2.151

Field studies have shown that 4NC is especially prevalent in BBOA, mostly close to the com-
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bustion source.10,12,20,31,33,37 ,152 24DNP is also commonly observed in ambient particles, alongside

4NC.58 Laboratory studies have also shown that 4NC, 24DNP, and related nitrophenols and ni-

trocatechols represent an important component in SOA generated through oxidation of aromatic

compounds by NO3 radicals or by OH in the presence of NOx.38,153

Previous studies of 4NC photochemistry focused on its behavior in gaseous phase and in

aqueous solutions. Work by Zhao et al. (2015) looked at the pH dependence of 4NC aqueous phase

photolysis by simulated sunlight and found the rate of photolysis to be quicker in a more acidic

environment.70 The photolysis rate was measured by quantifying the rate of photoenhancement

at 420 nm. These experiments also looked at the effects of adding an OH scavenger, with results

supporting the notion that photochemical loss of 4NC happens through photolysis. Hems &

Abbatt investigated the aqueous photooxidation of 4NC and other nitrophenols by OH, produced

by photolysis of hydrogen peroxide.71 In presence of OH, an initial increase in light-absorption by

the solution was observed, with bleaching occurring over longer periods of time. This eventual

decrease in color was not observed by photolysis alone (i.e., without the source of OH). These

results have been attributed to an initial functionalization of 4NC by addition of OH followed

by ring-opening and fragmentation, with the latter leading to the decrease in visible absorbance.

While these authors concluded that direct photolysis is slower than OH oxidation under aqueous

conditions, this conclusion cannot be generalized to conditions found in a highly viscous organic

particle, where OH reactivity is expected to be limited to the surface.74

Photolysis of 24DNP was previously examined, and found to be much slower in water (poly-

chromatic quantum yield of 8.1 × 10−5) compared to organic solvents (polychromatic quantum

yield of 2 × 10−3 in octanol).84,116 The photolysis rate of 24DNP was found to be suppressed

by increasing the viscosity of the organic matrix.84 In contrast to 24DNP, the viscosity effects

on photochemistry of 4NC have not been examined yet, which represents an important gap in

knowledge considering that the atmospheric abundance of 4NC is higher than that of 24DNP.
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When 4NC (or 24DNP) is trapped in an SOA particle, we expect the photoexcited 4NC to react

predominantly with neighboring organic compounds via hydrogen abstraction. These reactions

of nitrophenols can be classified as “indirect photolysis” since secondary reactions of the excited

states generate the final products. In this paper we use a more general term “photodegradation”

to encompass both direct and indirect photochemical processes occurring in the system. The

hypothesized mechanism is shown in Reactions 3.1-4, where 4NC* represents a triplet excited

state of 4NC (the short-lived singlet excited state is omitted for simplicity).

4NC + hν → 4NC* Reaction 3.1

4NC* → 4NC + heat Reaction 3.2

4NC* + R-H → 4NC-H + R Reaction 3.3

4NC-H → photoproducts Reaction 3.4

Matrix viscosity is expected to play a role in Reaction 3.3 by limiting the diffusion of 4NC* to a

reaction partner, an organic molecule with easily-abstractable hydrogen atoms. Examples include

aldehydic hydrogen atoms, or hydrogen atoms attached to alpha-carbon atoms in alcohols, which

can be stabilized in the carbon-centered radical (CCR) from of the hydrogen atom donor. We also

expect that the R radical produced in Reaction 3.3 will go on to react and form various biproducts,

making SOA composition even more complex. The lifetime of 4NC* has not been reported in the

literature, but the triplet state lifetimes in similar compounds like nitrophenols were observed

to be less than one nanosecond.125 On this short time scale, a highly viscous matrix could lead

to a significant decrease in photoreactivity by hindering the ability of 4NC* to reorient itself for

an optimal reaction with a suitable hydrogen atom donor. Viscosity could also play a role in the

excited state dynamics leading to the formation of 4NC* by impacting the intersystem crossing

efficiency from the excited singlet state to the triplet state.154 Lignell et al. (2014) measured the

effects of viscosity on the photochemistry of 24DNP, finding that a more viscous α-pinene SOA

material led to stronger temperature and humidity dependence of the 24DNP photodegradation

rate compared to less viscous octanol.84 These were rather difficult experiments because of the
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small amount of SOA material – it is challenging to produce more than a few hundred micrograms

of SOA with common aerosol science approaches.

In view of the experimental challenges of working with SOA material, the second goal of this

work is to provide a convenient way to overcome the difficulty of photochemical experiments in

viscous organic matrices by using a proxy organic material that resembles the physical and chem-

ical properties of SOA. For this, we seek a semi-solid or glass organic matrix in which we can eas-

ily deposit a photolabile organic molecule of interest. Previous studies have considered octanol,

citric acid, and sucrose as suitable candidates for organic aerosol mimics.51,53,155–157 The use of

sucrose as an SOA surrogate was motivated by findings that reported presence of carbohydrate-

like molecules in ambient particles.158,159 This work shows that isomaltitol (the structure of this

sugar alcohol is shown in Fig. 3.1) can be used as an SOA surrogate that is in many ways su-

perior to sucrose. Isomaltitol, commonly referred to as just isomalt, is predominately used as a

sugar substitute in candies, baked goods, and pharmaceuticals.160 Like sucrose, the functional-

ity of isomalt is limited to hydroxyl groups, which is only one of the many types of functional

groups present in SOA (such as carboxylic acids or aldehydes). However, this compound is ex-

ceedingly easy to work with since it has relatively low glass transition and melting temperatures,

59◦C and 142◦C respectively,161 and forms optically transparent glasses. Further, isomalt is ther-

mally stable and does not decompose upon melting, unlike most other carbohydrates.161 Isomalt

is made up of an equimolar mixture of the diastereomers α-D-glucopyranosido-1,6-sorbitol and

α-D-glucopyranosido-1,6-mannitol, a structure that has many abstractable hydrogen atoms re-

sulting in stabilized CCR. These properties, combined with the expectation that isomalt will be

photochemically inactive on its own, make isomalt a very convenient surrogate for experimental

studies of photochemistry in glassy SOA.
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Figure 3.1: The chemicals used in this work. Photolysis was conducted on 4-nitrocatechol
(4NC) and 2,4-dinitrophenol (24DNP). These molecules were photolyzed in four different solvents,
namely water (not displayed), octanol (not displayed), isopropanol, and isomalt (also known as
isomaltitol). The structures of the materials used for the solvents have red highlights indicating
the locations of the most easily abstractable hydrogen atoms, due to the relative stability of the
resulting carbon-centered radical products.
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3.2 Methods

3.2.1 Glass Preparation

Isomalt glass was prepared by melting isomalt (food-grade, CK Products). In a beaker, ∼7 g of

isomalt were heated slowly on a hot plate. Initial experiments included a thermometer to monitor

the temperature, but this was cumbersome due to the stickiness of the isomalt. It appeared to melt

around 115°C. These initial experiments proved that keeping the hot plate set to low-medium heat

was sufficient to keep the isomalt from burning. With these settings, the isomalt powder melted

within 3-4 min. Isomalt that was overheated (>120°C) for long periods of time, approximately 5

min, would begin to turn yellow, and would eventually begin turning brown/black if burned.

The mass of isomalt was measured each time so that a sample volume could be estimated

using the density of the glass. A measurement of the isomalt density was done by melting 2.50

grams of isomalt in a graduated cylinder, producing a volume of 1.54 mL upon solidification,

giving a density of 1.62 g/cm3. This is similar to the density of sucrose (1.6 g/cm3), so in all

calculations a density of 1.6 g/cm3 was used.

A 210 µL aliquot of a 40 mM 4NC aqueous solution was added to the molten isomalt and was

then swirled until the yellow color of 4NC was evenly distributed. The resulting concentration

of 4NC in the glass was approximately 2 mM (millimoles of isomalt per 1000 cm3 of glass). The 2

mM concentration was chosen to produce an absorbance of the order of one (transmittance of 0.1)

at near-UV wavelengths. Given that typical glasses had a thickness around 1 mm, we aimed at

a 4NC concentration that was ten times greater than an analogous experiment in a 1 cm cuvette

would require.

The glass could only be formed reliably if the amount of water added to isomalt was < 500

µL. The formation of a glass seemed to be hindered by the addition of too much water, resulting

in an isomalt slurry that failed to fully solidify. For example, the addition of 1-2 mL of water
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created glasses that would harden but retained air bubbles and appeared cloudy. The use of highly

concentrated aqueous stock solutions allowed for spike volumes less than 500 µL which was a

good threshold for maintaining an optically transparent glass. The spike volumes of 100-500 µL

added to 9 g of isomalt worked well for glass preparation purposes (in all kinetics experiments

210 µL of 40 mM stock solution was used for consistency).

We also tried to add solid 4NC to isomalt before melting, thus eliminating water altogether,

but this method was inferior compared to adding a solution of 4NC to molten isomalt as described

above. When 4NC was added directly as a dry powder a low-viscosity yellow oil would form and

would fail to homogeneously mix with the isomalt. There were minimal apparent issues with

this kind of phase separation with adequately small additions of the stock solutions.

A drop of the molten isomalt/4NC mixture was poured onto a round fused silica window

(Edmund Optics, 25 mm diameter, 2.3 mm thickness) and then immediately covered with a second

window. The second window was held on the edges and pressed firmly by hand onto the molten

glass, resulting in the glass cooling rapidly and solidifying. When being pressed, the isomalt glass

would often form small fractures. To alleviate this issue, the sandwiched samples were heated

directly on a hot plate until the fractures had fused together. This heating step also served to even

out the thickness of the isomalt/4NC glass sample. The reheating was done for as short of a time

as possible, less than a minute, to avoid overheating the isomalt. If left on the heat source for

too long, the sample would begin to bubble between the windows and also pour off the sides. A

reference for the UV/Vis was prepared by pouring pure molten isomalt without added 4NC onto

a window and following the same procedure.

The same procedure outlined above was used to prepare 24DNP/isomalt samples, using a

350 µL aliquot of a 15 mM 24DNP (99.4%, Sigma Aldrich) aqueous solution to add to the molten

isomalt.
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3.2.2 Safety Considerations

Preparation of isomalt glass requires the handling of hot glassware, the pouring of molten iso-

malt, and dealing with sharp isomalt glass. Heat-resistant gloves should be worn when handling

glassware containing molten isomalt. Care should be taken when pouring or mixing the molten

isomalt, as contact with the skin can cause severe burns. Rapid cooling of isomalt can result in the

formation of sharp edges and needle-like pieces. For this reason, avoid washing glassware con-

taining isomalt glass by hand. We have found it simple to dispose of isomalt samples by carefully

transferring the molten glass to a suitable heat-proof waste container.

3.2.3 Photochemistry Setup

Experiments in the solid state were carried out using a custom apparatus (Fig. 3.2). The decay

of 4NC in an UV-irradiated isomalt/4NC glass was monitored from the change in the UV/Vis

absorption spectrum, recorded using an Ocean Optics DH-2000-DUV light source (the source has

both D2 and W lamps but only D2 lamp was used), optical fibers and an Ocean Optics USB4000

spectrometer. Ocean Optics SpectraSuite was used to operate the spectrometer in “scope” mode.

Measured intensities were averaged from 5 scans and the integration time was set in the range

of 40-90 ms, depending on the thickness of the sample. Exported data was then averaged with a

∼1 nm boxcar filter using MATLAB.

Photolysis was also conducted in octanol in order to validate previously reported results

for 24DNP.84 These samples were prepared by dispensing a 10 µL drop of either 20 mM 4NC or

24 mM 24DNP in octanol onto a SiO2 window and gently laying another window on top. The

resulting film between the windows had an estimated thickness of 25 µm. The solid state UV/Vis

setup was used to analyze these samples.
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Photolysis experiments in bulk solutions were carried out to compare to solid-state photoly-

sis. These experiments were done directly inside a Shimadzu UV-2450 UV/Vis spectrophotometer

operated with Shimadzu UV Probe 2.34 software. 4NC was dissolved in water or isopropanol to

get a concentration of 40 µM. The solution was placed in a standard 10 mm cuvette and remained

inside the spectrophotometer for the duration of the experiment while being irradiated from

above. A pure solvent was used as a reference.

For both solid-state and liquid phase experiments, photolysis was done by irradiating each

sample with light from a 150 W Xe arc lamp (Newport 66902 lamp housing). The radiation reach-

ing the sample was filtered by reflecting the output of the Xe lamp off a 280-400 nm dichroic

mirror and directing it through a Schott WG295 long-pass filter and a Schott BG1 UV band-pass

filter. The remaining radiation in the 290-450 nm range was directed through a liquid light guide

(Edmunds #53-691) onto the solid sample at a 15 degree angle (Fig. 3.2). The use of the liquid

light guide reduced the filtered lamp power by 75% but permitted easy switching between solid

and liquid state setups. The photon flux density of the light exiting the light guide and reaching

the sample can be found in Figure 3.3.

3.2.4 Product Analysis

Following photolysis, the sandwiched windows were placed in a beaker with around 15 mL of

deionized water to cover the top of the stack. The windows were kept in the water for up to a

couple of hours to allow the isomalt to fully dissolve. The resulting solution was light-yellow

in color. Once the windows were removed, the sample solutions were placed in a rotary evap-

orator and the volume was reduced to about 1 mL. Samples were then transferred into 300 µL

glass vials. Product analysis was conducted with a Thermo Scientific Vanquish Horizon ultra

performance liquid chromatograph (UPLC) in line with a Vanquish Horizon photodiode array

(PDA) spectrometer and a Q Exactive Plus high resolution mass spectrometer (HRMS). A heated
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electrospray ionization (HESI) source was used to generate ions for HRMS and was used solely

in negative ion mode. The HESI capillary temperature was set to 300°C and a spray voltage of

2.5 kV. The scan range was 50-750 m/z units. The PDA was set to measure absorbance between

190-682 nm.

HRMS data was processed using the Thermo Scientific software Freestyle 1.6. For each run, a

sample was collected and analyzed before and after photolysis, allowing for detection of photoly-

sis products. Each photolysis sample analyzed in the UPLC/HRMS had a “photolysis blank” which

was the remaining 4NC/glass mixture after sample preparation. Virtually no other peaks were

observed other than 4NC in these non-photolyzed glass samples, suggesting thermal degrada-

tion was not a major issue. Molecular formula assignments by Freestyle were confirmed with the

MIDAS Formula Calculator version 1.2.3 and were within 2 ppm mass tolerance. Since Freestyle

places no restrictions on the number of C, H, N, or O atoms, the advantage of the Formula Calcu-

lator was that it helped enforce the correct valence rules and avoid unphysical formulas. All other

elements were excluded from formula assignments since neither 4NC nor its solvent contained

them.

3.3 Results and Discussion

3.3.1 Molar Extinction Coefficient Measurements

The molar absorptivity of 4NC has been reported in aqueous solution at various pH values.162

Though the absorption spectrum of 4NC in solid isomalt had a similar shape to the spectrum

in an acidic aqueous solution, experiments were conducted to determine the molar absorptivity,

ε, of 4NC in isomalt. Previous studies with nitrophenols observed broadening and red shifting

of nitrophenols absorption bands when bound (adsorbed) to aerosol particles.50 Since the path

length of the sample could be easily measured using digital calipers, the absorbance of 4NC in
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isomalt of a fixed concentration was measured at various sample thicknesses (b). Equation 2.1

was used to determine ε from measured absorbance, A(b), for a fixed concentration C = 2.07 mM

(Fig. 3.4).

A(b) = ε bC (3.1)

The molar absorptivity at the peak of the 350 nm absorption band was found to be (7.5 ± 0.6) ×

103 M−1 cm−1, which is comparable to the previous reported value of 6800 M−1 cm−1 at 347 nm

for 4NC in a pH = 2.0 aqueous solution.162 A comparison to an acidified solution is relevant since

the acid suppresses ionization of 4NC anion, which has a different absorption spectrum.

The wavelength-dependent molar extinction coefficients are shown in Figure 3.4. These

spectra were produced by dividing the measured absorbance spectra by the concentration and

path length of their respective samples. For 4NC in isomalt, the molar extinction coefficients

were calculated from an average of five samples of varying thicknesses. Shading represents a

95% confidence interval from these samples. The low values for 4NC in isomalt below 250 nm are

likely due to instrumental limitations in UV transmission in the solid UV/Vis setup. The molar

extinction spectrum shown for 4NC in isopropanol was produced from an absorption spectrum

of a 172 µM solution. We note that absorption spectra of 4NC in isopropanol at much lower

concentrations had a visible secondary peak at 430 nm as a result of partial ionization of 4NC (for

example, Fig. 3.9). The shape of the absorption spectra are similar but the spectrum in isomalt

displays a bathochromic shift of the order of 5 nm from 345 nm in liquid isopropanol to 350 nm

in solid isomalt.
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3.3.2 Photochemical Kinetics

The rate of photochemical loss of 4NC and 24DNP was monitored by following the decay in

absorbance of the glass or solution. An example of the absorption spectra recorded throughout

photolysis of 4NC in isomalt is presented in Fig. 3.5, and spectra of 4NC during photolysis in

isopropanol are shown in Fig. 3.9. Figure 3.5b shows the same spectra in Fig. 3.5a normalized to

the initial absorbance at t = 0, and the decay of this normalized absorbance at 370 nm shown in

Fig. 3.5c. Results from 4NC in octanol are provided at the end of this chapter in the same manner

in Fig. 3.13, and results from 24DNP in octanol and isomalt are provided in Fig. 3.10 and Fig. 3.11.

3.3.3 Photochemical Quantum Yields

For optically thin samples, the first-order photolysis rate constant k can be related to the pho-

tolyzing radiation parameters as follows:

k =

∫
ϕ(λ)σ(λ)F (λ)dλ (3.2)

The normalized absorbance can be modeled by Equation 3.3.

A(t)/A(t = 0) = C + (1− C) exp (−kt) (3.3)

which assumes that 4NC has a first-order decay forming a single product with a different absorp-

tion spectrum and no secondary photochemistry. The presence of the isosbestic point (near 340

nm in isomalt) in the data supports the assumption that only one product contributed to absorp-

tion in addition to 4NC (but does not exclude formation of additional weakly-absorbing products).

The fitting parameter C represents the ratio of the molar extinction coefficient of the photolysis

product to that of 4NC at the monitored wavelength and k is the first-order rate constant. Ideally,

C should be zero at the observation wavelength but it is not achievable in practice. The wave-
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lengths used for fitting the decay in the normalized absorbance were selected at point within the

4NC absorption peak that had the greatest decrease from the initial absorbance, where C should

have the smallest value. The chosen wavelengths varied between different matrices, with the

largest decreases in absorbance occurring around 350 nm in isopropanol (Fig. 3.9) and octanol

(Fig. 3.10) and around 370 nm in isomalt (Fig. 3.5b). For 24DNP (Fig. 3.11 & Fig. 3.12), the largest

change was at 290 nm in octanol and 260 nm in isomalt.

On the timescale used in these experiments (3 to 5 h), we observed significant loss of 24DNP

absorbance but absorbance of 4NC reduced by less than 30% (Fig. 3.5). Due to this, there was

increased correlation between k and C , resulting in large uncertainties for k measured for 4NC.

Experiments were not conducted at longer timescales to avoid any secondary photochemistry of

primary photolysis products. For short time scales, Equation 3.3 simplifies to Equation 3.4.

A(t)/A(t = 0) = 1− k(1− C)t (3.4)

While the linear fit is more robust, it does not make it possible to determine k and C indepen-

dently, and as such we report the product k(1 − C) in Table 3.1. The rate constants k from the

exponential fit and k(1 − C) from the linear fit listed in Table 3.1 were similar in magnitude,

hinting that C at the selected wavelengths was relatively small. In cases where C could be reli-

ably obtained from the fit, the average fitted value of C at 350 nm obtained from three trials of

4NC in isomalt was 0.014, whereas the fits in octanol and isopropanol yielded values of C around

10−6. Therefore, in all cases, quantum yields were calculated from the more precise linear fit rate

constants, assuming C ≈ 0.

The incident photons are represented by the spectral flux, F (λ), shown in Fig. 3.3, and the

wavelength-dependent molecular absorption cross section is σ(λ). Since photolysis was done

with a broadband light source, represented by the spectral flux density F (λ), it is impossible to

extract the wavelength dependence of the quantum yield from these data. An effective (polychro-
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matic) quantum yield, ⟨ϕ⟩ was determined by factoring it from the integral and integrating the

remaining over a small wavelength range. In this work, the interval of integration was limited to

300-400 nm for 4NC, approximately 50 nm on either side of the main 350 nm peak in absorbance.

Using the same logic for 24DNP, the interval 240-340 nm was used in octanol and isomalt. These

intervals were used to encompass the main absorption bands of these molecules. Under this as-

sumption, the effective quantum yield averaged over the wavelength integration range can be

determined by the following equation.

⟨ϕ⟩ = k∫ λ2

λ1
F (λ)σ(λ) dλ

(3.5)

The polychromatic quantum yields are listed in Table 3.1. Results from triplicate experiments of

4NC photolysis in isomalt are shown in Table 3.2. The isomalt matrix appears to have good re-

producibility in the photolysis experiments, which is an important factor for using as a surrogate

for SOA photochemical studies.

Table 3.1: Rate constants and quantum yields from photolysis of 4NC and 24DNP in various
matrices

Molecule Matrix k [s−1] / 10−5 k(1− C) [s−1] / 10−5 ⟨ϕ⟩ / 10−5 Lifetimea

4NC isomalt (solid) 5 ± 3 1.8 ± 0.1 0.26 ± 0.02 24 days

octanol (film) 3.2 ± 0.2 2.7 ± 0.1 0.40 ± 0.01 16 days

isopropanol (sol’n) 5.4 ± 0.3 4.1 ± 0.2 1.07 ± 0.07 5.8 days

water (sol’n) 0.09 ± 0.02 0.11 ± 0.03 0.013 ± 0.003 1 year

24DNP isomalt (solid) 2.9 ± 0.7 36 ± 8 4 h

octanol (film) 44 ± 3 180 ± 10 1.2 h

20.4(1)b 200b

SOMc (film) 47.3(8)b not reportedb

water (sol’n) - 0.4

8.1 ± 0.4c
aEstimated atmospheric lifetime. bReferenced from Lignell et al. with a different lamp power.84 cSecondary organic

material. c Referenced from Albinet et al.116 Errors in this work represent the error from the fitted equation.
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Table 3.2: Rate constants and quantum yields from triplicate experiments with 4-nitrocatechol
in isomalt glass

Experiment # k [s−1] / 10−5 k(1− C)[s−1] / 10−5 ⟨ϕ⟩ / 10−5

Trial 1 1 ± 7 1.5 ± 0.1 -b

Trial 2 1 ± 4 1.2 ± 0.1 2 ± 8

Trial 3 5 ± 3 1.4 ± 0.2 8 ± 5
aPolychromatic quantum yield calculated from k values. bQuantum yield could not be calculated due to large

uncertainty in Trial #1.

3.3.4 Matrix effects on the 4NC and 24DNP photodegradation

Table 3.1 shows that rate constants varied depending on the local environment. For photolysis of

4NC, the reaction was the slowest in an aqueous environment ⟨ϕ⟩ = 1.3 × 10−7 and proceeded

faster in solid isomalt (2.6× 10−6) and even faster in liquid octanol (4× 10−6) and isopropanol

(1.1× 10−5). With the drastic difference between organic matrices and water, it is possible that

while also being less reactive, water is more effective at quenching excited 4NC* (Reaction 2).

Although the photochemical degradation in the organic solvents was slower in the isomalt glass

than in liquid alcohols, it was still significantly quicker than in water. Despite the glassy nature

of isomalt, photochemistry was not fully suppressed inside the isomalt matrix.

To put these results in perspective, we compare the measured quantum yields to a previous

study by Lignell et. al (2014), who conducted experiments with 24DNP in both octanol and α-

pinene secondary organic material (SOM).84 Within experimental uncertainties, we obtained the

same polychromatic quantum yield in octanol (1.8 × 10−3) as Lignell et al. (2 × 10−3). Our quan-

tum yield of 24DNP in isomalt (3.6 × 10−4) was lower than that in octanol. Although quantum

yields were not reported for 24DNP in SOM by Lignell et al., their photolysis rate in SOM was

twice of the rate in octanol. Since our observed quantum yields in isomalt and octanol followed

the opposite trend, we predict that the glassy isomalt matrix is less reactive than α-pinene SOM

in terms of reactivity with the triplet state of 24DNP.
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Using the experimentally determined quantum yields, we estimated photochemical lifetimes

of 4NC and 24DNP in the Los Angeles atmosphere from the reciprocal of the calculated rate con-

stants from Equation 2.2. The 24-hour average spectral flux density, F (λ), for Los Angeles, Cali-

fornia (34° N, 118° W) on 20 June 2017 was simulated using the National Center for Atmospheric

Research (NCAR) Tropospheric Ultraviolet and Visible (TUV) calculator. The photolysis lifetimes

for 4NC in octanol and isomalt were found to be 16 and 24 days, respectively. These fall within the

range of the lifetimes of the overall brown carbon (BrC) absorption coefficient of BBOA, reported

as 10-41 days by Fleming et al. (2020).34 However, in their work, they found the photochemical

lifetime of 4NC in chamise fire BBOA to be ∼12 hours, which they regarded as a lower limit. The

slower photolysis of 4NC in octanol and isomalt glass suggest that organic molecules found in

BBOA are even more efficient in reacting with triplet state 4NC than alcohols are.

The lifetimes of 4NC with respect to OH oxidation have been evaluated by Hems & Abbatt.71

In the aqueous phase the lifetime was measured to be 4.7 h, assuming [OH] = 1 × 10−14 M, and

in the gaseous phase it was estimated to be 88 h (3.7 days), assuming [OH] = 1 × 106 cm−3. With

the slow photolysis rate of 4NC in water, photolysis is not competitive with OH oxidation in the

aqueous phase. However, photolysis in the organic phase occurs at a more comparable rate to

gaseous OH oxidation. Therefore, the loss of 4NC could be controlled by photolysis when it is

trapped in a highly viscous organic particle. The photolysis lifetimes for 24DNP are considerably

shorter, 1.2 hours in octanol and 4 hours in isomalt under Los Angeles summer conditions. Con-

sidering that 24DNP is less volatile than 4NC, and therefore more likely to partition in particles,

the photolysis of 24DNP in organic particles should be an important, and possibly the dominant

loss mechanism for this molecule.
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3.3.5 Photoproduct Analysis

Total ion current (TIC) chromatograms produced from samples from before and after photolysis

in both the isopropanol and the isomalt samples are shown in Figure 3.6. Figures 3.13 and 3.14

(at the end of the chapter) show select PDA absorption spectra of the products for photolysis in

isopropanol and isomalt, respectively.

A summary of the observed photoproducts suggested by UPLC-PDA-HRMS analysis of 4NC

photolysis samples is presented in Figure 3.7. We have observed different sets of products in the

liquid and solid matrices. In solution, the primary photoproducts observed appear to correspond

to an addition of -OH to 4NC (C6H5O4N → C6H5O5N). It is important to note that experiments

in isopropanol were open to the air, making it impossible to definitively tell if the -OH addi-

tion was from the isopropanol solvent. Exposure to oxygen could have influenced formation of

these oxidation products, through singlet oxygen formation or HOx generated by the 4NC-H.163,164

4NC has three distinct hydrogen atoms in the aromatic ring but both isopropanol/aqueous and

isomalt/aqueous solutions had only two peaks for C6H5O5N, suggesting two of three possible

isomers are formed from this reaction. Due to a lack of analytical standards of these compounds,

the preferred isomers could not be confirmed. The UV/Vis absorption spectra corresponding to

these C6H5O5N products are shown in Figure 3.4. The earlier eluted peak for this mass has a

peak absorbance at 345 nm, while the spectrum of the later peak shows two maxima, one at 325

nm and one at 400 nm. It is possible that all three isomers of the -OH addition to 4NC are being

formed but is impossible to confirm with a lack of published absorption spectra for two of the

three isomers.

In contrast to experiments in solution, 4NC embedded in isomalt appears to have formed

some dimers of 4NC. Although the melted isomalt/4NC mixture appeared as one phase, it is

possible that 4NC were forming complexes together in the matrix promoted by π-π stacking

interactions (this would be consistent with the observed small bathochromic shift in isomalt, Fig.
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3.4). The proximity between two 4NC molecules would promote 4NC*+4NC reaction instead

of 4NC*+isomalt reaction, as the H atoms on the hydroxyl groups in catechols are also easily

abstractable. Signal for 4NC dimers in the non-photolyzed candy was very low, so it is unlikely

that heating caused excessive dimerization. It has been reported that inside of a viscous organic

particle, diffusion of oxygen into the particle is minimal, giving rise to persistent radicals and

allowing for radical recombination between neighboring 4NC-H.155

The isomalt matrix appears to have also yielded the oxygen loss product (C6H5O4N →

C6H5O3N), which could be the replacement of -OH with -H or the loss of an -O from the -NO2

group. The PDA UV/Vis spectrum had a pronounced peak at 322 nm shown in Fig. 3.14). A peak

at this absorbance is not characteristic 2-nitrophenol in aqueous solution.51,83 A study of aque-

ous 4-nitrophenol photolysis showed an absorbance maximum at 325 nm, which is relatively

close.83,113 However, we only observed a single isomer of C6H5O3N in single ion chromatograms,

which is an argument against assigning this product to 4-nitrophenol. Absorption spectra of 4-

nitrosocatechol could not be found in the literature. The absorption spectrum for 4-nitrosophenol

has been reported with a maximum around 300 nm.165 If the additional OH group causes the

same red-shift in absorption between 4-nitrosophenol and 4-nitrosocatechol as it shows between

phenol and catechol, it is likely that 4-nitrosocatechol is being observed.166,167 Furthermore, the

fragmentation spectrum of the ion corresponding to C6H5O3N (Fig. 3.8) contained a peak cor-

responding to the loss of NO, but no peak corresponding to the loss of -NO2. Therefore, we

assigned the photoproduct observed here to 4-nitrosocatechol, as indicated in Figure 3.8. Nitroso

compounds are highly reactive, so 4-nitrosocatechol is likely to proceed to secondary products,

but may have stuck around due to being restricted in the glassy matrix.

24DNP was also observed as a product unique to photolysis of 4NC in isomalt (C6H5O4N →

C6H4O5N2). A single peak was eluted for C6H4O5N2 with a corresponding PDA UV/Vis spectrum

that peaks at 260 and 290 nm (Fig 3.14g). This product is somewhat unexpected, as it would require

a direct swap of -OH for -NO2. If this replacement happened in two steps, we would expect to
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also observe products corresponding to loss of -OH. As previously discussed, loss of -OH was not

evident. Further, for 24DNP to be the product the -OH loss intermediate would have needed to

be 2-nitrophenol, which was ruled out based on the UV/Vis spectrum. If 24DNP is being formed

as a product of 4NC photolysis, it seems most likely that it is occurring in a direct 4NC*+4NC

reaction.

Finally, the chromatogram contained peaks that could not reasonably come from 4NC, for

example, peaks corresponding to neutral formulas C6H10O4, C8H14O4, C9H16O4, and C12H14O4.

Hydrolysis of isomalt would yield glucose, mannitol, and sorbitol (all C6H12O6), which none of the

observed formulas correspond to. Dehydration of the glucose, mannitol, or sorbitol components

of isomalt does not explain observation of C6H10O4. The C6H12O6 → C6H10O4 transformation

would require loss of H2O2. This implies that the photoreduction of 4NC could lead to peroxide

formation in the isomalt matrix, similar to how irradiation of nitro-polycyclic aromatic hydro-

carbons has been shown to lead to peroxide formation in methyl lineolate.168 Oxygen could have

potentially entered the matrix as air bubbles during sample preparation. Although oxygen is

expected to be depleted quickly by free radicals, a small portion would have been available for

reaction.169 The mechanistic details of this process will be explored in future studies.

3.4 Implications

This work uses isomalt as a proxy for a glassy SOA matrix. The use of isomalt provides a simple

preparation of a photolysis medium that, by itself, is optically transparent and photochemically

stable. Our experiments on photochemistry of 4NC and 24DNP show that candy-like isomalt is a

convenient matrix for reproducible photochemical experiments and product analysis. This simple

method opens new avenues for atmospheric condensed-phase photochemical experiments, not

only on nitrophenols, but on other photochemically active organic compounds.
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We observe that photodegradation rates of 4NC and 24DNP in solid isomalt are comparable

to those in liquid octanol and isopropanol. This is an important result demonstrating that pho-

tochemistry of nitrophenols can occur even when they are trapped in a highly viscous organic

particles. The estimated photochemical lifetimes of 4NC in the organic phase are comparable to

those of OH oxidation in the gas phase. For 24DNP, the major loss mechanism will be dependent

on the viscosity of the organic particle it is trapped in.

The different types of products for 4NC photolysis in isopropanol and isomalt represent

another important result of this work. In isopropanol, only products corresponding to the addi-

tion of -OH groups are observed. In contrast, photolysis in isomalt glass results in 4NC dimer-

ization, and formation of products corresponding to an addition of -NO2, or loss of -OH from

4NC. There is evidence of photoreduction of 4NC, which is an uncommon process for the highly

oxidizing atmospheric environment, and produces highly-reactive nitroso compounds. Varying

photoproducts between the solid and liquid environment have implications for understanding the

environmental fates of nitrophenols, with products being dependent on the specific environment

nitrophenols are exposed to during their atmospheric transport.
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Figure 3.2: Apparatus used for solid state photolysis. The broadband probe radiation coming
from the D2/W source had a significantly smaller power output than the Xenon lamp used for
photolysis and did not contribute to photolysis.

Figure 3.3: Photon flux density F (λ) (photons cm−2 s−1 nm−1) of the filtered Xenon arc lamp
used for photolysis. Spectrum was calculated from the spectral irradiance measured with a Stel-
larNet BLACK-Comet spectrometer. The measurement was taken after the light guide, with the
same setup used for photolysis.
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Figure 3.4: Beer’s law plots for 4NC in (a) isopropanol solution and (b) isomalt glass at the
peak of the absorption spectrum (347 nm for 4NC in isopropanol and 350 nm for 4NC in solid
isomalt). The concentration was fixed in the isomalt experiments at 2.07 mM and each data point
corresponds to a new preparation of glass. The intercept for both fits was fixed to the origin. (c)
Molar extinction coefficient as a function of wavelength for 4-nitrocatechol in (black) isopropanol
and (blue) isomalt glass. Shading around the isomalt trace represents a 95% confidence interval
from five measurements.
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Figure 3.5: Plot of the absorption spectra of 4NC in isomalt glass obtained at different times
during photolysis (a), the same absorbance spectra normalized to the absorbance at t = 0 (b), and
the decay in normalized absorbance at 370 nm (c). Notable features of this dataset are the growth
of absorbance at wavelengths below 340 nm and above 400 nm, as well as the decay around the
350 nm band of 4NC.

Figure 3.6: Total ion current chromatograms from UPLC-HRMS analysis 4-nitrocatechol/isomalt
glass samples before and after photolysis. Molecular formula assignments are provisional and
represent the molecular species eluted at that peak retention time.
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Figure 3.7: Products formed during photolysis of 4-nitrocatechol in an isopropanol solution
(left) and an amorphous isomalt glass (right). The structural assignments presented should be
considered provisional.

Figure 3.8: MS/MS spectrum for m/z = 138.02 with outputs from the molecular calculator over-
layed for the major peaks in the mass spectrum. The parent ion corresponds to C6H4O3N−, which
could be either nitrophenol or 4-nitrosocatechol. The peak labeled with a gold star corresponds
to loss of -NO from the parent, suggesting the 4-nitrosocatechol structure. A peak corresponding
to the loss of -NO2 would be at m/z = 92, but it was not observed. More complex fragmentation
processes are also taking place corresponding to the loss of N, NH, HCN, and HCNO.
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Figure 3.9: Absorption spectra recorded during photolysis of a 40 mM solution of 4NC in iso-
propanol (a), absorption spectra from (a) normalized to the absorbance at t=0 (b), and the decay
in normalized absorbance at 370 nm with an exponential fit (c). The fit in (c) was done relative
to the 30 min mark when the absorbance first started to decrease. We note that in this example
4NC solution in isopropanol is not acidified, and some ionization of 4NC occurs producing the
4NC anion band at 420 nm. The anion’s band disappears faster, and we start our fit in (c) after
this band is gone. We have not explored the effect of acid-base equilibrium on photolysis in this
work as the focus was on photolysis in isomalt, where such anion formation did not occur.

Figure 3.10: Plot of the absorption spectra of 21 mM 4NC in an octanol film obtained at different
times during photolysis (a), the same absorbance spectra normalized to the absorbance at t = 0 (b),
and the decay in normalized absorbance at 350 nm (c). Strong growth in absorbance was observed
between 250-300 nm, as well as above 400 nm. Low absorbance values at 400+ nm cause noise in
the normalized absorbance (an artifact of normalization that can be disregarded).
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Figure 3.11: Plot of the absorption spectra of 24 mM 24DNP in an octanol film obtained at
different times during photolysis (a), the same absorbance spectra normalized to the absorbance
at t = 0 (b), and the decay in normalized absorbance at 290 nm (c).

Figure 3.12: Plot of the absorption spectra of 24DNP in isomalt glass obtained at different times
during photolysis (a), the same absorbance spectra normalized to the absorbance at t = 0 (b), and
the decay in normalized absorbance at 290 nm (c). Measurements were taken every 7.5 minutes
due to expectations of quick reactivity based on findings in octanol. The fit in (c) was applied
only after 30 minutes into photolysis due to a lack of decay during that time.
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Figure 3.13: Selected ion current chromatogram for the m/z 170.0096 photolysis products (top)
of 4NC in isopropanol and associated UV/Vis PDA spectra with the product retention times (bot-
tom). The product eluted around 7.96 min has a distinct peak at 330 nm. The product around 8.24
min has a broad absorption band with a peaks at 325 nm and 400 nm.
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Figure 3.14: UV/Vis PDA spectra of products formed from photolysis of 4NC in isomalt glass.
Each PDA spectrum was recorded approximately 0.07 min before the MS retention time. Formula
assignments are calculated from the largest m/z value at each peak retention time.
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Chapter 4

Ultrafast Excited-State Proton Transfer in

4-Nitrocatechol: Implications for the

Photochemistry of Nitrophenols

Nitrophenols are a class of environmental contaminants that exhibit strong absorption at atmo-

spherically relevant wavelengths, prompting many studies into their photochemical degradation

rates and mechanisms. Despite the importance of photochemical reactions of nitrophenols in the

environment, the ultrafast processes in electronically excited nitrophenols are not well under-

stood. Here, we present an experimental study of ultrafast electron dynamics in 4-nitrocatechol

(4NC), a common product of biomass burning and fossil fuel combustion. The experiments are

accompanied by time-dependent quantum mechanical calculations to help assign the observed

transitions in static and transient absorption spectra, and to estimate the rates of singlet-to-triplet

intersystem crossing. Our results suggest that electronic triplet states are not efficiently popu-

lated upon 340 nm excitation as efficient proton transfer occurs in the excited state on a time

scale of a few ps in water and tens of ps in 2-propanol. The following suggests that triplet states

do not play a significant role in the photochemical reactions of 4NC in the environment and, by
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extension, nitrophenols in general. Instead, consideration should be given to the idea that this

class of molecules may serve as strong photoacids.
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4.1 Background

Nitrophenols and their derivatives, especially 4-nitrocatechol (4NC), have been identified as some

of the strongest chromophores within various types of light-absorbing organic aerosols in the

atmosphere (also known as “brown carbon”).2,5,7 ,12,20,31,33,35,38,41,70,153,170 In atmospheric samples, the

reported mass concentrations for 4NC may exceed those of other nitrophenols by factors from ten

to one hundred.28,30 Laboratory studies of organic aerosol produced from common anthropogenic

molecules such as benzene and toluene have also been shown to yield significant amounts of

4NC.43,171 With the environmental prevalence of 4NC, and its versatile solubility, it has become a

popular model of brown carbon for laboratory studies.70–72 Although the photochemistry of 4NC

has been studied before, the mechanisms behind the excited-state dynamics that take place in

photochemical reactions of para- nitrophenols, such as 4NC, are not as fully explored as their

ortho- nitrophenol counterparts.85,86,92,133,172,173

Photochemistry of nitrophenols and other nitroaromatics is commonly assumed to pro-

ceed through the excited triplet state manifold,126,173,174 based on the notion that they would ex-

hibit similar photochemical characteristics to nitrobenzene.125 The earliest studies of nitroben-

zene identified photoreduction products from photochemistry conducted in alcohol solutions,

namely 2-propanol, with evidence of hydrogen abstraction from 2-propanol as the likely reaction

pathway.93,127 ,175 Similar conclusions have been extrapolated to many other nitrobenzene deriva-

tives.53,135,176 No studies, however, have been able to definitively prove that the degradation of

4NC occurs via a direct reaction of its triplet state, leaving a possibility that photodegradation

could occur through some other pathway such as charge or proton transfer in the excited singlet

state manifold.177

Though the ultrafast dynamics have not been studied in 4NC specifically, relevant experi-

ments have been done with nitrophenol isomers, predominately 2-nitrophenol. Takezaki et. al.

used a transient grating approach to observe sub-ns transient signals in 2-nitrophenol, assigned to
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its triplet state, and finding quantum yields for singlet-to-triplet intersystem crossing (isc) ≥ 0.86

for 2-, 3-, and 4-nitrophenol in a nonpolar solvent.125 A study by Ersnt et. al. using time-resolved

photoelectron spectroscopy on 2-nitrophenol supported previous observations by Takezaki et.

al. and determined triplet state lifetimes of 0.1 ns and 0.5 ns in 2-propanol and in n-hexane,

respectively.85 Leier et. al. studied electron dynamics of 4-nitrophenol in aqueous solutions us-

ing conventional ultrafast transient absorption spectroscopy and found that the excitation to the

lowest-energy band of 4-nitrophenol results in deprotonation at sub-nanosecond timescales, even

under acidic (pH = 3-5) conditions.62 Given that the most acidic proton in 4NC is the one in the

para position from the nitro group,99 the occurrence of similar ultrafast deprotonation in 4NC

could have implications for the photochemical degradation of this molecule in the environment.

The main goals of this work are to examine the initial steps in 4NC photochemistry and study

the effect of solvent on these processes. To this end, we have studied 4NC in both water and 2-

propanol by means of ultrafast transient absorption spectroscopy over a broad spectral range.

Experiments are accompanied by quantum chemical calculations using time-dependent density

function theory (TDDFT) to determine and confirm the origins of the observed transients. We

show that the excited 4NC undergoes a rapid proton transfer in both water and in 2-propanol,

with only a small fraction of photoexcited 4NC relaxing in the triplet state. As a result, photoex-

cited 4NC is not expected to react through the triplet state and instead may behave as a photoacid

on picosecond timescales.

4.2 Materials and Methods

4.2.1 Experimental Methods

Transient absorption spectroscopy experiments were conducted with 0.6 mM solutions of 4-

nitrocatechol (4NC, Acros Organics, 97%) in aqueous (Milli-Q ultrapure) and 2-propanol (Fisher,
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HPLC grade, 99.9%) solutions in a 2 mm quartz cell (Starna Cells, Spectrosil). The experiments

were performed in standard non-collinear pump–probe fashion. The fundamental pulse at 800

nm (100 mW, 1 kHz) was partially focused on a CaF2 plate to generate a white-light continuum

for use as the probe pulse. Output of the femtosecond amplified system (Spitfire Ace, Spectra-

Physics, MKS Instruments) was coupled to an optical parametric generator/amplifier to produce

a 680 nm pulse, converted by a BBO crystal to 340 nm (0.5 mW) that was utilized as the pump

beam. The time delay between pulses was scanned by a delay line (Newport, MKS Instruments),

and the transient signal at each spectral component was recorded with a CCD-equipped spec-

trometer (Oriel, Newport, MKS Instruments). Excitation conditions generated transient signals

that were confirmed to be in a linear regime for the detector response. The data indicate a probe

pulse chirp of 500 fs mainly affecting wavelengths below 500 nm due to third-order nonlinear

dispersion in CaF2 crystal. This limits the possibility of quantitative analysis of the initial sub-ps

dynamics, i.e., rise and build up of the transient signals, but does not affect interpretation of pro-

cesses occurring on a picosecond timescale. The data presented in this work are from solutions

which were air saturated and analyzed without any alteration of the intrinsic pH. Although the

presence of dissolved oxygen could reduce the observed triplet state yields, the effects of energy-

transfer to oxygen is expected to be minimal for short-lived triplets.93 We confirmed, there are

no appreciable indicators of signal arising from reactions with dissolved oxygen from a trial after

purging with N2. Static absorption spectra of the same solutions were collected using a Shimadzu

UV-2450 spectrophotometer.

4.2.2 Computational Methods

The Q-Chem 5 quantum chemistry package was used in for the theoretical calculations in this

work.96 Geometry optimizations and TDDFT calculations were performed using the PBE0 hy-

brid exchange functional and the Pople 6-311+G(d) basis set.98,178 Other functionals were tried,

such as CAM-B3LYP, X3LYP, and M06-2X, however PBE0 produced vertical excitation energies
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which had excellent agreement with the experimental spectra. The initial geometric configura-

tion chosen to optimize was chosen based on the most stable conformer from Cornard et. al.99 The

conductor-like polarized continuum model (C-PCM) was used to account for solvation, with the

default specifications used in Q-Chem. Simulated excitation spectra were produced using Gaus-

sian distributions for each spectral line with FWHM = 43 nm. Orbital analysis was done with the

generation of Natural Transition Orbitals (NTOs) in Q-Chem. The Alpha NTOs calculated within

random-phase approximation were visualized in IQmol at a contour value of 0.05 Å−3. From the

character of the orbitals in these orbital images, inferences were made toward the most probable

isc partners. The rates of isc, knisc, between the first excited singlet state, S1, and the lower energy

triplet states Tn (n=1-3) can be expressed using Fermi’s golden rule.179

knisc =
2π

h̄
|⟨Ψ(S1)|ĤSO|⟨Ψ(Tn)⟩|2 ρ(∆E, λ, T ) (4.1)

A similar method was previously employed for 2- and 4-nitrophenol.180 The bracketed term

is the square of the spin-orbit coupling (SOC) matrix elements, which can be calculated directly

in Q-Chem. ρ(∆E,λ,T) is the Franck-Condon (FC) weighted density-of-states,

ρ(∆E, λ, T ) =
1√

4πλkBT
exp

(
−(∆E + λ)2

4λkBT

)
(4.2)

where ∆E represents the energy difference between S1 and Tn at their respective nuclear co-

ordinates, and λ (often referred to as the reorganization energy) is the relative energy of the

Tn state at the nuclear coordinates of the S1 state. All calculations were performed at T = 300

K. Values for ∆E and λ were obtained by geometry optimization of the TDDFT excited states,

in which the Tamm-Dancoff Approximation (TDA) needed to be used to overcome issues with

imaginary roots in full TDDFT optimizations. Though TDDFT has been shown to work well

with small molecules, it is recognized that the accuracy of TDDFT in determining the geometries

of excited states is less accurate than coupled-cluster singles and doubles (CCSD).181,182 It is also
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recognized that full TDDFT often underestimates the stability of charge-transfer states, which

are present in nitroaromatics,128,174,183 though use of TDA may help in this regard.184,185 If charge-

transfer states are present in 4NC, the incurred errors will be directly dependent on the amount

of charge-transfer character for each state.186

4.3 Results and Discussion

4.3.1 Indications from theoretical calculations

Figure 4.1 shows the measured static absorption spectrum of 4NC overlaid with the result from

the ground-state TDDFT simulation. The experimental and modeled absorption spectra are in

good agreement in terms of both the peak positions and overall shape, as demonstrated in the

Figure 4.1 inset using the second derivatives of the spectral data. The best match to experimental

observations has been achieved using PBE0/6-311+G(d) for modeling. The peaks at 347, 299, and

230 nm are assigned to excitations into S1, S3 and S5 states, respectively. Excitations into S2 and S4

are not visible due to their negligibly small oscillator strengths predicted by the calculations. The

extended data set of the molecule’s energy structure and the oscillator strengths for transitions

from S0 into states up to S5/T5 are presented in Table 4.1 (with 2-propanol C-PCM) and 4.2 (with

water C-PCM).

The potential energy diagram in Figure 4.3 (Fig. 4.4 for water) was used to identify starting

coordinates for excited-state geometry optimizations, keeping in mind the -NO2 group in excited-

state nitroaromatics often exhibits a twisted form.125,129,183,187 The minimized geometries for the

planar S0 and twisted S1 are shown in Figure 4.2. Accordingly, Figure 4.3A shows that S1 energy is

reduced by twisting the -NO2 group, which is especially noticeable at torsion angles greater than

50°. The S1 state energy is minimized further by the pyramidalization of the -NO2 group as shown

in Figure 4.3B. The obtained angles at the minimum for each state were used for the initial step
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Figure 4.1: Simulated absorption spectrum for 4-nitrocatechol at the TD-PBE0/6-311+G(d) level
of theory (black trace) compared to the experimental absorption spectrum (red trace). The exper-
imental spectrum was collected in 2-propanol, and the simulated spectrum employed C-PCM to
mimic such conditions. The spectra are normalized to the peak value of the lowest-energy band
at 347 nm.

Figure 4.2: Minimized geometries of the ground state and first excited state in 4NC.

77



Table 4.1: Vertical excitation energies (VEEs) from time-dependent density functional theory
calculations for the ground state of 4NC at the TD-PBE0/6-311+G(d) level of theory with a C-
PCM for 2-propanol.

State Total energy [au] VEE [eV] VEE [nm] Oscillator Strength (f)
S1 -586.5985057 3.5706 347.2 2.017 × 10−1

S2 -586.5832187 3.9866 311.0 1.733 × 10−7

S3 -586.5770892 4.1534 298.5 1.764 × 10−1

S4 -586.5589382 4.6473 266.8 4.039 × 10−4

S5 -586.5316219 5.3906 230.0 1.296 × 10−1

T1 -586.6355414 2.5628 483.8 0

T2 -586.6166768 3.0761 403.0 0

T3 -586.6033993 3.4374 360.7 0

T4 -586.6021297 3.4720 357.1 0

T5 -586.5809496 4.0483 306.3 0

Table 4.2: Vertical excitation energies (VEEs) from time-dependent density functional theory
calculations for the ground state of 4NC at the TD-PBE0/6-311+G(d) level of theory with a C-
PCM for water.

State Total energy [au] VEE [eV] VEE [nm] Oscillator Strength (f)
S1 -586.6002712 3.5514 349.1 1.930 × 10−1

S2 -586.5842646 3.9870 311.0 3.437 × 10−7

S3 -586.5787231 4.1378 299.6 1.806 × 10−1

S4 -586.5596949 4.6556 266.3 4.449 × 10−4

S5 -586.5325425 5.3944 229.8 1.275 × 10−1

T1 -586.6374488 2.5398 488.1 0

T2 -586.6175373 3.0816 402.3 0

T3 -586.6043871 3.4394 360.5 0

T4 -586.6038340 3.4545 358.9 0

T5 -586.5821313 4.0450 306.5 0
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of TDDFT/TDA excited-state geometry optimizations. SOC constants between S1 and (T1-T5) are

shown as a function of torsion and pyramidalization in Figure 4.3C and 4.3D. It is important to

note that in Q-Chem the labels of each state do not account for energetic crossings and may reset

to the ordering of states at each TDDFT/TDA calculation. Energetic rearrangement of states may

be the cause of large variations in SOC constants in 4.3D. The optimized geometries of each state

are provided in Appendix C.

The SOC constants and the corresponding knisc values estimated using Eq. 4.1 are provided

in Table 4.3. The strongest coupling is obtained for S1-T3 states, but only for the initial geometry.

This follows nicely with El-Sayed’s rules,188 as analysis of the natural transition orbitals (NTOs,

Fig. 4.5) predicts ππ* and nπ* characters for S1 and T3, respectively. The rate constant for S1-T1

isc is effectively zero, which is common for states with large energy differences when using a

Gaussian distribution in ρ(∆E,λ,T).189 While the S1-T3 isc transition is expected to be the fastest,

the estimated isc rate constant for S1-T3 too low resulting in a long lifetime (τ ≈ 22 ns) that

far exceeds a timescale observable with the ultrafast methods in this work. It is important to

note that the use of Eq. 4.1 relies on the Condon approximation, which assumes that there is a

negligible change in the electronic coupling with geometric reconfiguration between initial and

final states.190 It is clear from Figure 4.3C that the Condon approximation alone is not enough

to estimate electronic coupling. This is also evident from smaller than expected knisc values in

Table 4.3, especially for T1 and T2. Further computational studies could evaluate the inclusion of

second-order spin-orbit coupling elements toward achieving more accurate isc rate estimates for

this system.191,192

Although not evident in the FC excitations, a deeper analysis of the NTOs in Fig. 4.6 reveals

the development of twisted intramolecular charge transfer (TICT) character as 4NC assumes the

S1 geometry. Despite working well for the electronic structure from the ground state, PBE0 could

ultimately fail to estimate the stability of the charge-transfer states. The Coulomb-attenuated

functional CAM-B3LYP has been shown to yield significant improvements toward predicting
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Figure 4.3: The effects of torsion and pyramidalization of the -NO2 group in 4-nitrocatechol,
starting from the ground-state geometry. The total energy for each state (S0-S3 and T1-T5) are
shown in panels A and B and the spin-orbit coupling constants for S1-(T1-T5) are shown in panels
C and D, as calculated at the TD/TDA-PBE0/6-311+G(d) level with a C-PCM for 2-propanol.

80



Figure 4.4: The effects of torsion and pyramidalization of the -NO2 group in 4NC, starting from
the ground-state geometry. The total energy for each state (S0-S3 and T1-T5) are shown in panels
A and B, as calculated at the TD/TDA-PBE0/6-311+G(d) level with a C-PCM for water.
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Figure 4.5: Natural transition orbital (NTO) pairs calculated at the TD-PBE0/6-311+G(d) level of
theory. The transitions for S1, T1, and T2 are all of ππ* nature, while T3 is the only one to exhibit
nπ*. As discussed in the main text, this has positive implications toward the probability of isc
from S1 to T3.
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Figure 4.6: NTO pairs calculated at the TD-PBE0/6-311+G(d) level of theory at the minimum
geometry of the S1 state, the twisted conformer of 4NC. T4 is included because it appears that it
is the T3 nπ* transition in the Franck-Condon conformer, and that the Franck-Condon T4 moves
lower than the Franck-Condon T3 at S1 geometry.
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Table 4.3: Spin-orbit coupling constants (TD-PBE0/6-311+G(d)) and estimated rate constants for
intersystem crossing for S1 to Tn transitions of 4-nitrocatechol in 2-propanol

Transition (S1-Tn) Spin-orbit coupling constant [cm−1] knisc (S1-Tn) [s−1]
with PBE0/6-311+G(d)

T1 0.235 1.84 × 10−1

T2 0.346 1.36 × 102

T3 15.3 4.53 × 107

with CAM-B3LYP/6-311+G(d)

T1 0.298 3.25 × 10−7

T2 0.309 2.88 × 103

T3 0.810 5.95 × 104

the properties of charge-transfer type molecules.193–195 With this in mind the aforementioned

calculations with PBE0 were also done with CAM-B3LYP and the analogous results are shown

in Fig. 4.7 within the TDA. Interestingly, the FC excitation of S0 → S1 is blue-shifted nearly 40

nm compared to experimental observations and what is predicted by PBE0. Optimization of S1

with CAM-B3LYP does also favor the TICT form, which is again higher in energy relative to the

ground state compared to PBE0. Rough estimates of knisc from the triplet-state minima in Fig. 4.7

yield isc rate constants even lower than those PBE0 (Table 4.3). In summary, it seems the choice

of the functional does not result in significant changes in the isc rate constant estimation.
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Figure 4.7: Vertical excitation spectra (A) from the minimized ground state of 4NC and the effect
of torsion angle and pyramidalization angle of the -NO2 on the potential energies of excited
singlets and triplets in 4NC with a C-PCM for water at TD/TDA-CAM-B3LYP/6-311+G(d) level
of theory.
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Figure 4.8: Transient absorption contour plots of 4-nitrocatechol pumped at 340 nm. Panels A
and B show the full experimental time trace collected over 3000 ps, illustrating the rise of signal
between 400 and 450 nm. Panels C and D are zoomed in on the first 100 ps of the ultrafast signal.

4.3.2 Identification of transient signals

The transient absorption spectra obtained from 4NC in water and 2-propanol are shown as a false

color map in Figure 4.8. Figures 4.8A and 4.8B show transient absorption (∆OD) for the full 3000

ps measured after the excitation, while Figures 4.8C and 4.8D are focused on the initial 100 ps

time dynamics. There is a striking difference between the transient signals in 2-propanol and

water – the transients in water are shorter-lived than in 2-propanol.

Figures 4.9A-C shows dynamics for 4NC in water. The transient signal build-up occurs in

under 1 ps at 440 nm. The absorption features at these timescales are likely the result of twisted

intramolecular charge transfer (TICT), which indeed should occur at sub-ps timescales in other

nitroaromatics.187 The presence of an isosbestic point at 510 nm in Figure 4.9A (blue/violet traces)

is indicative that the sub-ps state converts into a new state manifesting itself as a broad absorption
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Figure 4.9: Individual transients observed at various times during the ∼3 ns experiment. The
time intervals for each subpanel were chosen in an attempt to highlight the unique spectra which
appear at different times. Panels A, B, and C are data from aqueous experiments, and panels D,
E, and F are data from 2-propanol experiments. The delay times are indicated in each panel by
trace color.
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band from 400 nm to 600 nm. This absorption feature dissipates within the next 10 ps reaching

a steady plateau (Figure 4.9C). The sustained signal has a resemblance to the observations for

4-nitrophenol, a structurally similar molecule to 4NC, by Leier et. al., where a similar absorption

spectrum at longer time scales has been assigned to the anion of 4-nitrophenol.62 Hence, we

hypothesize that this new state could be a result of intermolecular excited-state proton transfer

(ESPT) from 4NC to the solvent. This is of particular interest, as these signals appear not only in

water but also in less polar 2-propanol.

The spectral evolution for 4NC in 2-propanol is shown in Figures 4.9D-F. Again, the TICT

appears to be present at early delay times. In contrast to the spectral dynamics in aqueous solu-

tion, a new excited-state absorption band (yellow curve in Fig. 4.9D) is formed in a few ps, which

is likely the result of rapid S1-Tn isc after the reorientation of the -NO2 group. This underlines an

important difference between the aqueous and organic solvents, as isc did not seem to occur in

the former. The theoretical calculations suggest that the isc destination is either T1 or T2, though

this is difficult to confirm experimentally. Following isc, the excited-state absorption within the

triplet manifold (Fig. 4.9E) evolves toward an absorption band similar to the one that appeared

between in water (Fig. 4.9B). This absorption feature decays with τ ≈ 58 ps in 2-propanol and

τ ≈ 2 ps in water. This further confirms the notion that signals at longer times (420 nm, 3 ns)

appear to be associated with similar chemical species in both solvents. Most likely it corresponds

to excited-state absorption by a higher excited state in the anion, which we will denote as X−
∗ in

Figure 4.10.

To support our conclusions about facile ESPT in 4NC, Figure 4.11 shows transient spectra

at 3000 ps in both solvents overlayed with the static absorption spectra of singly- and doubly-

deprotonated 4NC recorded in water. The static spectra were measured by titrating aqueous 4NC

with potassium hydroxide, and the spectrum pH dependence is shown in Figure 4.12. The mono-

deprotonated anion of 4NC, or 4NC−, has a maximum in the same region at 425 nm. Assuming

4NC− is being formed in both solutions, the slower-evolving transient signal being observed in
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Figure 4.10: Schematic diagram representing the solvent-dependent excited state dynamics ob-
served with 4NC. The left shows 4NC undergoing ESPT while still in a singlet state in water, and
the right shows 4NC first going through isc prior to ESPT.

Figure 4.11: Overlayed spectra of the long-lived transient absorption signal in 2-propanol
(salmon) and water (violet) on the left axis with the extinction spectra of the mono- (dashed)
and doubly- (dotted) deprotonated forms of 4NC on the right axis.
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Figure 4.12: UV/vis absorption spectra of 4NC at a range of pH values, from the ’native’ pH of
4NC in water to 12.4 adjusted by KOH. Two deprotonations are observed, first from the #1 C atom
to form 4NC− and subsequently from the #2 C atom (per IUPAC convention).

2-propanol is not surprising. Water is a much more efficient acceptor for excited-state intermolec-

ular proton transfer than alcohols, leading to a significantly faster transfer.196

4.3.3 Ultrafast rates of isc and ESPT

Figure 4.13 compares the time dynamics for 4NC in 2-propanol and water, at the probe wave-

lengths roughly corresponding to the appearance and subsequent disappearance of excited-state

absorption. The data have been fitted using single exponential functions with time constants

being reported in Table 2. We note, it is not possible to precisely determine time constants for

each transformation due to the strong overlap of their broad spectral lines. With absorption by

X−
∗ overlapping (yellow trace in Fig. 4.9E) with the signal by Tn (475 nm, black/blue traces in

Fig. 4.9E), the decay lifetime reported for Tn would be an upper limit for the transition from Tn

to X−
∗ . At 525 nm, the signal decays with a time constant τ ≈ 24 ps, perhaps a better estimate

for the timescale of ESPT in 2-propanol. The only transient signal that can be quantitively an-
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Figure 4.13: Transient absorption traces the longest-lived triplet signals by 4NC in 2-propanol
(top) and water (bottom). The broken x-axis is used to illustrate the rapid decay of the triplet
state. The left x-axes show the initial rise of signal within 10 ps. The overlayed dashed lines are
the results of fitting the signal

Table 4.4: Wavelengths of maximum change in absorbance and effective lifetimes of transient
processes in 4-nitrocatechol

Species Description Maximum ∆OD Wavelength τdecay [ps]
2-propanol

TICT S1 Neutral excited state 405 nm n.d.a

Tn Neutral excited state 475 nm 6 ± 1

X−
∗ Anion excited state 405 nm 58 ± 2

water
TICT S1 Neutral excited state 440 nm n.d.

X−
∗ Anion excited state 405 nm 1.7 ± 0.1

aThese lifetimes were not determined due to the overlapping of absorption signals or too rapid change.
The uncertainty provided is a 95% confidence interval from the fit.

alyzed for 4NC in water is associated with X−
∗ decay within 1.7 ps, which effectively represents

the overall transient response. As such times are exceedingly short for spin forbidden transitions,

we hypothesize, ESPT is a primary mechanism of decay and occur in both solvents on ultrafast

timescales.

The striking contrast in time scales of the ESPT process in aqueous and 2-propanol solutions

(Figure 4.13) is clear. Due to the complexity of transient spectrum and significant overlap of

the broad absorption bands, the ESPT rates cannot be precisely determined from the current
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experimental data. However, a rough estimate can be made based on decay times at 405 nm

(∼2 ps), putting the ESPT rate constant at ∼5 × 1011 s−1. This ultrafast rate approaches what is

believed to be the upper limit of ESPT rates at ∼1013 s−1 reported previously.197–199 Since water

is a much more effective base than 2-propanol, it allows for ESPT to occur almost immediately

after the TICT. In contrast, the lag in ESPT in 2-propanol allows for isc to the triplet manifold to

take place, after which the ESPT occurs from a triplet state.

The transient absorption signals at 550-600 nm range do not fully vanish within 3 ns, sug-

gesting a small population remains in a triplet state. In previous work on broadband photochem-

ical degradation of 4NC in 2-propanol,90 it was believed triplet 4NC would decay by abstracting

a hydrogen atom from 2-propanol. The observed effective photochemical degradation yield was

found to be ∼10−5 for the loss of 4NC in 2-propanol. This suggests that either the triplet state has

a low quantum yield, or it is not reactive with the solvent. The energies of the T1 (2.6 eV), T2 (3.1

eV), and T3 (3.4 eV) states are lower than the C-H bond energy (4 eV), hence the presence of the

energy potential barriers is also likely to limit such a process. If due to the dominant ESPT pro-

cess only a small fraction of the excited molecules remains at the triplet state, this would explain

relatively slow, yet observable, photodegradation in 4NC.

Ultrafast time scales of ESPT in 4NC indicate the role of triplet states toward the environ-

mental photochemistry of 4NC and other nitrophenols may be minimal. Some studies have iden-

tified nitrosophenol compounds as potential intermediates in the photodegradation of nitrophe-

nols,53,82,90,112,177 which may be the result of an electron transfer processes following the ESPT.

While nitroaromatics are often classified as having similar characteristics across the board, per-

haps further delineation is necessary among these “push-pull” type nitrophenols. Nitrophenols

are strong chromophores, their S1 transitions are usually of ππ* instead of nπ* character, and

they have strong indications toward being effective photoacids.
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4.4 Conclusions

This work utilized transient absorption spectroscopy to compare the photophysical dynamics

of 4NC in an organic environment (2-propanol) and the aqueous phase. Upon excitation at 340

nm, the S1 state is immediately populated in both solvents. The mechanisms within the triplet

manifold differ between the two solvents. In 2-propanol there are indications of isc into a triplet

state, most likely T2 or T3 as indicated by quantum chemical calculations. There is no isc process

apparent in the aqueous phase; instead, it appears to be an ultrafast ESPT producing ground-state

4NC anion within 10 ps. The resulting spectra at long delay times (∼3 ns) in both solvents are

spectrally similar to the mono-deprotonated anion 4NC−, indicating that ESPT happens in both

solvents. Unlike in the aqueous phase, ESPT in 2-propanol takes longer as it appears to first go

through a relatively short-lived S1-to-Tn conversion. Because ESPT reduces the triplet state yield,

it reduces the efficiency of the photodegradation of 4NC in either aqueous or organic matrices

and minimizes the probability of secondary triplet-state chemistry of 4NC.

The results in this work could have implications toward the general treatment of nitrophenol

photochemistry. While there is evidence of the short-lived triplet states, it is worth considering

the role that the anion could play a significant role towards condensed-phase photodegradation

of 4NC. The results show 4NC has photoacidic characteristics and this conclusion is in good

agreement with recent studies on 4-nitrophenol. It is worth emphasizing that the ultrafast nature

of the proton transfer in 4NC appears to approach the territory of “super” photoacids, particularly

in water. Further studies should be done to quantify the rate of ESPT in 4NC or other para-

nitrophenols.
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Chapter 5

Unraveling the Ambiguities in the

Theoretical Determination of

Intersystem Crossing Rates

Recent works have sought to develop theoretical frameworks with which rate constants for in-

tersystem crossing processes in organic molecules can be estimated. Built upon Fermi’s Golden

Rule and the energy gap law, a handful of useful equations have been developed that combine

statistical mechanics with quantities that may be obtained from quantum chemical calculations.

It is evident from a review of relevant literature that there is some ambiguity in the application

of this framework in practice. This work seeks to highlight and dispose of any ambiguity and

apply the framework on nitrobenzene as a reference molecule. This work is provided in this dis-

sertation as an extension to the computational work done in Chapter 4, and as a potential guide

for future researchers trying to address similar questions.
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5.1 Background

Intersystem crossing is a nonradiative electronic transition in which an electron changes spin,

changing the overall spin multiplicity of the molecule. Although singlet-to-triplet optical tran-

sitions are normally forbidden by the selection rules proposed by the formalisms of quantum

mechanics, spin-orbit coupling between states results in a mixing of singlet/triplet character,

producing new states which are not as rigidly confined by formal selection rules. Many organic

molecules, including nitrobenzene and nitrophenols, have a high propensity toward excited-state

intersystem crossing processes. The quantification of intersystem crossing rates can be difficult

with current experimental methods. Consequently, substantial efforts have been dedicated to

devising a theoretical framework for the determination of intersystem crossing rates through a

combination of quantum mechanical and classical approaches.

In the quantum view, it has been well-established that nonradiative transitions can be de-

scribed by first-order perturbation theory and is known as Fermi’s Golden Rule. The transition

probability (per unit time, also known as rate constant) Wq for intersystem crossing from state

Ψi to state Ψf can be estimated with the expression in Equation 5.1 where ĤSO is the time-

dependent spin-orbit coupling Hamiltonian (which is implemented into many modern quantum

chemical programs), and the delta function fulfils the requirement of energy conservation in the

transition.

Wq =
2π

h̄

∣∣∣〈Ψi|ĤSO|Ψf

〉∣∣∣2 δ (Ei − Ef ) (5.1)

From here it is common to assume that the spin-orbit coupling depends purely on the electronic

part of the wavefunction. This yields the expression in Equation 5.2, where ψi and ψf repre-

sent the electronic parts of states Ψi and Ψf , and the overlap integrals ⟨νji|νkf⟩ for the relevant
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vibrational modes are factored out and summed.

Wq =
2π

h̄

∣∣∣〈ψi|ĤSO|ψf

〉∣∣∣2∑
k

|⟨νji|νkf⟩|2 δ (Eji − Ekf ) (5.2)

From a starting point similar to Equation 5.2, Englman & Jortner derive the utility of a line

shape function as an approximation for the intractable summation terms.200 These authors pre-

sented a theoretical approach with two limiting cases, a “weak vibronic coupling” limit and a

“strong vibronic coupling” limit. These two regimes are presented in Figure 5.1. In this view, the

strength of the interaction is driven by a change on molecular geometry, ∆q, between the initial

and final states. In the strong vibronic coupling case, the transition probability Wc is given by

Equation 5.3, whereC is the coupling constant between the initial and final states,EM represents

the energy change when switching geometries between initial and final states, andEA (shown in

Figure 5.1) is the energy difference between the crossing point of the two surfaces and the initial

energy.

Wc =
2π

h̄
C2 1√

2πEMkBT
exp

(
− EA

kBT

)
(5.3)

This expression is remarkably similar to the Marcus Theory expression for the electron

transfer rate constant, ket, provided in Equation 5.4. Nominally these two theories are used for

different phenomena: the expressions derived by Englman & Jortner are meant to describe an in-

tramolecular intersystem crossing process, while the Marcus theory is most used to describe the

transfer of electrons in intermolecular chemical reactions. For this reason, the terms in Equation

5.4 are different, with ∆G‡ being the change in Gibbs free energy between the reactants and the

intersection of the reactant and product surfaces, which is pictorially equivalent to EA in Figure

5.1. The λ in the pre-exponential factor is the reorganization energy, which is meant to account
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Figure 5.1: Diagrams representing two adiabatic potential energy surfaces as described by En-
glman & Jortner. In the Weak Coupling regime, there is a small difference in nuclear coordinate
{Q} between initial (i, purple) and final (f, black) states, resulting in a negligibly small nuclear
relaxation energy EM between the two states. Conversely, in the Strong Coupling regime it can
be seen that the large displacement in {Q} yields an appreciable nuclear relaxation energy, an ap-
preciable value for EM , and an energy gap between the initial state and the point of intersection
between the two surfaces, EA.

for the change in energy for switching from the initial and final geometries, similar to EM .

ket =
2π

h̄
|Hif |2

1√
4πλkBT

exp

(
−∆G‡

kBT

)
(5.4)

However, in both expressions it is more common to expand the EA or ∆G‡ terms using the

relations in Equations 5.5 and 5.6, respectively. By doing so, Wc can be found from just ∆E and

EM , which are easy to find computationally, and ket can be found from just ∆G◦ and λ, which

again may be found computationally or even analytically.

EA =
(∆E − EM)2

4EM

(5.5)

∆G‡ =
(∆G◦ + λ)

2

4λ
(5.6)
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These relationships both take advantage of the quadratic nature of the curves shown in Figure

5.1. In fact, both equations aim to estimate the intersection point of two energetic surfaces. It’s

noteworthy that despite having similarly defined parameters these equations may not appear

mathematically equivalent. Without chemical intuition one may find this perplexing, particu-

larly because diagrams that accompany these theories will often present both ∆E and ∆G0 as

positive values. Hidden in the context of Marcus theory is that these electron transfer reactions

are generally exothermic, meaning ∆G0 is inherently a negative value. Thus, these two formu-

lations are practically equivalent, which has potentially led to confusion on how to apply them

in practice.

A quick review of the literature on intersystem crossing reveals subtle inconsistencies in the

utilization of Equation 5.3 in computational studies. For instance, a review by Penfold et al.192

indicates the equivalent ofEA as (∆E+λ)2/4λ, while a similar review by Marian reports (∆E−

λ)2/4λ.190 The immediate discrepancy lies in the mix of notation between the theories of Englman

& Jortner (with ∆E) and Marcus (with λ), leading to ambiguity in the addition/subtraction of λ.

While it’s understandable that these two remarkably similar notations might be combined to

minimize redundancy, the lack of consistency can be challenging to decipher. Numerous works

appear to use ∆E + λ while also having positive values for ∆E.201–205 Interestingly, Schmidt et

al. used ∆E + λ but also recognized that ∆E should be negative.179 Other works maintain the

“correct” positive sign for ∆E and then use ∆E − λ to solve for the isc rate constant,206 yielding

a result most true to the original theory.

The aim of this work is to illustrate and verify the utility of quantum chemical calculations

toward estimating intersystem crossing rate constants, using the well-studied and relatively sim-

ple molecule nitrobenzene. This work will stick to the convention of Englman & Jortner, in some

ways deviant from the recent literature, in the discussion of the energetics of nitrobenzene. While

the introduction mostly focused on the limits of strong vibronic coupling and high temperature,

the application of imposing no assumptions on temperature is also explored.
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Nitrobenzene is a nice subject for this study since it is a relatively small aromatic molecule,

it has been subject of both experimental and computational inquisition, and it undergoes inter-

system crossing on ultrafast timescales.125,207–212 Takezaki et al. (1998) observed that nitrobenzene

undergoes intersystem crossing with a rate constant of 1.3-1.6 × 1011 s−1 (lifetime of approxi-

mately 6 ps).208 These findings supported transient absorption measurements by Yip et al. that

observed a ≤ 5 ps rise time of a triplet transient.207 Further validation is provided by looking at

similar molecules, such as 1-nitronapthalene and 1-nitropyrene, which also exhibit ultrafast in-

tersystem crossing on the order of picoseconds.129,130 Building upon the insights provided by other

exhaustive computational studies on nitrobenzene excited states,183,213,214 this work will attempt

to use quantum chemical calculations to replicate measured intersystem crossing rate constants,

with the hypothesis that they will also be on the order of picoseconds.

5.2 Methods

The Q-Chem 5.0 computational chemistry package was used for the entirety of this work.96 Den-

sity functional theory was used for ground-state optimizations of nitrobenzene. Ground state

geometry optimizations were performed with the hybrid functional of Purdue, Burke, and Enze-

hoff (PBE0)98 and the people 6-311+G(d) basis set,178 a combination which has worked well for

nitroaromatics in previous works.177 ,215 Excited-state calculations were performed with linear-

response time-dependent density functional theory (TDDFT). With expected charge-transfer char-

acter in the excited states, calculations were done with the long-range corrected form of PBE0

(here referred to as LC-ωPBE0), which handles charge-transfer states better than its uncorrected

counterpart.216 For the sake of comparison to previous studies, both the aug-cc-pVDZ and 6-

311++G(d,p) basis sets were used for excited state calculations.178,217 Attempts were made to utilize

the “state tracking” feature in Q-Chem during the optimization of the excited states, however, it

was difficult to find convergence when states of the same transition character (i.e. two nπ* states)
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would become degenerate. Ultimately, the energy values used for calculating transition proba-

bilities were pulled from energy surfaces calculated over a handful of interpolated coordinates.

5.3 Results and Discussion

5.3.1 Optimized geometries

For previously reported DFT (and ab initio) calculations in vacuo, the ground state (S0) of ni-

trobenzene is planar with C2v symmetry.210,218 Since a solvation model was used in this work,

symmetry was not restricted during geometry optimizations to allow for solvation effects. Sol-

vation was approximated with the conductor-like polarized continuum model with ethanol as a

solvent (ϵ = 24.5), since ethanol was a solvent used in experiments by Takezaki et al.208 The planar

symmetry of nitrobenzene is distorted when using the solvation model, resulting in an optimized

geometry with broken symmetry.

The geometries of the excited states are less straightforward to determine. To aid in the in-

terpretation of excited state optimizations, it is helpful to know the characteristics of each tran-

sition. Figure 5.2 shows the Natural Transition Orbitals (NTOs) for S1 and the first five triplet

states, T1-T5, at the reference point of the ground state geometry. The states S1, T3, and T5 share

nπ* character, and the states T1, T2, and T4 are all of ππ* character, which is mostly in agree-

ment to previous observations with B3LYP/aug-cc-pVDZ.213 Referencing the states in the Sn/Tn

notation can become ambiguous when discussing excited state geometry optimizations, because

their energetic orderings can change at different molecular coordinates. To help prevent ambi-

guity, this work will use the notation shown in Table 5.1 to refer to the triplet excited states at

geometries that deviate from the ground state, using the character of its NTO and the spin of the

excited state. The number in front is the index for which that state appears energetically (at the

ground state) within its own spin/character category.
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Figure 5.2: Natural transition orbitals of strongest amplitude for excited states in nitrobenzene
as predicted by TD/LC-ωPBE0/aug-cc-pVDZ level of theory. The left column shows states that
are of ππ* transition character, and the right column shows states of nπ* character. The vertical
excitation energies of each state are provided along with the percentage of total amplitude of the
illustrated transition toward each state.

Table 5.1: Notation used in this work for the excited states in nitrobenzene.

State @ S0 Notation in this work
S1 1 1nπ*

T1 1 3ππ*

T2 2 3ππ*

T3 1 3nπ*

T4 3 3ππ*

T5 2 3nπ*
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Figure 5.3: Total energy for singlet (S0 = black, S1 = navy blue, S2 = blue) and triplet (T1 =
purple, T2 = salmon, T3 = pink, T4 = light orange, T5 = yellow) states in nitrobenzene within the
optimization path from S0 to S1 (left plot) and at different -NO2 torsion angles (full color) and
-NO2 bending angles (transparent traces).

Figure 5.3 shows the potential energy of the ground state and the first six excited states

in nitrobenzene, along an interpolated coordinate between S0 and S1 (left panel) and along the

-NO2 torsion coordinate (right panel, color). States of the same character tend to follow the

same trends: throughout this coordinate the energies of nπ* states decrease and the energy of

ππ* states increase. The calculated excited state geometries are in good agreement with those

calculated with varying levels of theory, which are nicely summarized in Giusanni & Worth.214
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Importantly, this is a major difference from the observations by Quenneville et al., who ob-

served a conical intersection between S0, S1 and T2 (2 3ππ*) at a combination of large torsion and

bending angles. From the observations here, it appears that they did not account for the cross-

ing of T2 (2 3ππ*) and T3 (1 3nπ*). Instead, the three-state conical intersection observed in that

work is between S0, S1 (1 1nπ*) and T3 (1 3nπ*). We have confirmed this with visualizations of

the NTO’s at the geometries provided in Quenneville et al. These differences have implications

toward this work, as the driving force for such strong geometric deformations is said to be strong

spin-orbit coupling at this intersection, driving intersystem crossing. Large deformations are not

likely to play a role in the excited state dynamics of nitrobenzene, as suggested by the TDDFT

calculations in this work and calculations done at higher levels of theory by Giussani & Worth.214

Instead, the large deformations are likely only important toward photolytic degradation mecha-

nisms,214 although studies of nitrobenzene dynamics in the condensed phase suggest photolytic

pathways are negligible.212

The surfaces in Figure 5.3 suggest that the crossing of S1 (1 1nπ*) and T2 (2 3ππ*) occurs

within the S1 relaxation coordinate, which is a potential answer for the short 5-6 ps lifetimes

for S1 reported in the literature. It is worth noting that more recent experiments suggest that

the intersystem crossing lifetime could be sub-ps,211 in which case it is even less likely that the

molecule undergoes significant reconfiguration prior to crossing. Importantly, T1 (1 3nπ*) and

T3 (2 3nπ*) are effectively nested with S1 (1 1nπ*), implying that the strong vibronic coupling

limit does not apply to these states, and Equation 5.3 is expected to perform poorly in predicting

Wc for those states. With this in mind, the highest transition probability should be toward T2 (2

3ππ*).
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5.3.2 Estimated rate constants

The transition probabilities (shown as rate constants) of intersystem crossing were predicted

with Equations 5.7 and 5.8 below. Equation 5.7 is equivalent to Equation 5.3 discussed in the

introduction, with adapted notation to match the TDDFT calculations.

kisc =
2π

h̄
HSO

2 1√
2πEMkBT

exp

(
−(∆E − EM)2

4EMkBT

)
(5.7)

Englman & Jortner derived this expression to be used in the high temperature limit, as defined

by βh̄⟨ω⟩ ≪ 1, where β = 1/(kBT ) and h̄⟨ω⟩ is the mean vibrational frequency of the molecule

expressed in energy units. From DFT calculations, ⟨ν̃⟩ for nitrobenzene is ≈1260 cm−1, meaning

βh̄⟨ω⟩ ≈ 6 at room temperature (300 K). Though room temperature is clearly not within the high

temperature threshold, it is common to still use this expression even at relatively low tempera-

tures.179,219–224 Coincidentally, the low temperature limit (βh̄⟨ω⟩ ≫ 1) also does not apply at room

temperature, although it is arguably more applicable. Without imposing any temperature limits,

the transition probability is said to depend on the effective temperature (Equation 5.8), which is

expressed in energy units in Equation 5.9. At 300 K, kBT * ≈ 3 kBT using ⟨ν̃⟩ = 1260 cm−1 .

kisc =
2π

h̄
HSO

2 1√
2πEMkBT

∗ exp

(
−(∆E − EM)2

4EMkBT ∗

)
(5.8)

kBT
∗ =

1

2
h̄⟨ω⟩ coth

(
h̄⟨ω⟩
2kBT

)
(5.9)

The rate constants calculated with Equations 5.7 and 5.8 are shown in Table 5.2, along with

the energy parameters obtained from TDDFT calculations. The largest rate constant, which is

between S1 and T2, is two orders of magnitude smaller than the k ≈ 1011 s−1 target. Since the
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Table 5.2: Spin-orbit coupling and calculated intersystem crossing rate constants (kisc) for triplet
states with S1 in nitrobenzene predicted with the theory of Englman & Jortner, within the strong
coupling approximation

Triplet State ∆E (eV) to S1 EM (eV) to S1 HSO (cm−1) to S1 kisc to S1 (s−1)
Eq. 5.7 Eq. 5.8

T1 (1 3ππ*) 0.6767 0.0385 79.8 4.8×10−32 5.2×10−17

T2 (2 3ππ*) 0.0136 0.4147 13.8 2.5×109 2.1×109

T3 (1 3nπ*) 0.5498 <0.0001 1.19 - -

T4 (3 3ππ*) -0.5724 0.4147 9.80 7.4×100 1.1×104

T5 (2 3nπ*) -0.8649 0.8404 50.3 2.4×10−3 1.7×102

rate constants for other pathways are negligible, summation of all k values (to the effective total

isc rate constant) does not improve agreement in any meaningful way.

There is a minimal difference between the S1-to-T2 kisc values with and without the high

temperature limit simplification. The other rate constants all see increased orders of magni-

tude. Considering that the pre-exponential factor in Equation 5.8 is only 1.75 times larger than

in Equation 5.9 (for nitrobenzene at 300 K), the effect of changing the exponential is clearly more

significant. Based on this, it seems that using the high temperature approximation may produce

reasonable values in the condition EM ≫ ∆E.

Recent work by Shizu & Kaji revisited the approach toward estimating rate constants of

different intramolecular excited-state processes, ultimately determining that their new method

yields identical results for intersystem crossing to the approach of Englman & Jortner.189 As part

of their findings they acknowledged that the Gaussian distribution in the density of states term

underestimates rate constants when compared to experimental findings for benzophenone, as it

does in this work for nitrobenzene. Instead, the authors propose the use of a Lorentzian distribu-

tion for the density of states, which in their case better reproduced experimental observations.

With a Lorentzian distribution, the transition probability can be found using Equation 5.10.

kisc =
2π

h̄
HSO

2 1

π

γ

∆E2 + γ2
(5.10)
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Figure 5.4: Transition probabilities (expressed as kisc) for the intersystem crossing, as predicted
by a Lorentzian distribution, between S1 and the five lowest triplet states in nitrobenzene.

The issue with using the Lorentzian distribution is that the scaling parameter γ cannot be ob-

tained from electronic structure calculations and must be approximated or determined empir-

ically. Shizu & Kaji empirically determined γ for benzophenone from the full-width at half-

maximum (fwhm) of its fluorescence/phosphorescence spectra.189 In a different study on nitro-

phenols, the Lorentzian method was used to estimate the transition probabilities in 2-nitrophenol

and 4-nitrophenol, producing values as high as 1011 s−1.180 The results for the nitrophenols sug-

gest that γ = 0.04 eV was used, although it was not stated explicitly.

Figure 5.4 shows the dependence of kisc for each triplet state as calculated by Equation 5.10

over a range of γ values, using the ∆E and HSO values in Table 5.2. The states with relatively

high (in magnitude) ∆E values, i.e. all but T2 (2 3ππ*), are effectively linear within the range of

γ shown, with relatively low transition probabilities. Consequently, the dominant transition is

S1-to-T2 for the entire range. Although the choice of γ does influence the transition probability,

the variance is roughly limited to being within one order of magnitude.
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Table 5.3: Averaged transition probabilities ⟨kisc⟩ for singlet to triplet intersystem crossing in
nitrobenzene as predicted using a Lorentzian distribution over a γ = 0-0.136 eV range.

Triplet State ∆E (eV) from S1 HSO (cm−1) with S1 ⟨kisc⟩ (s−1) from S1

T1 (1 3ππ*) 0.6767 79.8 1.4×1011

T2 (2 3ππ*) 0.0136 13.8 4.7×1011

T3 (1 3nπ*) 0.5498 1.19 4.6×107

T4 (3 3ππ*) -0.5724 9.80 2.9×109

T5 (2 3nπ*) -0.8649 50.3 3.3×1010

HSO was

calculated at the ground state geometry.

The averaged values of kisc (denoted as ⟨kisc⟩) over the γ = 0-0.136 eV range are shown in

Table 5.3. The upper limit of the range corresponds to ∼10 ∆ES1−T2 , which between 300 and 400

nm corresponds to a fwhm of 10-20 nm. This fwhm is rather narrow for typical phosphorescence

spectra in organic molecules, but it does match relatively well with some transient absorption

bands reported for nitrobenzene.212 Even so, extending the range to higher energies would have

minimal impact on the magnitude of ⟨kisc⟩, and would actually bring it closer toward the 1011

s−1 experimental reference. The mean value of kisc in this range for T2 is 5.6 × 1011 s−1, which

corresponds to a lifetime of ∼1.7 ps. This value is in much better agreement to the ultrafast

intersystem crossing lifetimes reported in the literature than in the Gaussian case. In the case

of nitrobenzene, the use of the Lorentzian proposed by Shizu & Kaji is justified. Expectedly, the

Lorentzian method may over-predict the transition probabilities between states with relatively

large energy gaps. Given the arbitrary nature of the γ scaling parameter, it is suggested here that

reporting the average kisc value (over a reported γ range) seems like a reasonable substitute in

the absence of empirical information about a molecule, though caution should to be taken when

interpreting results between states with large energy gaps.
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Figure 5.5: Psuedocolor/contour plots for log(kisc) values produced by the Gaussian (top) and
Lorentzian (bottom) distributions in the kisc expression over ranges of energy values.

5.3.3 Theoretical Overview

Figure 5.5 presents the array of log(kisc) values over typical ranges of the ∆E, EM , and γ. Three

differentHSO scenarios are presented to illustrate weak, intermediate, and strong spin-orbit cou-

pling. Each color represents a different order of magnitude for kisc, as is also indicated by the

contour lines. In the Gaussian scenario, corresponding to Equation 5.7, the highest kisc values

roughly follow a one-to-one line between ∆E and EM . This is expected, as the exponential part

of Equation 5.7 is only significant in the limit that the two are similar to each other. The combi-

nation of high ∆E and low EM yields especially low kisc, which is expected since this scenario

falls into the weak vibronic coupling regime presented by Englman & Jortner, where Equation

5.7 is not applicable.
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From this point of view, it becomes clear that the Gaussian distribution has strict require-

ments to produce ultrafast kisc values. The reason that this framework may not accurately de-

scribe the nature of nitroaromatics is likely due to the main assumption used to develop the

theory: it is designed to describe transitions between two states with Parabolic-shaped energy

surfaces. With the numerous degrees of freedom present in nitroaromatics, the most important

of which tend to be C-N bond length, -NO2 rotation, -NO2 pyramidalization, and the ONO bond

angles, the energy surfaces of these molecules tend to be more complex than simple Gaussian

energy wells. This could be a justification toward adopting a Lorentzian form for the vibrational

component of Equation 5.2, which allows for ∆E to be the major driving force behind kisc. Com-

bined with the relatively large spin-orbit couplings seen in nitroaromatics, Equation 5.10 is able to

reproduce values more akin to the experimentally measured intersystem crossing rate constants.

Future studies could potentially evaluate and present both, seeing as they require the same quan-

tum chemical calculations, particularly for molecules that undergo large nuclear rearrangements

upon photoexcitation.

5.4 Implications for Calculations in Chapter 4

The rate constants calculated in Chapter 4 were done with the Marcus theory form of the tran-

sition probability expression, meaning ∆E + λ was used (Eq. 4.2). This choice was made on

account of the fact that this form is presented in heavily cited reviews. In light of the previous

discussions, it seems beneficial to revisit the work in Chapter 4. In the case of 4-nitrocatechol,

switching to the Englman & Jortner expression (Eq. 5.7) doesn’t change the overall picture, where

the Gaussian dependence results in relatively small kisc. Table 5.4 shows the kisc values predicted

with the Gaussian expressions of Marcus (Eq. 4.2) and Englman & Jortner (Eq. 5.7), and by the

Lorentzian form (Eq. 5.10). The isc transition to T1 is ignored here since S1 is effectively nested

with T1, meaning the strong vibronic coupling limit of Englman & Jortner does not apply. What
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Table 5.4: Values for kisc in 4-nitrocatechol based on theoretical calculations in Chapter 4

Triplet State HSO (cm−1) with S1 kisc (s−1) from S1

Eq. 4.1-4.2 Eq. 5.7 Eq. 5.10

T2 0.346 1.36 × 102 4.66 × 105 5.04 × 106

T3 15.3 4.53 × 107 7.36 × 103 9.61 × 109

was the most probable transition, the isc from S1 to T3, is unfavored by the Eq. 5.7 expression,

likely due to ∆E being negative (the T3 minimum of 4-nitrocatechol is higher in energy than the

S1 minimum). The Lorentzian expression produces the largest kisc constant (∼1010 s−1), which

is a lifetime of ∼100 ps. This lifetime is more in line with the experimental observations that

suggested isc on the order of 10-100 ps in 2-propanol.

It is unclear if it is fair to say that the typical Englman & Jortner theory fails to describe the

excited state dynamics of 4-nitrocatechol. While the Lorentzian distribution does replicate the

ultrafast isc seemingly observed in 4-nitrocatechol, it relies on guessing the scaling parameter γ.

It is possible that higher levels of theory (TDA/PBE0/6-311+G(d) was used) could result in more

accurate estimations of the excited state energies. The Tamm-Dancoff Approximation (TDA) was

used due to the presence of twisted charge-transfer character in the 4-nitrocatechol excited states.

Similarly to the results for nitrobenzene shown here, the S1 to Tn crossings occur without major

-NO2 rotation and thus it may have been unnecessary to have used the approximation when isc

may occur without such large molecular deformations.

5.5 Conclusions

The original theory of Englman & Jortner was compared to more recent publications, highlighting

discrepancies in the utilization of theoretical frameworks toward the estimation of intersystem

crossing transition probabilities. This work suggests that deviating from sharing notation with

electron transfer theory may help prevent misuse of the Englman & Jortner framework. Also
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acknowledged here is the benefit of using a Lorentzian distribution, particularly in molecules

which are expected to undergo intersystem crossing on picosecond timescales. It is acknowledged

that the accuracy of this solution is dependent on strong spin-orbit coupling and a relatively low

energy gap between the singlet and triplet state. Accordingly, the reported ultrafast S1-to-T2

intersystem crossing in nitrobenzene is successfully reproduced using energetic values obtained

from TDDFT calculations when a Lorentzian distribution is used, and the use of Englman &

Jortner theory seems to break down when describing ultrafast isc processes.
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Chapter 6

Isomeric Identification of the Nitroindole

Chromophore in Indole + NO3 Organic

Aerosol

Oxidation of indole by nitrate radical (NO3) was previously proposed to form nitroindole, largely

responsible for the brown color of indole secondary organic aerosol (SOA). As there are seven

known nitroindole isomers, we used chromatographic separation to show that a single nitroin-

dole isomer is produced in the indole + NO3 reaction, and definitively assigned it to 3-nitroindole

by comparison with chromatograms of nitroindole standards. Mass spectra of aerosolized 3-

nitroindole particles were recorded with an aerosol mass spectrometer (AMS), and directly com-

pared to mass spectra of SOA from a smog chamber oxidation of indole by NO3 in order to help

identify peaks unique to nitroindole (m/z 162, 132, and 116). Quantum chemical calculations were

done to determine the energetics of hypothesized indole + NO3 intermediates and products. The

combination of these data suggests a mechanism where a hydrogen atom is first abstracted from

the N-H bond in indole, followed by isomerization to a carbon-centered radical in 3-position, and

followed by addition of NO2. Alternative mechanisms involving a direct abstraction of an H-atom
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from a C-H bond or an NO3 addition to the ring, followed by NO2 addition and elimination of

HNO3 are predicted to be energetically unfavorable.
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6.1 Background

The importance of secondary organic aerosol (SOA) in the atmosphere is well established, with

many studies highlighting the role of SOA in radiative forcing and cloud formation.52,225–233 Var-

ious atmospheric oxidants contribute toward atmospheric SOA formation from volatile organic

compounds (VOCs), however, the nitrate radical (NO3) is unique in that its strongest contribution

occurs during nighttime.234 Nitrate radical can react with both biogenic and anthropogenic VOCs

to produce light-absorbing aerosol.40,235,236 Recent studies have examined the formation of SOA

from indole, a VOC emitted by plants, revealing strong light absorption by indole SOA formed in

the presence of nitrogen oxides.237 ,238

The nitrate radical reacts with monoterpenes and aromatic compounds by different mech-

anisms, resulting in nitric acid esters (R-ONO2) for the former and nitroaromatics (Ar-NO2) for

the latter.148,236,239,240 As an aromatic molecule, indole has a higher likelihood of forming aromatic

nitro compounds (Ar-NO2), which are known to be strong chromophores.241 Accordingly, the

dominant chromophore in indole/NO3 SOA was assigned to be a nitroindole,237 though definitive

assignment of the specific isomer was not possible. More recent work by Jiang and coworkers

proposed that the dominant isomer is 3-nitroindole, though no comparisons were drawn between

the SOA and an analytical reference.238 From their proposed mechanism, it is assumed that OH

and NO3 act similarly by abstracting a hydrogen from indole, followed by addition of NO2 to the

resulting radical. The goals of this work are to better constrain the mechanism of indole oxidation

and to confirm the identity of the nitroindole isomer formed in the indole + NO3 reaction with a

combination of experimental and quantum chemical methods.
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6.2 Methods

6.2.1 Materials and Equipment

Reference standards for several nitroindole isomers were prepared in 2-propanol (MilliporeSigma,

ACS grade) with mass concentrations around 0.2 mg/mL. The nitroindoles investigated were 3-

nitroindole (BLD Pharm, 98%), 4-nitroindole, 5-nitroindole, 6-nitroindole, and 7-nitroindole (each

Fisher Scientific, >98%). UV/Vis absorption spectra were recorded over 200-700 nm range with a

Shimadzu UV-2450 spectrophotometer. Separation of compounds in the indole + NO3 SOA was

done with ultra-performance liquid chromatography (UPLC) via an ACQUITY HSS T3 C18 column

(100 Å, 1.8 µm, 2.1 mm × 100 mm). A Vanquish Horizon photodiode array spectrophotometer

(wavelength scan range of 190-680 nm) was used to compare absorption spectra of separated

indole + NO3 SOA chromophores to those of reference standards. The formula of the main chro-

mophore in the SOA was verified to be C8H6N2O2 via a Q Exactive Plus high-resolution mass

spectrometer, consistent with its previous assignment to a nitroindole isomer.

6.2.2 Experimental Methods

Indole/NO3 SOA was generated in a 5 m3 smog chamber in batch mode similar to previous

work.237 Nitrate radical was generated by the simultaneous injection of 100 ppb of NO and a

slight excess of O3 (∼300 ppb). Under these conditions, NO is converted into NO2 and subse-

quently NO3. Since indole exhibits nearly 106 times higher reactivity toward NO3 than O3,242

reactions of indole with NO3 are favored, even with the slight excess of O3. A 200 µL aliquot of a

100 mg/mL solution of indole in methanol was then gently evaporated into a 2 SLM flow of purge

air and passed through a heated inlet into the chamber, yielding an indole mixing ratio around

100 ppb. The SOA was collected after 3 hours of reaction by pulling air from the chamber through

a 0.2 µm PTFE filter (Merck Millipore, 47 mm diameter).
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For experiments with a time-of-flight aerosol mass spectrometer (ToF-AMS , Aerodyne) the

mass loadings of all reactants were lowered, to around 30 ppb of indole, 80 ppb of NO, and 200 ppb

of O3. For sampling into the AMS, the chamber was connected to a Y-shaped fitting on the inlet

of the AMS. A flow of purge air was attached to the other side of the Y-fitting to further dilute the

samples air by a factor of 10. Standard 3-nitroindole particles were generated by aerosolizing a

0.10 mg/mL solution of 3-nitroindole in methanol with a TSI constant output atomizer at∼ 2 SLM,

sending the flow through a series of adsorbent driers to remove excess methanol, and injecting it

into a 130 L Teflon bag. The ToF-AMS sampled directly from the bag, both with and without the

10-fold dilution. A scanning mobility particle sizer (TSI 3080) and condensation particle counter

(TSI 3775) were used to measure size distributions of both the aerosolized 3-nitroindole particles

and of the SOA in the smog chamber. AMS data analysis was done with Squirrel 1.66E and Pika

1.26E.

6.2.3 Computational Methods

Electronic structure calculations were done to provide insight into the energetics of a handful of

potential indole + NO3 reaction mechanisms. The Q-Chem 6.1 computational chemistry package

was used for the entirety of this work.96 Density functional theory (DFT) calculations were done

with the PBE0 hybrid functional,98 which has previously been used to estimate bond dissociation

energies in other nitroaromatics with absolute errors as low as 1 kcal/mol.243 For structures more

critical to the hypothesized reaction pathway, second-order Møller-Plesset perturbation theory

(MP2) was also used to reoptimize structures. The 6-311++G(d,p) basis set was used for all calcula-

tions,178 employing the extra diffuse functions and polarization functions in an attempt to capture

the effects of the unpaired electrons in the oxidations (NO2 and NO3) and the intermediates.

Harmonic vibrational frequency calculations were done with optimized geometries. The

presence of an imaginary frequency was used as an indicator of potential transition state struc-
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tures. Thermochemistry data were derived from the frequency calculations using the standard

formulas implemented in Q-Chem. These data were calculated in standard conditions, and no

scaling factors or other corrections were made to the resulting values. References to previous

calculations for indole,244 and to experimental measurements in pyrrole (a substructural compo-

nent of indole) were made address the accuracy of these theoretical findings.245

6.3 Results and Discussion

6.3.1 UV/Vis Analysis

Figure 6.1: (A) Molar absorption coefficient spectra of the 3-, 4-, 5-, 6-, and 7-nitroindole isomers
in 2-propanol. (B) Structure of 3-nitroindole, with numeric labels for the other positions (P) of
the indole backbone.

The UV/vis absorption spectra of each nitroindole isomer were measured and scaled by

their concentrations in 2-propanol to produce the molar absorption coefficient in Figure 6.1A.

The structure of 3-nitroindole and labels for other isomeric positions are provided in Figure 6.1B.

Most isomers exhibit one broadly absorbing peak in the near-UV (300-400 nm) range, although

6-nitroindole has two maxima in this range. The absorption spectrum for 4-nitroindole extends
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furthest into the visible range. Absorption spectra of 3-nitroindole and 5-nitroindole are largely

confined to the near-UV range, with peaks located at 349 nm and 322 nm, respectively.

6.3.2 Chromatography and HRMS

Figure 6.2: PDA (panel A), total ion current (TIC, panel B), and selected ion current (SIC, panel
C) chromatograms for indole + NO3 SOA, run in electrospray ionization positive mode (red) and
negative mode (black).

The PDA chromatograms for the indole + NO3 SOA sample reveal a handful of light-absorbing

species eluting at various times (Fig. 6.2), in good agreement with previous findings for this type

of SOA.237 The major chromophore eluting at 10.5 min is detectable at m/z 161.0356 (C8H5N2O−
2 )

in negative ion mode and m/z 163.0500 (C8H7N2O+
2 ) in positive ion mode. The C8H6N2O2 for-

mula of the neutral species is consistent with its previous assignment to a nitroindole isomer.

The selected ion chromatograms for these ions (Fig. 6.2) produce a single dominant peak, with

other peaks being more than an order of magnitude smaller, suggesting that a single isomer of ni-

troindole is preferentially formed. This isomer can be unambiguously identified to 3-nitroindole
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by matching both the PDA retention times (Fig. 6.3A-B) and the PDA UV/Vis absorption spectra

(Fig. 6.3G-H).

Figure 6.3: Photodiode array detector chromatograms for indole + NO3 SOA and five isomeric
nitroindole standards (A-F) and the absorption spectra at the peak of each chromatogram (G-
L). The dashed lines in G-L are absorption spectra collected in in 2-propanol with the UV/Vis
spectrophotometer.

The absorption spectra had slight differences between the measurements taken in different

solvents, with the spectra recorded in the UPLC mobile phase (ACN and H2O) typically exhibit-

ing a redshift in the visible region compared to spectra recorded in 2-propanol (Fig. 6.4). This

could be indicative that the lower lying excited singlet states are more polar compared to their

ground states. The effects of changing solvent are less obvious for higher excited states since the

resolution for peaks below 300 nm is inferior for the PDA in the UPLC system.

It is clear from the combination of these results that 3-nitroindole isomer is the dominant,

if not the only, isomer which is formed prior to SOA collection. Although 2-nitroindole was not

commercially available for testing, the exact match of 3-nitroindole toward the SOA chromophore

at all three of the 250 nm, 270 nm, and 354 nm peaks is unlikely to be mirrored by 2-nitroindole

in view of the large differences between absorption spectra of nitroindole isomers.
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Figure 6.4: UV/Vis absorption spectra for each nitroindole isomer evaluated in this work. Small
spectral shifts are observed relative to the peak wavelengths in the UPLC-PDA measurements,
likely due to the different solvent (water-acetonitrile mixture at pH = 3). Colored traces were
measured with the PDA, and the black traces were recorded with the bench-top UV/Vis.

6.3.3 Aerosol Mass Spectrometry

Figure 6.5 shows the unit-mass resolution ToF-AMS spectra for indole + NO3 SOA and the 3-

nitroindole standard. There is a striking resemblance between the fragmentation patterns of the

3-nitroindole standard and the SOA. The overwhelming similarities between the AMS spectra of

the standard and of the SOA are indicative that the indole/NO3 is predominantly composed of

nitroindole.
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Figure 6.5: Unit mass resolution ToF-AMS spectra of aerosolized 3-nitroindole particles (top)
and indole + NO3 SOA (bottom), each measured with two different levels of dilution flow.

Proposed assignments to the major fragments observed in the nitroindole standard AMS

spectrum are presented in Table 6.1. The peak observed at m/z 162 corresponds to 3-nitroindole

radical cation. The peaks and m/z 132 and 116 correspond to loss of NO and NO2, respectively,

and peaks at lower m/z values are due to more extensive ion fragmentation. Given the strong

similarities in ToF-AMS spectra of 3-nitroindole and indole + NO3 SOA, the dominant ions (m/z

162, 132, and 116) can potentially be used to identify nitroindole in ambient samples. It should be

noted that the electron impact ionization (the type of ionization used in AMS) produces similar

ion fragmentation patterns for isomers of nitroindole, so ToF-AMS would detect a collection of

all of the isomers.246

Table 6.1: Observed ions with proposed formulas and fragmentation schemes for aerosolized
3-nitroindole particles measured with AMS

m/z Formula Fragmentation Scheme
162 C8H6N2O2+ M+

132 C8H6NO+ [M-NO]+

116 C8H6N+ [M-NO2]+

103 C7H5N+ [M-NO2-CH]+

89 C7H5+ [M-NO2-CH-N]+
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6.3.4 Potential Indole + NO3 Reaction Mechanisms

The net reaction to convert indole into nitroindole is likely to be described as a reaction of indole,

NO3, and NO2 to yield nitroindole and HNO3 in the gas phase. Jiang et al.238 proposed that the

mechanism involves a two-step process, in which the nitrate radical first abstracts a hydrogen

from a C-H bond in indole to produce an indole radical and nitric acid (R6.1). The carbon-centered

indole radical can then undergo a recombination with an NO2 radical to form nitroindole (R6.2).

The conditions in the current work would allow for the presence of NO2 through incomplete NO2

→ NO3 conversion by O3.

C8H7N + NO3 → C8H6N (indole radical) + HNO3 (R6.1)

C8H6N + NO2 → C8H6N2O2 (nitroindole) (R6.2)

The hydrogen abstraction reaction R6.1 should proceed at the position of the weakest bond

in indole. Jiang et al.238 assumed that H-atom in P3 is the one that is being abstracted, which is

a reasonable guess. To our knowledge, no measurements of bond dissociation energies (BDEs)

have been reported for indole, however, theoretical calculations have estimated the BDE of each

of its C-H bond and the N-H bond. These calculations, done with B3LYP/6-31G(d), suggest that

the C-H bonds on the benzene ring of indole are weaker (111.1-111.5 kcal/mol) compared to the

pyrrole ring (117.5 kcal/mol at P2, 118.0 kcal/mol at P3).244 It is also worth noting that the N-

H bond is predicted to be much weaker (86.9 kcal/mol),244 which could indicate that hydrogen

abstraction could occur from the N-H bond, as opposed to the C-H bond. Studies of the reac-

tion between NO3 and benzene have shown that the hydrogens in benzene are resistant toward

hydrogen abstraction,247 ,248 and this characteristic likely translates to indole as well.

As an indirect confirmation of the hypothesis of the hydrogen abstraction by NO3 at the

nitrogen position, such a mechanism was proposed to occur in pyrrole by Mayorga et al.249 Im-

portantly, the resulting nitrogen-centered radical is stabilized by resonance, which shifts the free

electron to form a carbon-centered radical at P3. Such a process could reasonably occur on the
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Figure 6.6: Proposed hydrogen abstraction mechanism for the formation of 3-nitroindole from
the reaction of indole and NO3.

pyrrole ring of indole, as is shown in Figure 6.6. The resonance does not readily extend to the

more stable benzene ring in indole, leading to the dominant formation of 3-nitroindole in indole

oxidation by NO3. The most uncertain part of this mechanism is the last step, in which the which

was regarded to be a hydrogen shift in pyrrole.249 Given the planar structure of indole, subse-

quent reactions are likely required to remove the hydrogen from P3 in intermediate 3 (IM3) and

add a hydrogen back to the nitrogen in the 1 position. This could require collisions with other

molecules or proceed by tunneling. The mechanism of this last step was not investigated in this

work.

We also considered an alternative mechanism, in which the NO3 attaches to the closed-shell

indole, followed by addition of NO2 and elimination of HNO3. A computational study by Li et al.250

of the reaction of indole with acetonitrile (CH2CN) and trifluoromethyl (CF3) radicals found that

these radicals preferentially attach to P2.250 It should be noted that their study was approaching

this problem from the perspective of synthetic organic chemistry, with an emphasis on these

reactions as they might occur in a solvent. It is perhaps for that reason that radical reactions with

the N-H bond were ignored in that work. While the insights regarding the energetics of radical

addition brought that study are useful (they did provide results for the gas phase), the subsequent

reaction steps (namely deprotonation) outlined in that work are likely to be less applicable to the

gas phase setting of this indole + NO3 organic aerosol formation.
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6.3.5 Computational Results for Hydrogen Abstraction

The thermochemistry data resulting from the electronic structure calculations of the resulting

products from hydrogen abstraction at each position are provided in Table 6.2. DFT at the

PBE0/6-311++G(d,p) level was used for all potentially abstractable hydrogen atoms, and MP2/6-

311++G(d,p) was used only for abstraction at P1, P2, and P3 to minimize computational expense.

The PBE0/6-311++G(d,p) calculations seemed to be fairly accurate, as the estimated BDEs were

similar to those calculated in previous studies and comparable to those measured in pyrrole. The

initial step (Reaction 6.1) is energetically uphill for H abstraction from all C-H bonds, and slightly

more so for the C-H bonds in the 2 and 3 positions (P2 and P3). Importantly, only the abstraction

from the N-H bond is predicted to be exergonic.

Table 6.2: Thermochemistry data at the PBE0/6-311++G(d,p) and [MP2/6-311++G(d,p)] levels for
the hydrogen abstraction reaction

Reaction Site ∆E + ZPE (kcal/mol) ∆H (kcal/mol) ∆G (kcal/mol)
2 14.8 [18.9] 16.8 [26.4] 16.5 [26.5]

3 15.5 [21.5] 17.7 [29.5] 17.7 [29.9]

4 8.45 10.6 10.5

5 8.41 10.4 10.3

6 8.37 10.4 10.4

7 8.79 11.0 10.9

N* -10.6 [-6.11] -9.28 [-2.79] -9.25 [-2.53]

*These data are for the reaction producing the IM1 structure, not the minimal energy structure IM2

A stepwise presentation of the reaction energetics for the indole + NO3 + NO2 pathway

for hydrogen abstraction from P1 is presented in Figure 6.7. All energy values correspond to the

minimized structures, with exception to IM1 which was approximated by simply removing the P1

hydrogen from the minimized indole structure. Optimization of IM1 resulted in IM2, consistent

with lower energy of the latter. For the hydrogen abstraction reaction, both intermediates IM1 and

IM2 result from abstraction from P1 are both energetically favorable, with the carbon-centered
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radical form being the most stable. The spin density is shown to highlight the shifting of the

unpaired electron to be predominantly around P3 in the IM2 structure.

Figure 6.7: Thermochemical results at the PBE0/6-311++G(d,p) level for the hydrogen abstraction
mechanism initiated by removal of the hydrogen at the N position (P1). ∆(E+ZPE) values are
provided in pink, and ∆G values are provided in blue, with reference to the reactants (including
the oxidant) in each reaction.

Reaction 2, being a radical recombination reaction, should happen efficiently and potentially

be barrierless.251 The former is supported by the overall reaction being highly exergonic. While

the remaining steps between IM3 and 3-nitroindole are uncertain, there is evidence that the yield

for the IM3 → 3-nitroindole process is almost 100% by the striking lack of other isomers in the

selected ion chromatograms (Fig. 6.2).
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Given that this mechanism should be able to describe both OH and NO3 initiated reactions,

the conversion from IM3 to 3-nitroindole is likely to also be a multistep process. No attempt

was made to model this process in this work. The simplest explanation would be that the excess

energy after recombination would result in having sufficient energy for the internal hydrogen

shift process. The alternative option would be another hydrogen abstraction process, in which

the hydrogen is removed from P3 and subsequently returned to P1 by either HNO3 or by another

indole molecule. In environmental conditions, other hydrogen sources would be available as well.

6.3.6 An Unfavored Alternative: NO3 Attachment

Given the previous studies which showed that attachment at P2 was favored in indole for other

radicals, the analogous reaction was tested here for NO3 with DFT. Limitations in computational

resources made it difficult to compute frequencies for many of the intermediates at the MP2 level.

Namely, the finite difference calculations required to compute the frequencies, which inherently

take a long time, were often interrupted by issues with the SCF calculations. In some cases,

warnings regarding linear dependencies in the AO basis sets appeared, which we attempted to

alleviate with tighter screening thresholds and even trying less diffuse basis sets. Given these

difficulties, and the appearance of two large transition state energy barriers predicted by DFT in

Fig. 6.8, we elected to pause on the MP2 calculations for this pathway.

6.4 Conclusions

This work has provided strong evidence that 3-nitroindole is the major molecular component of

indole + NO3 secondary organic aerosol. The identification was confirmed by matching the reten-

tion time in chromatography, the shape of the absorption spectrum in UV/Vis spectroscopy, and

the accurate mass-to-charge ratio in mass spectrometry. Furthermore, we were able to provide
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Figure 6.8: Hypothetical reaction mechanisms for a reaction pathway in which the NO3 attaches
directly to pyrrole component of indole. This pathway is comprised of A) Reaction #3 and B)
Reaction #4, which represent the attachment of NO3 and NO2 respectively. In C) is a free energy
diagram (PBE0/6-311++G(d,p)) showing the Gibbs free energies of each structure with respect to
all three reactants (indole, NO3, and NO2).

mechanistic justification for the dominant formation of 3-nitroindole with the aid of electronic

structure calculations. The most likely mechanism appears to be initiated by NO3 abstracting the

hydrogen from the indole’s N-H bond. Through resonance, the free electron density is shifted

to the carbon in the 3 position of indole, priming the indole radical for a recombination reaction

with NO2, producing 3-nitroindole. We were able to rule out alternative mechanisms in which

NO3 either abstracts a hydrogen atom directly from a C-H bond or is added to indole instead of

abstracting a hydrogen atom.
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The ToF-AMS mass spectra were also remarkably similar between the SOA and the standard,

with the parent ion (m/z 162) present in both the SOA and the standard. Various fragmentation

peaks were also present, and shared similarities to electron ionization mass spectra of nitroin-

doles in the literature. It may be worth extending the m/z range of high-resolution ToF-AMS

analysis to larger m/z (namely 132 and 162) when there is potential for indole oxidation products

to be present, such as ambient measurements near animal husbandry facilities or during times of

significant plant blooming.
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Chapter 7

Summary of the Dissertation

This work has shed light on the optical properties of various nitroaromatic molecules that are

often found in the atmosphere. The following questions were investigated:

1. Do the anions of nitrophenols have different photochemistry in non-aqueous solutions?

2. Do 4-nitrocatechol and 2,4-dinitrophenol undergo photochemical reactions in highly vis-

cous organic matrices?

3. Do the photophysics of 4-nitrocatechol match observations with its photochemistry?

4. Can time-dependent density functional theory be used to reliably estimate intersystem

crossing rates?

5. What is the major chromophore resulting from the indole + NO3 reaction?

For the first point, it was shown that 2-nitrophenol and 4-nitrophenol (and also their anions)

do not have drastically different photochemical degradation rates from previous observations for

these molecules in aqueous solutions. The only molecule to show significantly more efficient pho-

tochemistry in the organic phase (liquid 2-propanol) was 2,4-dinitrophenol. Experiments with

2,4,6-trinitrophenol proved notably difficult, as the molecule is a strong acid that exists predom-

inantly in the deprotonated form regardless of the choices of solvent or pH. The photochemical

degradation of 2,4,6-trinitrophenol was similar to the less-substituted nitrophenols.
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To investigate more toward the optical properties and photochemistry of nitroaromatics in

highly viscous organic matrcies, isomalt was used as an organic aerosol proxy. The absorption

spectrum of 4-nitrocatechol in the solid isomalt was effectively the same as in the liquid alcohol

solvents, despite a slight redshift in the solid. The photochemistry of 4-nitrocatechol occured at

similar rates between the liquid and solid organic matrices. Despite having similar rates, the prod-

ucts from photochemical reactions were observed to be different, with products corresponding to

addition of -OH observed when 2-propanol was used as the solvent and products corresponding

to reactions between two 4-nitrocatechol molecules observed when solid isomalt was used as the

matrix.

Both the absorption spectrum and photochemistry of 2,4-dinitrophenol differed between the

solid isomalt and the liquid alcohols. Of all of the molecules evaluated, 2,4-dinitrophenol had the

most drastic changes in its absorption spectrum upon changing the solvent. In liquid alcohols,

the absorption spectrum contained two separate absorption bands of roughly equal intensity. In

the aqueous phase, the absorption bands were not as well separated and had different intensities.

Surprisingly, the absorption spectrum of 2,4-dinitrophenol in isomalt more closely resembled the

spectrum of the aqueous phase. An attempt was made to explain these differences using time-

dependent density functional theory on explicity solvated complexes of 2,4-dinitrophenol with

water and 2-propanol. The effects of explicit solvation were minimal, but did result in minor

separation between the absorption bands when 2-propanol was included.

Based on an assumption that 4-nitrocatechol should photochemically react through excited

triplet states, transient absorption experiments were conducted on 4-nitrocatechol with the hy-

pothesis that such states would be observed on ultrafast time scales. Again, comparisons were

made between experiments in the aqueous phase and the liquid organic phase. The transient

absorption of 4-nitrocatechol after excitation to the first excited singlet state was probed using

an ultrafast pump-probe spectroscopy setup. Stark differences in 4-nitrocatechol excited state

absorption spectra depending on the solvent. In the aqueous phase, the excited state lifetimes
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were ultrashort, with much of the transient absorption disappearing in less than a few picosec-

onds. The excited state absorption bands were much stronger in 2-propanol, and remained for up

to 100 picoseconds. From these observations it was concluded that triplets states are minimally

populated in 4-nitrocatechol when dissolved in water. From the transient absorption spectra at

longer time delays (around 3 nanoseconds) it was concluded that 4-nitrocatechol behaves as a

photoacid in both water and 2-propanol. These conclusions provide nice context to the results

from the photochemistry studies of 4-nitrocatechol, where photodegradation in water was neg-

ligible and photodegradation in 2-propanol was appreciable but also relatively slow. In the case

of 4-nitrocatechol in protic solvents, a significant portion of excited state population results in

deprotonation of the molecule, minimizing the impact of photochemistry toward its removal.

An attempt was also made to reconcile the disparate use of Fermi’s golden rule and the

energy gap law to computationally describe intersystem crossing in organic molecules. Plagued

by mismatched notation and inconsistent application in the literature, the theoretical framework

was reviewed and applied to predict the intersystem crossing rate constants in nitrobenzene.

In comparison to experimental observations in the literature, the best match in theoretical rate

constant determination was provided by the unconventional use of a Lorentzian-like equation.

The final chapter of this dissertation changes gears from its focus on photochemistry to in-

vestigate the secondary organic aerosol formed from reactions of indole and the nitrate radical,

NO3. Specifically, previous studies observed a strongly absorbing product in this aerosol that has

a molecular formula matching with nitroindole. Despite having multiple sites upon which an NO2

group could be added to indole, it appeared that only one isomer was dominantly formed. Since

no previous studies were able to provide comparison to nitroindole standards, the exact isomer

needed to be confirmed. As such, the analytical trifecta of chromatography, UV/Vis spectrscopy,

and mass spectrometry was used to confirm that 3-nitroindole is the isomer formed in the indole

+ NO3 secondary organic aerosol. Upon finding this as the product, density functional theory

was used to confirm the mechanism by which 3-nitroindole is formed. This work showed that
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the reaction occurs via hydrogen abstraction from the N-H bond in indole, after which the inter-

mediate is stabilized by resonance to promote NO2 addition at the 3 position of the intermediate

radical.

The work with indole was undoubtedly the most conclusive work of this dissertation. Some

questions still remain from the other parts of this work:

1. The differences in photochemical products in 4-nitrocatechol make it difficult to tease out

the role of viscosity toward photodegradation. Would reactions between two 4-nitrocatechol

molecules take over if experiments in 2-propanol are done in anoxic conditions? If so, would

the reaction rate slow down in the case that two 4-nitrocatechol molecules need to diffuse

toward each other in solution? To answer these questions, future experiments should ex-

amine the photochemistry of 4-nitrocatechol as a function of O2 concentration.

2. Why does 2,4-dinitrophenol have differently shaped absorption spectra in different sol-

vents/matrices? We considered differences in solvation but did not consider major solvent-

dependent geometric reconfigurations of 2,4-dinitrophenol, which would also cause con-

siderable spectral differences. To investigate these unique optical properties, more sophisti-

cated solvation models should be tested in quantum chemical calculations. Measurements

could also be taken in a cryogenic argon matrix to hone in on the effects of specific in-

tramolecular interactions.

3. There appeared to be a small exicted state absorption signal potentially by triplet states in

4-nitrocatechol, even at long time scales. What fraction of the overall excited population

ends up in a long-lived triplet state? Does the quantum yield of that process match the

photochemical reaction yield we observed? Further experiments should evaluate the yield

of singlet oxygen (1O2) in solution, which is a common product from the reaction of organic

triplet states with dissolved oxygen. Phosphorescence experiments could also detect the

loss of triplet 4-nitrocatechol directly.
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Appendix A

DaltonView: TDDFT Visualization

Software

Overview

DaltonView is an executable application developed in Python which can be used as a data visu-

alization tool for time-dependent density functional theory (TDDFT) calculations. It is available

both as standalone Python code and packaged as an executable program, allowing for the pro-

gram to run on machines which do not have Python installed. The front-end of the application

uses the widget-based Tk library. The back-end of the code employs regular expressions to extract

numerical data from the text file, generating a spectrum using these numerical values.

The purpose of DaltonView is to generate excitation spectra (also known as absorption spec-

tra) from TDDFT output files. The ability for the program to automatically fetch data can be a

great time-saver when trying to analyze numerous output files, however it does not make this

program novel. IQmol is a common tool used to analyze output files from quantum chemical cal-

culations and is capable of tabulating and visualizing data out of TDDFT outputs from Q-Chem.
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Unfortunately IQmol has limited export options, and only allows the user to save the image it-

self. Another common quantum chemical program, Gaussian (more specifically its visualization

counterpart GaussView), also has built-in capabilities for spectra generation, and affords the user

the ability to export their data. Unfortunately, unlike IQmol, Gaussian requires a license and thus

may not be readily available on one’s personal computer. This problem is compounded by these

programs typically only being compatible for output files from their native quantum chemical

program. Thus, DaltonView provides a free, open-source alternative to these programs, with the

added benefit of being expandable to work with any TDDFT software.

To highlight the utility of processing files with DaltonView, a snippet of a Q-Chem TDDFT

output file is provided below. The excitation energies, which are needed to produce an absorption

spectrum, are printed hundreds of lines into the output file, and the details of each excitation spans

multiple lines. The DaltonView program looks for lines containing "excitation energy (eV)" (line

612) and fetches the first decimal point number in the line, and stores it in its own array. The

same is done to retrieve the values "Strength" (line 616) values, saving the user the need to copy-

and-paste these values for the tens of states needed to produce an absorption spectrum.

609 ---------------------------------------------------

610 TDDFT Excitation Energies

611 ---------------------------------------------------

612 Excited state 1: excitation energy (eV) = 3.5706

613 Total energy for state 1: -586.59850571 au

614 Multiplicity: Singlet

615 Trans. Mom.: -1.4447 X 0.0000 Y -0.4673 Z

616 Strength : 0.2016803416

617 X: D( 39) --> V( 1) amplitude = -0.2237

618 X: D( 40) --> V( 1) amplitude = 0.9693
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Figure A.1: Illustration of how single excitations are used to generate a simulated absorption
spectrum.

The program works by broadening individual excitations into absorption bands with line

shape distributions. This principle is illustrated in Fig. A.1. Each peak is generated with either

Gaussian distribution (G),

G(λ) =
f

σ
√
2π

exp

(
E − EV EE√

2σ

)2

, (A.1)

or a Cauchy-Lorentz distribution (L),

L(λ) =
f

π

[
γ

(E − EV EE)2 + γ2

]
, (A.2)

where in both equations E is a range of energy values (in electron volts), EV EE is the excitation

energy from the TDDFT calculation, and f is the oscillator strength of that excitation. In the case

of the Cauchy-Lorentz distribution, the half-width at half-maximum (HWHM) is equivalent to

the scaling parameter γ. For the Gaussian distribution, HWHM =
√
2 ln 2 σ. The program allows

for the user to specify the HWHM values, however, the choice of value is effectively empirical.

Additional spectral features are planned for addition in the future, including wavelength depen-
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Figure A.2: Schematic illustration of how DaltonView processes a file. The diagram should be
read from top to bottom.

dent HWHM values and the option to use a Voigt profile (a convolution of Lorentz and Gaussian

functions) for the spectral lines.

To generate the spectrum, the individual peaks (such as the dashed lines in Fig. A.1) are con-

voluted by summation to generate a complete excitation spectrum. Since the resulting intensities

from these spectra are somewhat arbitrary, the spectra are normalized to the maximum value

before being displayed, yielding a normalized absorbance of 1 at the wavelength of maximum ab-

sorbance. Finally, after convolution of the spectra, the energy axis is converted to a wavelength

axis (i.e., electron volts to nanometers).

Program Design

The general workflow of the program is illustrated in Figure A.2. The program is structured into a

few individual classes which individually handle certain tasks. The DaltonViewApp class handles

the graphical user interface (GUI) and acts as the hub of the application. Data processing and

visualization are handled by the FileManager, DataManager, and PlotManager classes.
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The FileManager reads in the input files provided by the user and sends that text data back

to the main app. Text data is stored in the app object to avoid having to repeatedly open the same

file while the user tweaks the spectral settings. The DataManager classes converts the text data

into spectral data, using the options specified by the user in the GUI. First, the oscillator strength

and vertical excitation energy values are extracted from each transition in the output file. These

values are retrieved using regular expressions, a pattern matching tool that can be used to retrieve

numbers from strings (among many other things).

The DataManager class is responsible for using the options specified by the user to compute

simulated excitation spectra using the numerical data retrieved from the output file. As of this

summary, the options available to the user include peak width (via the HWHM) and the peak

shape (either Lorentzian or Gaussian). It is planned to include the ability to scale the HWHM

according to the wavelength, since empirically it seems that real absorption bands at long wave-

lengths tend to have broader peak shapes. The addition of Voigt profiles (a combination of a

Lorentzian and a Gaussian) has also been considered, although the scaling of such a peak shape

may be overly complicated for simple use of the program.

Finally, once the data has been extracted and converted into a spectrum, the PlotManager

takes the spectrum and adds it to the existing canvas in the GUI. This is undoubtedly the most

inefficient part of the application, however, it tends to run without significant input lag for rea-

sonable wavelength ranges.

Summary

DaltonView is a unique piece of software in that in unites the analysis for various different sources

of quantum chemical data. While most of the popular TDDFT software has the ability to com-

pute excitation spectra from output files, most of them are not compatible with output files from
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other quantum chemical programs. As an open-source program, DaltonView allows for expan-

sion to include TDDFT outputs from any quantum chemical codes. Another unique feature of

this program is the ability for on-the-fly comparisons between theoretical excitation spectra and

experimentally measured spectra. Such utility can provide a quantum chemist with rapid conclu-

sions as to the accuracy of their theory. The ability to save images of the spectra allow for a direct

pathway for the program to be used toward presentations and publications, potentially resulting

in citations in peer-reviewed articles. As of the publication of this dissertation, the program cur-

rently supports outputs from Q-Chem, Gaussian, and GAMESS (thanks to Prof. Craig Murray for

the latter), with the goal of including other programs and levels of theory in the future through

open-source contributions and collaborations.
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Appendix B

Cartesian Coordinates of Optimized

Geometries of 4-Nitrocatechol
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S0 of 4NC optimized with PBE0/6-311+G(d)

Coordinates (Angstroms)

ATOM X Y Z

1 N -0.0087789546 0.0000100769 -0.0073873130

2 O -0.0119896222 -0.0000593957 1.2140944359

3 O 1.0142342173 0.0000278806 -0.6754329068

4 C -1.2794620086 0.0000537640 -0.6990483334

5 C -2.4564518163 0.0000129367 0.0391570067

6 H -2.4245271752 -0.0000520670 1.1210796826

7 C -3.6665249069 0.0000577292 -0.6348455040

8 H -4.6050710573 0.0000275899 -0.0912095852

9 C -3.6944914087 0.0001430206 -2.0247791872

10 O -4.8717819867 0.0001869136 -2.6665503790

11 H -4.7253624022 0.0002474625 -3.6228406188

12 C -1.2791504702 0.0001376266 -2.0943705981

13 H -0.3469528147 0.0001682830 -2.6480857598

14 C -2.4898322392 0.0001824422 -2.7545422679

15 O -2.6426119822 0.0002645715 -4.0995957127

16 H -1.7956110624 0.0002901588 -4.5595309399
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S1 of 4NC optimized with TD/TDA-PBE0/6-311+G(d)

Coordinates (Angstroms)

ATOM X Y Z

1 N 0.0346687844 0.0002271697 -0.0975793027

2 O 0.3313157157 1.1333893480 0.4493955220

3 O 0.3296265425 -1.1364080354 0.4441677804

4 C -1.2120351112 0.0005430255 -0.7780167790

5 C -2.4111190777 -0.0003058610 -0.0023179166

6 H -2.3301688292 -0.0006514203 1.0785216154

7 C -3.6327423641 -0.0006575947 -0.6142358313

8 H -4.5612855868 -0.0012156253 -0.0555257493

9 C -3.6849549975 -0.0002493344 -2.0158238431

10 O -4.8444039415 -0.0005640349 -2.6216021527

11 H -4.7458261289 -0.0001714758 -3.5881795063

12 C -1.2371205731 0.0010512410 -2.1594857622

13 H -0.3173828722 0.0018657354 -2.7348979837

14 C -2.4675179808 0.0006104898 -2.7925326498

15 O -2.6754897779 0.0011177810 -4.0967184012

16 H -1.8606138017 0.0016785914 -4.6177790399
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T1 of 4NC optimized with TD/TDA-PBE0/6-311+G(d)

Coordinates (Angstroms)

ATOM X Y Z

1 N -0.0323754433 -0.0000484005 -0.0324589941

2 O -0.0654184389 0.0001374622 1.2401959703

3 O 1.0536274997 -0.0000447753 -0.6901186790

4 C -1.2374189468 0.0000281842 -0.7180047701

5 C -2.4797191436 0.0001572099 0.0291689390

6 H -2.4247406003 0.0001710334 1.1090022525

7 C -3.6818123623 0.0002513345 -0.6187055141

8 H -4.6166346841 0.0003479488 -0.0694739360

9 C -3.7192333413 0.0002151267 -2.0191116389

10 O -4.8755140027 0.0003054714 -2.6598346273

11 H -4.7510842637 0.0002554206 -3.6214281775

12 C -1.2439294057 -0.0000243977 -2.1086790506

13 H -0.3181279611 -0.0001330118 -2.6704115628

14 C -2.4691691904 0.0000742824 -2.7583319459

15 O -2.6290922594 0.0000540577 -4.0628740786

16 H -1.7937074560 -0.0000469465 -4.5528341868
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T2 of 4NC optimized with TD/TDA-PBE0/6-311+G(d)

Coordinates (Angstroms)

ATOM X Y Z

1 N -0.0440982510 0.0205716136 -0.0439895440

2 O -0.0782409631 -0.1343166337 1.2303056451

3 O 1.0601009063 0.0776028487 -0.6703509820

4 C -1.2391900355 0.0106717761 -0.7255259891

5 C -2.4742494564 0.0185282731 0.0239109980

6 H -2.4146080916 0.0339291023 1.1036984657

7 C -3.6822662260 0.0081975034 -0.6200699587

8 H -4.6148575132 0.0148037301 -0.0681468417

9 C -3.7192897396 -0.0028968873 -2.0142897532

10 O -4.8704245468 -0.0063566725 -2.6561442667

11 H -4.7476019419 -0.0113002614 -3.6180004226

12 C -1.2419235854 0.0002036828 -2.1083107553

13 H -0.3160367125 -0.0019882760 -2.6703145691

14 C -2.4706084070 -0.0034048798 -2.7572398479

15 O -2.6318070232 -0.0076409763 -4.0571114080

16 H -1.7992384133 -0.0148939430 -4.5523207704
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T3 of 4NC optimized with TD/TDA-PBE0/6-311+G(d)

Coordinates (Angstroms)

ATOM X Y Z

1 N -0.0495805951 -0.0001661574 -0.0132072108

2 O 0.0628113797 -0.0229059342 1.2663436198

3 O 1.0667368399 0.0292916056 -0.6963005175

4 C -1.2753733830 -0.0042991614 -0.6861005048

5 C -2.4611178790 -0.0338862051 0.0401469136

6 H -2.4420700148 -0.0543318716 1.1221932338

7 C -3.6702264749 -0.0364316141 -0.6464557168

8 H -4.6084454747 -0.0591351357 -0.1015184436

9 C -3.7052349325 -0.0099382303 -2.0365417885

10 O -4.8941544339 -0.0126103272 -2.6780436744

11 H -4.7472680564 0.0119577189 -3.6328421865

12 C -1.2858871080 0.0221464150 -2.0895586160

13 H -0.3595117332 0.0449600778 -2.6518447836

14 C -2.5018754723 0.0187223452 -2.7531916618

15 O -2.6340847743 0.0417878133 -4.1014701886

16 H -1.7791078874 0.0670386611 -4.5454284744
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