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ABSTRACT 

UCRL-9260 

A defin_ition of causality,. different from the one .currently employed 

in field theory, is introduced .. Its relation to the Lorentz group and to 

relat_ivitytheory. is clarified •. It leads to a reduction of the S .matrix, 

appropriateto dispersion theory,. that is not subject to some limitations 

hitherto encountered. The mathematical constructs appearing in the course 

of this .reduction are di~cussed. 
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>l: 

Among the more promising recent attempts in field,theory are those 

.that exploit the principle of causality. , The matrix element for elastic 

scattering is .represented as a Fourier transform of the .expectation value of 

a retarded commutator. The latter is then required to vanish for fields with 

spacelike separation. This, together with the assumption of a complete set 

of positive-frequency timelike eigenstates for the displacement operator, leads 

to interesting .analytic properties of the scattering amplitude. 
1 

In order to 

deal with processes of greater complexity the single-commutator representation 

is generalized to one with multiple commutators. 
2 

This extension is subject 

to two limitations: there must be no more than two particles in one of the 

states, and the one-particle states are taken to be stable. 

In this article we formulate the principle of causality in a fashion that 

appears to us more apposite to the context in which it is used. Basing our-

selves on this definition, we proceed to discuss the relation between causality 

and the Lorentz group. The discussion .suggests a reduction of the S matrix 

essentially different from the multiple-commutator representations. It is not 

subject to limitations on the number or stability of particles entering into or 

e.mer ging from a reaction. Causality so formulated is then shown to imply 

microcausality, a condition on a bilinear form in the Bethe-Salpeter amplitudes 

appropriate to the initial and final states. 

>',< 
Work done under the auspices of the U.S. Atomic Energy Commission. 
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CAUSALITY IN CLASSICAL PARTICLE MECHANICS 

Let a.simultaneous configuration of a system of n particles, subje<;:t, 

to a-dynamics .D,.be.specifiedby z(st(f-1=0,1,2,3; gf.lV=l,-l,-1,-l,t.:.: s=l,2,···n).~ 

Consider two distinct simultaneous configurations z(T 
1 

), z(T 2) which may evolve 

from ea.ch other according to ·D. . Let the . D be thought of as including the 

mutual interactions of the particles and the effects of external fields .. We 

-associa,te with it a .D
0 

. which is thought of as excluding these and. representing 

_the free .dynamics ;of the system. We .call the external fields and the mutual 

interactions causal if z(T l) and z(·T 2) are also accessible from each other by 

the motion D
0

. Respecting the nature of the latter, this definition has nothing 

to say. 

Applied to a single particle, whose n
0 

.is a forward motion in time 

controlled by Newton 1 s equations, the .definition would rule as acausal those 

external fields that result in a later position outside the forward light cone of 

the original. For a . D
0 

that admits -a forward as well as a backw~rd motion 

in 7 ' the _class of causal external fields might be broader. 

It is difficult to harmonize this denotation of causality with the 

.connotations and associations the word has collected. A more felicitous term, 

reflecting_our anxiety lest certain facets of free motion--to_which we are 

addicted--be effaced by interactions, would be desirable .. The more so, since 

the range .of applicability_ of the word-is ;now limited. to theories with a 

prepossession for sundering interaction effe.cts from the entire motion . 

. Does the word, with its common denotative value,. have any, meaning 

in physics? For a closed dynamical system, unaffected by external forces and 

without hidden degrees of freedom, we believe .not. The central problem for 

these systems is that of determinism, rather than causality. We are given 

the law of evolution of the system in the small and inquire what additional 

•• 
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conditions (initial, final, boundary) must be imposed for the determination in 

the large. More precisely the question- -purely mathematical- -is whether with 
• 

a certain type of conditions the problem is well set (in the sense of Hadamard) 

;o and not whether these refer to the past or future. On the other hand, in con-

sidering systems subject to external agencies we are averse to basing our 

solution~on promises, and account only the past performance of the agents. 

Since the latter can be comprehended in a larger closed system and codetermined 

with the system under consideration, the concept may well be only ancillary 

to classical physics. Quantum theory may present a somewhat different 

picture..since an observer cannot be rodetermined with the system he observes 

and still have any knowledge of it. 
( 

Historically, the theory of relativity was the carrier of an idea, 

s.omewhat less general and explicit, that comes under the head of our definition 

of causality. We shall give now a crude .operational picture of Lorentz in-

variance, unembarrassed .by it. , Within its frame we shall also fit the 

definitions and discussions of the following sections. 

A physicist has somehow come by an album of s.ketches of orbits of 

particles. He may have obtained it from observation,. by integrating equations 

of motion, or drawn them from his imagination .. To a rather exclusive exhibit 

of these he invites .that public which sees eye_to eye with him on certain things. 

To qualify for an invitation, each one must share his opinions on,how to calculate 

• lengths of vectors from their components and agree with him on other things to 

be discussed in the next section .. He exposes .one of his sketches (say a circle) 
'of 

to their view. Each of them reports back his distorted impression of this object 

(to each of them it may appear as a different ellipse). If he can match each 

of their distortions with some sketch of his album.( 111 have one like it, but it 

is.n 1 t the one I'm now showing 11) and if he can do this for every sketch of his 
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album, then his collection is invar~ant under the distortion of this group of 

viewers. In this .formulation. the invariance of the collection is contingent on 

the wealth of possibilities of motion .the album contains within it rather than 

on any dynamical.details. This .picture is .made .more pre.cise in the next 

section. 

..· . .;? CAUS.A.LITY::IN QUANTUM MECHANICS 

The homologues of free and interacting classical motions between two 

configurations are the free (x
1 

· ·· · .x 

I 
m 

s y · · · y ) and interacting 1 n 

(xX '·' xm S y 1 · · · y:il) transition amplitudes . . They are not expected to 

exhibit the specific features of point mechanics ... Even for a single free Jield 

the .transition amplitude 

- + . + (n, A (x) A (y}n} = 1 ~ (xy) 

does not vanish outside the light cone. A general feature of the classical 

situation,. closely relating to the Lorentz group, is, however, reflected in 

quantum theory. It is that a free particle tan be saddled with a Lore.ntz ob-

server. Our causality requirement. restricted the admissible external fields 

open for the particle to those in which it still may be tamed .. We express this in 

quantum language by saying that the free-transition amplitude {x Is I y) admits 

the Lorentz group and we restrict the admissible interactions to those in which 

(x Is I y) also admits it. In.terms of the operational statement of the previous 

section: aU those who agree among themselves on how to compute lengths of 

vectors do not distort .s. To preserve this unanimity, we refrain from 

introducing controversial interactions that would lead to a distortion of : S. 
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We .now proceed to give .mathematical form to. the idea of distortion 

as. applied,to objects of field theory, to list the classes of object on which the 

Lorentz public must agree by the very nature of relativity theory, and to show that 

• S is not included among these classes. 

'&I 

The representation of a distortion is well known in the .theory of groups 

'f f . 3 L . b 1 f h . o trans ormatlons. et g e some e ement o sue a group. Let F(x) 

be a function of the coordinates .x whose numerical value is specitied in a 

certain set of frames of reference. It may be a tensor, spinor,. Hilbert space 

vector,· or some combination of these. The F as distorted by g, F , may be 
g 

expressed symbolically in ,terms of the undistorted F through the relation 

-1 
.F = g Fg , understood to mean that we take g on the left of F in g 

those representations that are appropriate to the tensor or spinor character 

-1 ' ' of F, and g on the right in those appropriate to the realization of g on 

the coordinate variable. For a one-parameter (t) subgroup we denote the 

latter by xt and its inverse by x -t' The infinitesimal representation 

associated with tensor indices is then the matrix J 1-l. (x) = 
t v 

8x.t 1-l. 
--:-:-- ; the v 
ox_; 

representations st associated with spin and Ut with Hilbert space indices 

are taken, for the moment, as independent of J. The distortion of a c-

function tensor is then 

gi-l. v (x) - g 1-l. v (x) 
t 

a spinor c function is 

a spin operator is 

j.l. J V I j.l. I vi 
- Jt 1-l. ' t v g (x -t) 

'YI-l.{x)-+ 'Y 1-l.(x) = J 1-l. s 'Yv(x ) st-l 
. t t v t -t 

a Hilbert space vector is 

(2) 

(3) 

(4) 

(5) 
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a scalar fieldvariable (Hilbert space operator) is 

. -1 
<j>(x) --»<j>t(x) = ut <j>(x_t) ut 0 

UCRL-9260 

The quantities s and U, in general independent of. J and the finite trans-

formation on x, are in field theory related to these by restricting the class 

of admissible transformation to those which do not distort certain objects. 

We shall list the types of objects that are .required to be undis.tortible 

(6) 

. by Lorentz in variance and show that the transition amplitude is in general not 

included among them. The primary object of this character is the metric 

tensor. Its undistortibility defines the representation of the Lorentz group on 

tensor indices through the requirement gt f.LV (x) = gf.LV (x) . From now on we 

confine ourselves to Minkowski frames in which g is diagonal and independent 

of x. To correlate s to J we also require that the spin operators y f-1 re-

+nain undistorted, thus defining the spin representations of the group, . The 

Hilbert space representation ut is defined by the requirement that all field 

variables <j>(x) remain undistorted. Since these are the three types of rep~ 

resentation we need in field theory, Lorentz invariance alone does not compel 

us to postulate any further undistortible objects. In this sense causality, 

although intimately connected with the mappings under the Lorentz group, is 

quite independent of the requirements of relativity theory. 

Let us now consider the state vector 

O(x, d) = 1 do-~(!;) Ll + (x-!;) 6~ (£) <j>{S) n, (7) 

where n is the vacuum state, f6 g = f8 g - (8 f)gj and <j> a scalar field 
f-1 f-1 f-1 

operator. For a free field this integral is independent of a and may be 

evaluated with x on a to yield + w(x) = <j> (x) 0. We then have, by (5), 

(8) 
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from the requirement that cj> not be distorted. Relation (8) does .not hold for a 

general n(x, a), Geometric conside.rations indicate that nt (·xa), regarded as 

a functional of the pseudonormal to the surface (]. is different from n{x, 0' ). 

• .Since the transition amplitude is a.scalar product of state vectors of this type 

'" 

with a -+ :I: ao, it need not admit the group for transitions involving interaction, 

We shall accordingly reduce .S by expanding it in terms of s. The 

exacting demand of admitting the group is then passed on to the coefficients 

of the expansion. These turn out to be bilinear forms in the BS amplitudes, 

To carry out this project, we need three lemmata. The next three sections are 

devoted to their derivation. The first lemma is also of some intrinsic interest. 

. It permits us to compare the reduction scheme of dispersion theory with those 

employed in other approaches to field theory. The second is a device for 

generating elements of s. The third relates to generalized retarded 

commutators and implies a certain reciprocity relation for the internal 

orderings of factors in a product of fields .. These in turn suggest a view on 

dispersion theory, discussed briefly in the final section. 
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DIRAC IDENTITIES 

·The object'of the work in .this section is to de'rive the formula on which 

our reduction of the S matrix is based. It is an extension of Dirac 1 s 

out in rad . 
A =A + A to second quantlzed system:s. In the extended version· A out 

and Ain are products .of outgoing and incoming operators as they occur in the 

construction of the outgoing and incoming state vectors. Two sets of quantities 

corresponding to Ara.d are defined and have in common with it an essential 

property. A notation requiring somewhat eleborate definitions· is introduced 

to make .the final expression compact and. explicit. 

We consider a specific matrix element of the scattering operator with 

m > 1 incoming and n > 1 outgoing, not necessarily distinct;~, scalar fields. 

Let thes.e be arbitrarily. ordered as in 

i 
··•) = lJ;.+(x 1 ) <j>.+ (x") X +(x"') X +(xiv) ···0, 

,1 1 i . i 
Q • (xI X II X Ill 

' ' ' J 

where the superscript (+) denotes the positive frequency part of the incoming 

(i) or outgoing (o) field and the vacuum state is assumed to be stable. The 

ordered sequence with repetition in the field variables is .now placed in a one-

to-one correspondence with sequences of field variables without repetition. 

+ + + + + These are A 
1 

(x 1), ~2 (x2), · · · ~m (xm) and B 1 (y 1), B 2 (y 2), · · · Bn (yn) 
i 1 1 0 0 0 

for the field operators of n. and n respectively. A permutation group _P 
1 0 

on m letters is now associated with the A sequence, and 'i on n letters with 

B. The domains of the permutations are the identical subscripts of the field 

operator and coordinate variable. A particular permutation p may be defined 

by 

p [Al(xl), A2(x2)' A3(x3),··· Am(xm)] = A3(x3),Al(xl)'Am(xm),···, 

A
2

(x
2

) ] . (9) 



• 
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The definition of a .multifield operator constructed on a sequence of 

commuting operators (like Ai +) is given by the formulas 

splA(x) = 1 fdt s ==- 0 , ' 

spl A(x) = P 1A(x x · · · x ) = A. (x )A &..lt"' ·A (x )for l < s < m. (10) 
1' 2' s pl pl p2.'"~ . ps ps 

The first of these is a .convention. In the second, the first equality sign trans-

lates a compact into a more prolix notation; the second equality explicates these 

interms of elementary field variables. In words: to construct spl.A(x) permute 

the standard sequence by p and form the product of the first s elements of the 

permuted sequence. It will be useful to have a notation s~l K (x) for the 

complement of spl' A(x): 

spl 1 pl 
A (x) = A(x · x · x ) = A(x '( ., x ( x ) . · s+ 1 • s + 2, · · · m · p s + 1 ) p s + 2) , · · · pm 

The identity permutation is not indicated; thus sl A(x) = A
1 

(x
1 

)' · · As(xs) . . 

We also omit the s for s = 1; thus pl A(x) = A 
1 

(x 
1
): Consistently, then, 

P. p 
mpl _ m 

A(x) = A 1 (x
1

). We note .······. A(x) - A(x) for all p. By way of example, with 

p of (9) we have 

( 10 I ) 

In order to exte.nd these definitions to sequences of noncommuting operators 

we introduce a system of e functions. 

Spl 8(x) - 1 for s = 0 , 

._ 1 for s = 1, 

= 8(xp1 fxp 2l···lx~s) ~ Pe (x1 jx2f··•xs) for s > 1, {11) 



I 
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where 
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0 < X • '!'. 
pl . 

= 0 otherwise, 

. 0 <x . ps 

Pe (xll·. ·I xs) = 1 for xplo >. ~. > xps 0 

= 0 otherwise. 

UCRL-9260 

These are direct generalizations of 
2

e (x) = e (x
1 

- x
2

), and may be expressed 

in terms of this symbol; . thus 
3 

tl(x) = tl(x
1 

- x 2) e (x2 - x
3

) .. We associate 

with this set a permutation group n on s letters whose domain consists of 

the subscripts of x in e: 

n sple(x) = tl(x 
· npl lx j···[x ) n p2 · nps · 

From the meaning of these symbols it is.readily seen.that 

z; nsp~ ± (x) = 1 ... 
'IT 

We .now define the multifield, op~r~tor spA± (x) on the orde~ed set of 

simple operators (A
1

(x
1

), A 2(x2),···'Am(xm)] by the formula 

sp .. A"'-(x) -- 1 f 0 ""' or s .= , 

sp A±(x) = l; nspl tl±(x) n.spl A(x) for m > s > 1 . 
'IT . 

In words: to construct spA apply a p permutation to the sequence, form 

the product splA of the first s elements 'from left to right, multiply by an 

(12) 

(13) 

appropriate e, and s.um over all possible temporal arrangements. ·We note in 

particular t~e relation 
1 

A+ = ~A_ If the operators in the sequence commute 

we have nspl A(x) = spl A(x) and, by (12), sp A(x) = splA(x) . Definition (13) 

then includes (10) as a special case. It is the p bracket of Dyson, the ± 

brackets of Schwinger, the T product of Wick, t}:le 
' 2 

T function of LSZ, etc. , 
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defined on the sp subset. of the s.et of m operators. We enriched this collection 

·with one more notation, which is handled more smoothly in algebraic 

manipulations. 

The Dirac definition of the' radiation field Q(x) given by the expression 

A (x-) = A .. (x). + Q (x) 
0 i 

may be regarded as a formal identity: 

A (x) 
6 = 1 

fao 

da fJ. < s> ~<x-s> o f.l.< s> A<s> 

= J -J I da ~( SJ L>(x- Sili~ ( SJA{SJ 

f'oo - ao 

I 

+ J da~ (€;) L>(x-S)Ii~ {€) A(€) 

-ao 

A(x) +Q(x) 
i 

(14) 

In this expression ~(x) is the radiation kernel appropriate to the A field and 

K the Gordon-Klein operator that annihilates it. · To have a more ·compact 

notation we write 

JdJ' {S)L>(x-SJ 0~ {SJ 

(j 

= 

J da (€) L> (x- €) K(S) · · · = JdK(x- SJ 

where .H is, essentially, the Huygens kernel and K relates the radiation field 
• < .! 

to its. s.ource. In this notation, a,n abbreviated form of that in LSZ, . Green 1 s 

theorem for a c function f(x) is 
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if f(x) vanishes sufficiently, rapidly on the timelike remote surfaces. We 

adapt now one of their principal techniques to extend (15
0

) to cases in which 

f is replaced by the orde.red operators A± of (13), .·Clearly. (15Q') still.holds 

for sA with s = 1. . For sA with s > 1 we need the following v~rsions of 

Green 1 s theorem: 

f K(x_ -s .) A+(x 1 · · · x 1 s )=A+(x1· • •.x 1)A(x )-A(x_ )A+(x1· · · x . 1) n n n- n n- n . n n-
o 1 

~K(x ~s -)A (x · · ·x . s )=A (x )A (x · ··x )-A (x • · ·x )A (x). 
. n n - :l n- 1 n . n - 1 n-1 - 1 n-1 . n J 0 . 1 

,. 05 _) 

By the argument leading to (15
0

) we have 

JdK(x -s )A (x1· · · x 1s ) = (/1 . -1 . )A+(x1 · · · x 1 s )dH(x -s ), n n + n- n 
0 0 

. . n- n n n 
S- ;;:: + CIO £ = ,.. CIO 

n n 

and according to 03); 

A (x ... X X J = l:. e (x I· .. f X _fx ) lTlA(x) .. • . lT(nt-lk_(x) lTn A(x) 
+ 1 n-l n ir + n.1 ,lf(n-l) lTn . 

. We see then.that only permutations with fixed lT(x) = n and -rr(l) = n.contribute 

to the upper and lower limits respectively .. Equation (15+) then follows fr()m the 

definitions of A and A . Similar considerations lead to (15 ) 
0 i 

- The definitions 

A . (x) = 1 dH(x- s)A(s), (16al) ... 

0(1) + ao ( .. ao) 

Q.<x) ~ jdK(x- S)A,.{~) 
('j 

(16b1) 

of the quantities entering into Dirac 1 s expression are now regarded as 

particular cases of the more general 



spA (x) = j 
o(i) 

+ao (-ao) 
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We take the usual asymptotic conditions to hold and therefore do not provide 

the A on the right-hand side of (16a) with an ordering (±). 

Definition (16a) is a dire.ct consequence of (16al). The designation 

(16a) 

(16b) 

of (16b) as a radiation operator is warranted on the ground that, as also in (16bn 

its positive and negative frequency projections vanish in the vacuum state. 

These projections 

s ± sQ±± A are obtained through the integral transforms (16) with 
o(i) 

kernels H±, . K± in which all the Ll functions are replaced by Ll + or all the 

Ll functions by Ll-. Since .Ll is Ll + + Ll ~, we have 

sdH I sdH+ + sdH- for s > 1, 

with similar relations for K. The statements 

( 1 7) 

obviously hold for s = 1 (with the assumed stable vacuum) .. The (-) +on n 

in (17) designates a (co) contravariant vector and thus obviates the necessity of 

brackets in denoting scalar products. We shall adhere to this convention. 

Applying K integral transforms to the variables x
1 

· · ·. xn-l in (15), we obtain 

sQ+(x) s-1(4. (x) A(xs) s-u = A (x ) (x) 
. s + 

0 1 

sQ_ (x) = A (x )s-u.. (x) s-u_ (x) ~ (xs) s -
( 18 ) 

0 1 
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The positive-frequency projection of '(18+), recursively expanded _arid 

simplified by rf+ A = 0, yields 

=· · · =n-Q: (x )A +(x
2 

• · · x )n+ =0. 
1 n 0 -

The remaining three assertions of (17) may be ·deduced,in a similar fashion. 

The two pairs of expansion formulas for mA and m A are written 
0 

down as 

mA (x) 
0 

= 1 ~-( W) ~ ap~(x)apo_,+(x), 
m'. a p 1 

-meA (x) 
i 

= 1 E ( rel) ~apA (x) (-1) .-a' ap~_(x); 
m 1• a p o 

m 1 
A.(x) = ~ ( VJ )- ~ a l{l (x) a P A 8 (x) , 
o m'. a p i 

mA (x) = 1 
i m 1• 

l: ( W ) ~ (- 1) a apQ (x) a P 
1 

A (x) 
a p_ _ + o 

i 

(D
1 

a) 

The grouping into pairs is motivated by the fact that from a more detailed 

version of D (with expansions for spA) it is possible to obtain a completeness 

re~ation--a bilinear form involvingonly Q±--for each pair. Letp{a) be .the 

stability subgroup of p that leaves (1, 2, · · ·a) invariant and p/ a the set of 

equivalence classes of p defined by _ p(a ). Since A and Q are symmetric 

in.their arguments, we may convert the sum over all the elements of the 

group into one over the equivalence .clas_ses by the corresponding .stability 

subgroup. For (D
1 

a) we then obtain 



.~ 

m 
m 

A (x1 · · ~ x. ) = l:: ·m 
0 . 0' =0 

This reduces for m = 1 to 

Assume that (D1 
1 a ) folds 

right by A(x ) : 
n 

/ 

n-1 

-17- UCRL-9260 

l:: P A (x · · · x ·)Pf"'l(x · • · x ) · . 1' '. 0' · V+ 0'+1' m p/a 1 · 

A (x
1

) = f>: (x1) + Q+(x
1

), the correct identity. 
0 1 

for m = n .- 1 a;nd mu1tiplyboth sides from the 

n A (x · · •. x ) = ~ l:: P A (x · · · x )FYI(x · · · x ) A (x .) . 
0 

1 n a=O p/a i 1' (] \..4 a+1' n-1· 0 n 

In.(l9) p is a·permutation on n- 1 letters. With.the aid of (18+): 

n 
A(x · · · x ) 1 n 
0 

(19) 

+p A (x · · · x x )P.Q (x · · · x J· ·. 1' .0' n + a+l' n-1 1 .· 

( 1~.,,.1I'he l.~u:r'nrnation of the first te.rm in the bracket covers the subset of pj a ,. . ' . 
i:/' I' '.' /· ' :- I . \ ;/ 

on n lette:rs that leaves/ x · 1 alone;•. o£ the second/ 'its ca;mplement.' The.' . , . n , . . . 
I 1 / 1 

two may be combined into a single term with p/a on .n letters and 

represented .in the form (D' 
1 
a) with a running from zero to n .. The 

remaining three expansions are deduced in a similar fashion. 

(20) 
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FREE- FIELD COMMUTATORS 
•, . .· 

. In this. sections we derive expansions for commutators of free multi field 

operators acting on, the vacuum .. These expressions identified with •either :i.n-

coming _or outgoing fields are used in a later section. 

Our starting point is the observation that [A-(x), B+(y)] rriay be regarded 

as an element of the free-particle s matrix (x Is ly), and the familiar expansion 

may therefore be rewritten as 

The .sec.ond equality is valid because the s operator between states with 

different numbers of fields vani$hes .. This, and a .corresponding relation, 

maytherefore be expressed as 

[ A- (x); nB +(y) ] = 1 ~ ( & ' I ·[ ) qa a qB+i( ) -. \X S· y · y ;· 
n'. a q 

( mA~ (x), B+(y)] = l !: ( VJ) _!: aPA-' (x) aP(x Is /y.) (E 0) 

m'. ·a· p 

Contracting E+Qwith w-{x~ ···xn)' w+ and E 
0 

withcw-, w+(y 2·'· ·ym)' we get 

the recurrences 

1 

n'. 
E (x Is I y)qa l(x Is r y) I qa 
q 

!: ( 3')!: api(xfsly)' ap(xlsly) 
a P 

'' 
.. . ll G L 

• ' ... J-. l· 

(22a) 

(22b) 
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or- -without redundant summations--

n(xj's[y)n=~!(xfs[y)q 1 (x(s[y) 1 q (22a 1 ) 

ap/1 

n(x Is! y)n = Z. p' (xIs [.~)' P(x [s I y). (22b 1 ) 

p/1 

The contraction of E + 
0 

with w + and ; E 
0 

with w gives 

w = + 
n m 1 [ qa 'aq mO n E (a) E (x s y) w+ (y)-o w:j_(y),(E+) 

n'. a q 

1 

w 
1 E ( W ) E w' _ pa (x)ap(x Is ly)n -onO mw _ (x),(E _) 
m'. a P 

where m = 1 in . E + and ;n = 1 in E . . We shall now show that E is valid without 

this. restriction .. To insure its validity for m = 0, n = 0 we inserted the terms with 

the Kronecker deltas. 

In the alternative version, . E+ states 

n 
[mA-(x),·nB+(y)]w = E ~ m(xlsfy)qaw~aq(y)=O 

+ a=O q/a 

for m > n 

for 0 < m < n 

where we made use of the orthogonality of initial and final states with 

different numbers .of fields. Assertion (23a.) is obviously correct, This 

(23a.) 

(23(3) 

is evident from the fact that, because of the presence of w +'.we can construct 

~ a.multiple commutator of nB+(y) with single A- (x), of which there are enough 

to devour it. To investigate (23(3) we introduce v > 0, n = m + v and re-

write the expression as 

(23(3 I) 
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valid for m = 1 by (21). We assume it to hold for IT?-= n. and use recurrence 

(22a 1 ) to prove its validity for m = n + L In extenso, .this is 

(xl,···,xn+lls[y1,.o·,yn+l) = ;
11

·(xl/s/y 1Tl)(x2,·•oxn~l/s/y1T2'···y1Th+l~ 

(22a ") · 

=E (xl,·•o,xn[s[y 1Tl'o••,y1Tri){xn+l[s ~ 'TT(n+l)) 
ijn- . ·. . 

by an obvi~us change in variables, or 

. (24) 

where q is any ·permutation appearing in (23j3 1 )o Substituting this into the 

right-hand member of the latter for m = n + l, we show, by a sequence of 

steps, that it is equal to the left: 

E (n+l)(x [ s [ y)q(n+l)w8 (n+l) q(y) 
ql (n+l) + ·· 

= E (x , · • · , x ./s /Y , • · Y. · w (y ) 
ql(n+l) 1 n+l ql q(n+l) + q{n+2}, • • o~q(n+v+l.), = 

Xw+(yq(n+2)' · ·. 'Yq(n+v+l)) 

= E E (x · · · x / s I y . , · · · , y ) (x js [y ) 1Tin qiTI(n+l)' 1 · n Til · Tin n+l qn:(n+l) 

X w+(yq1T(n+2)' · · 
0 

YqTI(n+v+l)) 

= E (x , · · · x [s[ y , • .. y ) E 
I l n 1T 1 Tin I . ( '+ 1 ) 1 Tin · q1rn 

X (xn+1[s /Y qTI(n+l)) w+(yqn(n+2)'oooyq1T(n+v+l)) 

= A~+l -(xn~l) 1T~n (xl, 
0 0

' 'xn [s I Y Til': 
0 0 

Y 1Tn).w+(y n:(n+1)' .. 
0 

Y TI(n+l+v)) 

/ 
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= A-n+l (x n+l) [ n A- (x), Bn+l+v (y~ "'+ = [n+l A- (x), n+l+vB(y)J "'+ . 

We go from the first member to the second by simply expanding the notation; 

from the second to the third, by substituting {24). A simple consideration shows 

the validity of the interchange of the order of summations involved in passing 

from the third to the fourth member. We can see that the q summCJ.tion is 

carried out as indicated in the fifth by noting its equivalence to the action of a 

destruction operator on a state vector, which leads.to the sixth. In passing to the 

seventh we use the hypothesis.that the statement holds for m = n. The transition 

to the eighth involves an elementary manipulation with operators. The same may 

be .done for E . 
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RETARDED COMMUTATORS AND RECIPROCITIES 

.Our goal is to express an arbitrary element of the scatte.ring operator 

by. single reta,rded commutators .of.multiple fields .. One of the factors of the 

commutator is constructed on Heisenberg oper~tors of the initial,. and the 

other, of the finaJ state .. · The Dirac identities provide the link between the 

incoming and outgoing-fields and these factors. In arriving at the Dirac identifies 

we introduced into the expansions ·(D). for m A. m A internal orderings . (::1::} of the 
1 

fields pertaining to the initial and final states. 
0 

These have no physical basis 

and .sho:uld not appear in any physically significant context .. In this s.ection we 

derive reciprocity relations which indicate that this is indeed so, and that the 

only relevant te.mporal orde.r is that of the initial relative to the final state .. To 

express this order we need another e symbol, 

1 'f 0 . 1 h 0 
, . 1 x. 1s ess t an y. 

1 ·' J 

for all 1 < i < m, 1 ~ j < n, 

= 0~ if not, 

with the obvious c.omposition law 

(25) 

We start with the identities 

[ m~ (x), nF(y) ] = (-1)'' jm-CJ dK' (x-S}(J' <£!8/yJn [ m-(J ~· (x)m-CJ A' +{S), nF(y)], 

(26i+) 

[ m ~ (x,), nF(y)] = H)(] J(] dK(x- SJ(J (S /B/ y)n [ (] A(S) (] ~' (x), nF(y) ] 

[ mF(x}, nB (y)]=ja dK(y- TJ)m{xl ej'l'l)a [ mF(x), a B+(Tl)a B'(y)] • 
0 0 

(26i-) ., 



/\ 

-23- UCRL-9260 

n-a 
[ mF{x), n~ {y)] = j dK'(y-T)) m<x!ef TJ)'a [ mF{x), n-a~ (y)n-aB'_{TJ)], 

{26p-) 
n 

where F{x) = F{x
1

, · · .· xn) is an operator depending on the indicated 

coordinates. They express the commutator of an incoming or outgoing field 

with an arbitraryfield as an integral transform of a retarded commutator. One 

of its factors has a part in which the initial or final fields are internally {±) 

ordered. This order depends on .the position the fields occupy relative to the 

unordered part. With the devices of LSZ their derivation is quite simple . 

. We illustrate it by indicating the essential steps that lead to {26i-): 

[ m A {x), · nF{y) ] 
i 

= J dH{xl-sl) [ ~ {sl) ~I {x), nF{y)] = 
1 1 

- GO 

= J dK (xl- t;l) «II e lv>n [ A(l;l) ~" (x), nF(y) J . (27) 

In going from the second to the third member we ordered s 
1 

relative to the 
\ 

s.et of y 1 s by means of the e symbol. With this symbol in, we could with 

impunity add a surface integral at +ao and apply Green 1 s theorem. The next 

step is 

J dH(xz-Szl «zlef,>n [AI (l;I)Az(Szl ?~' (x), nF(y,) I 
-ao 

-J dH(xz- t; zl (l; z I e fv>n [ Az ( t; zlAI (l; I) m" ~'(x), "F(y)] 

+ao 

{28) 
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where the third .member is obtained from the second by equ~pping it with 

a e factor and subtracting a null surface integral at +CCI, with the order of 

the A( s) reversed. The fourth member is· obtained from the third on the basis 

of the observation that the order of the A(s) 1 s in the s.urface integrals 

corresponds to that of A_ (s
1 
£

2
) .. Substituting (28) into the last membe.r of (27), 

we notice that the e -factors combine according to (25), and the resulting 

identity is {26H with a =2 . 

. We now take a = min (26i.) and.(] = n in (26o), . From this we deduce 

J rn dK(x- Sln ( S [e [y)n [ m A+ ( S); nF(y) ) 1 mdK(x- S) m (S [e [y)n[ m A_ (S) / 1 
F(y)] 

(29) 

and a similar equation involving . B with identical content; the (±) ordering 

is immaterial for the transform of the retarded"commutator, Identities (26) 

may then by rewritten as 

H)m [ m f (x); nF(y)} "JmdK(x- S)rn(S [e ~)n [ m A( S), nF(y)] 

[ mF(x), n~ (y) ] 1ndK(y"'1)rn(x reI 'l)n [ rnF(x), nB('1)] • 

. (30i) 

(30o) 

where we om_itted the otiose subscripts of :t:rlA(s) and nB(TJ). This accords with 

the fact.that A and B are .unordered. 
i 0 

. · nF(y) = nB±(y) into (30) and subjecting both sides to the .K transform whose 

domain is .y. in (30i) and x in (30, o), we obtain, with (16b), 

(-l)m [ m~ (x), Jl,.,'Yl] "jmdK(x-S)ndK(y-'l)m(S ['e[ 'l)n [ mA(S), nB('l)~. 
[ "'Q±(x). n~ (y) ] "J m dK(x- S)n dK(y'- '1) m( ~ [e [ '1)n [ m A( Sl • nB( '1) ] • 

where the (±) in the retarded commutator has been dropped by invqking (29). 

The right-.hand member of (3l,i.), identic<il with that of (31, o), and 

independent of the internal ordering of the A 1. s and B 1 s, plays -a significant 

role in the next section. Of direct physical interest will be 

( 3l,i) 

(31, o) .. 
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tarded commutator in the vacuum state is referred to as its projection unto the 

mass shell. Here we eliminate it between the (i·) and (o) to obtain two sets .of 

reciprocity relations. The first, 

m ~ (x),;E+(y) ] = [ m ~ (x), ~- (y) ] ' 
1 1 

. [ nu._+(x), nB (y)] = [ no.__ (x), nB (y) ] , 
0 0 

states that the unordered characte.r of A and B renders the ordering of the 
i 0 

radiation operators with which they ~re commuted immaterial. A single 

denotation in the commutator thendoes for both orderings .. The .second, 

. [ rnoJx), nB (y) ] = (-l)m [ m~ (x), ~(y) ] , 
0 1 

(33) 

(34) 

relates the commutator of a radiation,operator with an outgoing field .to that of 

an incomin'g. 
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REDUCTION OF S 

With the material o~ the preceding three sections· this is done quite 

simply. We put 

m(xlsly)n =r2_m~- (x)nB- (y)S1+ = n_' [ mA-(x), nB+ (y) J S1++5m0 &nO, 
1 0 i 0 

(35) 

where we added a Kronecker delta term to make .the equality sign hold for all 

nonnegative integers m, n. Substituting (D
1
a) for B,, we have 

0 . 

m (x IS I y) n = 1 
n\ 

1:: ( ~) I: n_ [ ~~ {x), pq~+{y) ] P~~ +(y)n+ 
p q 1 1 

+.!. 
n'. 

' 
where (33) was used to drop the .+ ordering subscript from the~ in the 

.commutator of the second term of the right-hand member. We now identify 

A , B with the free fields of E and use this relation to substitute for the 
i i 

. commutator in the first term, with the simple result 

1 1 
I: ( W> ( ~) I:ap(x [s ry)qpn_ ap~i ~(x}P~~+ (y)n+' 
a p pq 1 m'. n1• 

because we have 

_!_!: ( j5) 1:: n_PqB+(y) [ rnA- (x),P'q~+(y) ]n+ 
n 1

• p q i i 

(3 7) 

+ 5m05n0- 1 I: (p)!: sPOn mA-(x)p'qBv +(y)S1 = 0. (38) 
- . + + n'. p q 1 

The last term of (38) comes from the "boundary term 11 from E _. To verify 

{38), observe that the only contribution to the p sum of the first and last term 

is from p = 0; the middle combines with the last to give a commutator that 

cancels the first. The A in (37) is now commuted with the~ (with the 

addition of another Kronecker delta term} and this commutator 

A- (x), ~+ (y) ] is just the 'T defined by. (32). The expansion 
i (JY 



-27- UCRL-9260 

n II n m ,. I n (x S y) .= (x s y) -+ l 

m 1.n.1• 

l: l:(-1)0" ( ~) ( ~)O"p(x [r I y)qpcrp• (x l'sf;) 1;qp 

O"pp,q (39a) 

is obtained after some trivial changes in the summation variables. An 

alternative procedure is to first express the incoming field by means of 

{D2b) in terms of the outgoing and then have recourse to E+. In.this scheme 

one has' in.the final stage, vacuum expectation values of commutators of the 

type [ Q'" (x), B+(y) ] . , Reciprocity {34) then indica,tes that the result is the 
0 

same by_virtue of an oper;:ttor identity. 

Without redundant sums and symmetrizations, (39a) states 

O"p 1- r · 1 r , (x s _y) q 0" 0" P (x 7' y) q 0" , 

where we make use of the .orthogonality of initial and finaL states for the 
(39b) 

free s matrix. The !.l associated with the upper limit of the summa,tion .means 

nt;he lesser of,;. 11 Such explicit indications of limits are not need,ed .in.the .rep-

resentations with binomial coefficients. It is .this accident that recommends 

them for certain tasks. Expression.(39b) is, however, more convenient for 

generating particular expansion of S in terms of s ... We see from (32) t'hat we 

0 n m 0 · 1 
have T .= T = 0 for all m: and n. As a test of the algebraic consistency 

of the formula, we also note that 

o{xlsfy)n = 6 On and m(xjs[y)O = omO (40, o) 

follow from this property of T. For the simplest processes--decays--the 

expansions are 

(x \sly)= (x\sly) - (s lrly) • 

(x\s \Yl Yz ..• Yr{) = - (xjrjyl Yz ••• yn) for n > 1 . (40 i) 

With two fields .in the initial state the various possibilities in the final are 

indicated in 
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(xlx21s[y) = (xlx2 ['T[ y), . . . . . 

(~lx21S[yly2) = (xlx21slyly2) + (xlx21'Tfyly2)-(xlls[yl) (x2[-r{Yz)-· · · • 

(402) 

(x [sly )(x ~~~y · · · y )-" · 1 .1 2 2 n 

for n. > 2 . 

The presence of one-to-~one particle~transition terms should be .noted. They do 

not appear in a properly renormalized theorythat deals only with stable particles . 

. The combinational sense of the .expansion is evident. A game which _m 

particles enter and n leave is played according to all possible arrangements of 

spectators and participants. Throughout each engagement (each term of the ex= 

pans ion) the spectators maintain their number and identity; players may be lost 

in or new ones .emerge .from the scuffle. Since preponderantly spectator 

sports do not s.eem to be popular at high energies, the expansion does .not 

signify. 

We now discuss the relation of the reduction (39) to other reductions 

of the S matrix. The idea is an old one; its nearest classical correlative is, 

perhaps, found in the work of Dirac. The energy (power) radiated by a charge 

.distribution may be .calculated from the time integral (average for discrete lines) 

of the surface integral of the Poynting ve.ctor at a surface remote from the source. 

By defining a radiation field inside the charge distribution this author was able 

to transform the asymptotic representation into a space-time integral over the 

charge. This operation corresponds to dH --> dK integration. Most of 

the perturbation treatments of scattering that favor the Heisenberg picture 

follow this impulse of Dirac rather closely .. They are equivalent to the use of 

(D2a) to obtain 

m(xjs ly)n = ~'. 2: 
p 

( p) 2: Q~ m(x) pq.L0_ +(y) pq !.1' + (y) • 
q i )Y i 

(4li) 
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where the expectation of the (-)ordered radiation fields (earlier times to the 

~- right) is taken in states constructed of incoming fields 0 The observation that the 

other choice would be just as good is equivalent to the use of {D
1 
b), which gives 

m 
m(x Is ~)n = t:..!l_ ~ 

m 1
o a 

(VI) (-l)a ~ O:a (x) a 
0
PQ,- (x)n n + (y) o 

p 0 0 

(4lo) 

The joint use of (D2a) and (D
1 
b) produces a complete reversal of fields: 

m 
m(xls!y)n = (-1) 

m 1
o .n 1

o 

(4lr) 
We are not aware of any past use of this representationo It should be noted 

_that the (±) order is pertinent to (41 )o Somewhat outside all this is the Green 1 s-

function .formalism of Schwinger 0 Its reflection in the q-:-matrix context amounts 

to an indiscriminate single orde.ring of all fields, initial and final. What 

distinguishes the reduction used in dispersion work from the others is the 

reciprocity (34) that enables us to omit the {::1:) subs.cript; it is, on the other 

hand, decidedly emphatic in its discrimination between initial and final stateso 

The development of this article followed, .too, the path of Dirac, but had 

a particular orientation: it sought to express S in terms of So Prompted by the 

simple observation that a matrix element of s-- a c-number--could be identified 

with a .commutator- -a function on q_numbers- -of multiple fields, it proceeded to 

generate the former by means of the latte.r (E) •. To contrive a.mutual confrontation 

in ·S of the two factors .of this commutator. it augmented the number of Dirac 

identities (D 1 b, -D2a) that may be .used in perturbation treatments with two more 

.. (D 1 a,. D 2b). 0 The elements of -r were generated in the. course of this con­

frontation. 
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MICROCAUSALITY 

We assume the existence of a complete, 

I:JdK
2

p(1(, a.) r_d
4

k 4 A+(k, K.) w+(k, a.)w_(k.a.) = 1, 
a. . ) (2rr) 

orthonormal, 

'+ + p(.~< .. , a.) A (k, $:)w _ (k,a.) w + (k: a. ')A (k' , K 1 ) p(..K.: a.') 

= (2n)
4 

p(.l<., a.)A +(k, K. )6(k-k 1 )o{.K 
2 

-. .1<:1 2)oa.a.', 

UC~L-9260 

D 
set of eigenstates w(k,a.) of the Hilbert-space representation U of the 

displacement group D, 

.D -ika 
U a w + (k,a.) = e w+(~a.) 

undistorted by mappings .of the Lorentz group 

t _ A 
---~ w (k, a.) = ut . w(kt' a.) = w(k.a.) . 

A (t) · · · 

Completeness (42) and orthonormality (43) have'been· stated in terms of two 

(42) 

(43) 

(44) 

(45) 

distributions, rather than proper fun.ctions, in order to evidence .their covariant 

character. These are p(KA), ,the spectral density of the mass) and 

A+ (k, .Kl = 2:rr 8(k) 6(k
2 

- 1<·.
2

) ' 

the Fourier transform of the familiar A +(x). All other quantum numbers needed 

for the definition of a stat.e have been designated .by a.. Orthogonality in these 

is indicated by a dimensionless .Kronecker delta to accord with the fact that 

in (42) w must have the dimension of length .. Assumptions (42) and (43) 

imply the possibility of expanding an arbitrary element Q± ofthe Hilbert 

space 

with 

p(~<.a.) A+ (k.~<) [ lJ.I(k.a) - w: (k.a.) n+ ] = o , 

p ( K a.) A+ (k,K) [ lj.l(~) - n :w+ (k.a.) ] = 0 

for contravariant and covariant Hilbert-space vectors, respectively. 

(46a) 

(46b+) 

(46b-) 
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Expanding m A±(x)w+ (k,p.) and w _(k,o.)m A±(x), we denote the vacuum 

compone11ts .of these vectors, the Bethe-Salpeter amplitudes, 
4 

by 

m + m 4J ± (x; k,a) = w _ (k,a) · A±(x) w + $ 

Under a .Lorentz mapping we have 

m -. 
4J +' {x, ka) --~ 

A(t) 

m t- m -4J+ (x,ka) = 4J+ (x_t,kta), 

and with (47-) and (45) obtain 

It is evident from (48) that 4J 1 s admit the Lorentz group trivially, _fo:r:. 

m = 0; byvirtue of the.defining equation,(6) of the uA representation, for 

m = 1 but» in general, not for higher m, we can write 

For the displacement group, because the fields are ordered relative to each 

other,- we have, for all m, 

U D m A (x - a) U D = m A (x) 
a ± -a ± 

and therefore 

m 4J ± for all m. (D) 

To obtain a differential version of (50) we define 

m 
c ·= 

fJ. ax f.!. 
1' 

+ + ... + 
ax f.!. 

m' 

and. deduce from (4 7), (48), and the well-known exponential representation 

of UD 
.m + m ± + m ± 
1 0 p(Ka.) A (k~<) 4J {x, ka.) = ±k p( ~<a) A (k,K,) 4J (x, ka), 

fJ. fJ. 

(47+) 

(4 7-) 

(48) 

(49) 

(50) 

(51} 

which indicates that pA + 4J + and pA + 4J- are the positive and negative frequency 
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j\ 

functions satisfying the generalized Gordon-Klein equation 

m 2 2 + m ( c + 1<. ) p(K., a.) ~ (k, 1<.) l(J±(x;ka.) = 0 . . (52G ) 
0 

The definition of r may now be given in terms of the B-S amplitudes: 

[ m- n+ m+ n- ] ;< · l(J (x, ka.) .1<j> (y,J;t.a.} ..: l(J (x,ka.) q, (y, ka.) 

where ljJ pertains to the initial, <j> to the final state. The (±) ordering sub­

scripts of l(J and <j> have been omitted in accordance with (32). For the 

(54) 

special case m :::: n = 1, this reduces to the well-known bilinear representation 

of the radiation kern~l, vanishing for (x - y) 
2 < 0 and admitting the Lorentz group. 

The latter property is an immediate consequence of (49), and because of the 

restricted validity of this equation, need not hold for other m and n. The 

implications of the requirement that S admit the Lorentz group are now plain. 

Since s admits the group, this burden is. shifted to r. An inspection of (53) 

indicates that the radiation kernel D with an arbitrary humber of initial and 

final particles must conform in its basic pa:bperties to that of a single particle: 

(a) m(x,! D I y)n must admit the Lorentz group for all m, n; 

(b) m(xlnly)n = 0 if (xi- yj)
2 

is less than 0 for any i = 1 · · ·.m 

j = 1 · · · n . 

That the physically significant quantity, r, evinces no inte.rest in our 

nice distinctions between the + a.nd - order is sug.gestive. Let us imag-
~ 

inethat we expanded the single equation (52 G
0

) into an set (G
0

, G 1, · · · Gs ···a±), 

whose solutions are ljJ 1 s equivalent to the definition (4 7) of ljJ in .terms of 

expectation values of ordered operators. The G 1 s of this set ;;tre differential 

equations coupling the various amplitudes,· and the a± denotes statements ·of 

... 
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asymptotic .conditions, which discriminate between the orderi.ngs. Since they 

are irrelevant to -r, one is tempted to replace them by a set (b) of boundary 

conditions; . that is, statements of the asymptotic behavior ·of the solutions 

m . 
l)J(x} of the system (G

0 
1 , • • • Gs 1 • • ·b) for large spacelike separations of the 

arguments. The primes of the G indicate .that these boundary conditions 

might be m.ore simply expressed for certain linear combinations of ljJ (the 

Tarnm-Dantoft wave functions,' say, rather than the Bethe~Salpete.r amplitudes). 
4 

It is not unreasonable to expect that these boundary conditions could be 

satisfied .only for ce.rtain values. of K and thus de_termine p(~<) in terms of a 

few elementary masses. The'wave funCtions obtained 'from solving this set 

could also be used to construct the bilinear form (54). 

This suggests the view that it is the wave mechanics (G' b) that is the 

substantial part of quantum theory of fields; . manipulations with operators are 

merely an umbral calculus to generate the mechanics, This descriptive te.rm, 

borrowed from combinational analysis, implies there that the analytic behavior 

of the ge.nerating functions is irrelevant to the final result, the correct 

enumeration of things. One might perhaps adopt a similar view that the precise 

conditions imposed on field operators are not particularly germane to the sub-

stantial part of field theory. This mechanics finds its inchoate expression, at 

the moment, in dispersion theory. In it, an attempt is made to exploit one of 

the facets of the mechanics,. the vanishing of a bilinear form on the wave 

functions in certain regions and the existence of a .mass spectrum with 

positive frequencies. 
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SUMMARY 

\ 

• An arbitrary element of S may be expanded in terms of elements 

of s with elements of 'T as coefficients, 

·The elements .of T are .mass-shell projections of a retarded 

generalized ,Green's Junction which is a product of a retardation factor ordering 

the final relative to the initial state, and a generalized .radiation kernel D . 

• The kernel·. D is a bilinear form in the BS amplitudes, appropriate .to 

the initial and final states, 

• The internal orde.ring of the fields: of the initial and final states entering 

into the definition of the BS amplitudes in terms of matrix elements of 

products of operators is immaterial for·. D . 

. The requirement that S follow the example set by s in admitting the 

Lorentz group (causality) leads to the condition that mDn conform to the 

pattern established by the single-field kernel 
1n 1 

in admitting the group and 

in vanishing for spacelike separations of the initial and final states (micro-

causality), 
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