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ABSTRACT 
During the Coronavirus Disease 2019 (COVID-19) pandemic, a public health emergency (PHE) was 
declared by the United States (U.S.) government, reducing the number of in-person clinic visits and 
increasing telemedicine utilization.1–12 Healthcare reimbursement guidelines evolved on an ongoing 
basis and a lack of standardization in procedure coding for telemedicine visits created confusion 
amongst providers.13–17  

This thesis focuses on a standardized, multi-site data repository, the University of California (UC) COVID-
19 Research Dataset (UC CORDS) and uses it as an example to review the downstream consequences of 
ad-hoc data mapping of new services such as telemedicine visits to formalized coding systems during the 
COVID-19 pandemic. The findings are then translated to recommendations for creating best practices to 
combat challenges associated with building computable phenotypes for complex multi-site data in 
emergent health scenarios. 

Included patients had a COVID-19 test result mapping to the designated LOINC codes between Feb 2020 
to Feb 2021. My study results reflect the lack of standardization in standard vocabulary naming 
conventions and concept mapping for telehealth. This makes it difficult for researchers to find 
telehealth-specific data from CDM datasets like UC CORDS, which only capture data mapped to standard 
vocabularies. My journey through this master’s thesis also highlights the multiple data access, data 
fluency, and data management challenges that clinical researchers face with complex healthcare 
datasets such as UC CORDS.  

In conclusion, although telemedicine has been considered beneficial for several years, the COVID-19 
pandemic offered the best opportunity to improve telemedicine services and fully integrate them into 
healthcare reimbursement workflows and healthcare information systems. Based on the outcomes of 
this study, there is still room for process improvement in regard to handling the needs of data capture 
for new services in emergency scenarios, and healthcare institutions should involve multiple key 
stakeholders at an earlier stage when developing and implementing a digital infrastructure. 

BACKGROUND 
Explosive growth of Telemedicine during the Coronavirus Disease 2019 Pandemic  

In early 2020 as the Coronavirus Disease 2019 (COVID-19) pandemic grew in size, telemedicine 
grew astronomically.17,38–40 This pandemic was different compared to previous outbreaks, partly due to 
the expanded reach of public health information and news regarding COVID-19 fatalities through social 
media platforms. Increased understanding of the COVID-19’s morbidity and mortality led to the rapid 
implementation of social distancing and lock-down measures by local, state and national governments 
worldwide. Life around the world went online, especially school and work. However, a majority of 
healthcare institutions were not online, and nor were healthcare providers. Hospitals and clinics found 
themselves overflowing with patients and reported record numbers of COVID-19 cases. Nosocomial 
spread of COVID-19 to previously healthy patients catapulted stringent infection control measures and 
the cancelling of elective procedures and any unnecessary outpatient visits. This led to an 
unprecedented rise in telemedicine utilization, especially for services that did not need an in-person 
visit. 

https://sciwheel.com/work/citation?ids=9127893,9011113,13470686,11162714,8466358,10194393,8534543,15188561,9237041,15188560,9072688,8599196&pre=&pre=&pre=&pre=&pre=&pre=&pre=&pre=&pre=&pre=&pre=&pre=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&sa=0,0,0,0,0,0,0,0,0,0,0,0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=11407875,9422121,15188570,15188569,14542391&pre=&pre=&pre=&pre=&pre=&suf=&suf=&suf=&suf=&suf=&sa=0,0,0,0,0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=10176569,14542391,14542390,9427531&pre=&pre=&pre=&pre=&suf=&suf=&suf=&suf=&sa=0,0,0,0&dbf=0&dbf=0&dbf=0&dbf=0
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Effect of the Coronavirus Disease 2019 on Telemedicine Reimbursement 
Telemedicine Reimbursement during the Coronavirus Disease 2019 Pandemic 
Medicare Population at Risk 

As time progressed, data on the effects of COVID-19 on Medicare patient morbidity and 
mortality became available. Given the unknown nature of the COVID-19 virus and lack of available data 
regarding its risk factors, disease manifestations and outcomes, many clinical studies were carried out 
and research findings disseminated on an ongoing basis through online platforms. Elderly patients, 
immunocompromised patients, patients with underlying medical conditions and patients at skilled 
nursing facilities (SNFs) were found to be at high risk for severe complications and death from COVID-19. 
Elderly adults are pre-disposed to poor immunity and multiple comorbidities which place them at high 
risk for severe complications and/or death from COVID-19. Elderly adults with chronic medical 
conditions are also the patients most likely to require long-term medical care and inhabit SNFs and 
assisted living facilities, which are all high-risk factors for contracting COVID-19 as well. Given that all 
elderly patients above 65 years of age are covered by Medicare, the Medicare population as a whole 
classified as high-risk. With the patient home not an eligible originating site under Medicare and with 
healthcare facilities seen as high-risk locations, elderly patients struggled to receive care. In addition, 
practices struggled financially with the reduction in in-person visits and lack of telehealth 
reimbursement.41  

Declaration of a Public Health Emergency and the Center for Medicare and Medicaid Services 1135 
Waiver 
Because of the rapid dissemination of such findings, CMS issued the 1135 waiver in March 2020. In light 
of the federal PHE, the 1135 waiver (1) expanded Medicare coverage to include the patient home as an 
eligible originating site for telehealth services, (2) created new codes specifically for telemedicine 
encounters which removed the requirement for GT/GQ/G0/95 modifiers and the POS 02 code, and (3) 
increased the reimbursement payment for telemedicine encounters so that it would equal the 
reimbursement payment for in-person encounters. State Medicaid programs and commercial payors 
also followed suit by incorporating similar coverage policies. This led to increased incentive for practices 
to provide telemedicine services, as well as increased investment towards the improvement of 
telehealth technology, equipment and infrastructure at a nationwide level. 

https://sciwheel.com/work/citation?ids=14542401&pre=&suf=&sa=0&dbf=0
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Figure 1 “A descriptive timeline of the changes made by Centers for Medicare and Medicaid Services (CMS) during the COVID-19 
pandemic juxtaposed against popular events in the press at the time.”41 

 

https://sciwheel.com/work/citation?ids=14542401&pre=&suf=&sa=0&dbf=0
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Effect of the Coronavirus Disease 2019 on Research 
Centralized Data Initiatives 
COVID-19 pandemic accelerated many ongoing data efforts, including an initiative by the University of 
California (UC) Office of the President (UCOP) to standardize and aggregate healthcare data from the six 
UC health systems into a single UC Health Data Warehouse (UCHDW). The UCHDW initiative was already 
ongoing pre-pandemic, but efforts accelerated during the COVID-19 pandemic as the importance of 
health information exchange (HIE) became more apparent. Similarly, researchers and healthcare 
institutions across the nation collaborated on centralized data initiatives such as the National COVID 
Cohort Collaborative (N3C) to collect, deidentify and aggregate massive amounts of secure healthcare 
data for covid-19 related research.42  

National Coronavirus 2019 Cohort Collaborative 
The N3C is a partnership of multiple programs supported by the National Center for Advancing 
Translational Sciences (NCATS) and the National Institute for General Medical Sciences (NIGMS), under 
the National Institutes of Health (NIH).43–45 The N3C Data Enclave is a central, harmonized collection of 
deidentified patient data electronically retrieved from the EHR’s of several participating healthcare 
institutions in order to aid COVID-19 research efforts. It is the largest collection of COVID-19 data and 
follows the Observational Medical Outcomes Partnership (OMOP) common data model (CDM).43–45 

University of California Health Data Warehouse and related initiatives 
Coordination of Healthcare Data at Scale: Development of a Multi-Institutional Data Repository 
The planning and development of UCHDW was a massive effort by dedicated teams at each UC Health 
site and occurred over the span of several years starting in 2019, once all six included health systems 
had completed implementation of Epic as the primary EHR software.46–48 The implementation of the 
same health information system at each health system allowed for a common data architecture for each 
site, facilitating data mapping and reducing the amount of pre-processing required for the aggregation 
of multi-institutional healthcare data. The COVID-19 pandemic accelerated these efforts due to 
increased awareness that massive data repositories would be required in order to carry out large-scale 
research studies with higher accuracy.46,48 The development of N3C was an additional contributing factor 
since institutions participating in N3C were required to convert their unstructured EHR data to 
structured data collections compatible with the OMOP CDM.  

University of California Coronavirus 2019 Research Data Set 
Because the UCHDW data is identifiable and contains protected health information (PHI), it is housed on 
secure servers with multiple safeguards and highly controlled access. Access requires institutional ethics 
approval as well as a qualified ETL analyst to extract the data for researchers in a secure Azure 
environment called Data Bricks. In 2020, in light of the amount of time that the conventional extract-
transform-load (ETL) process can take and considering the pandemic and its time-sensitive nature, data 
scientists and informaticists at the UC Office of the President (UCOP) decided to create a more 
accessible dataset to promote and accelerate COVID-19 related research.46 A subset of UCHDW data on 
patients who were tested for COVID-19 was extracted and statistically deidentified in accordance with 
the HIPAA Safe Harbor Law, with the exception of dates which are left unmasked, forming an LDS known 
as the University of California Coronavirus 2019 Research Data Set (UC CORDS). 

A limited data set (LDS) is defined by the HIPAA Privacy Rule as PHI that excludes certain direct 
identifiers of an individual or of relatives, employers or household members of the individual — but may 

https://sciwheel.com/work/citation?ids=12539123&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=14542600,13030759,12126100&pre=&pre=&pre=&suf=&suf=&suf=&sa=0,0,0&dbf=0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=12126100,14542600,13030759&pre=&pre=&pre=&suf=&suf=&suf=&sa=0,0,0&dbf=0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=14910125,14611005,15346818&pre=&pre=&pre=&suf=&suf=&suf=&sa=0,0,0&dbf=0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=15346818,14910125&pre=&pre=&suf=&suf=&sa=0,0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=14910125&pre=&suf=&sa=0&dbf=0
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include city, state, ZIP code and/or elements of dates. To understand this more, there are eighteen 
unique identifiers considered by the HIPAA Privacy Rule to be PHI: 1) names, 2) geographic data, 3) all 
elements of dates, 4) telephone numbers, 5) FAX numbers, 6) email addresses, 7) Social Security 
numbers (SSN), 8) medical record numbers (MRN), 9) health plan beneficiary numbers, 10) account 
numbers, 11) certificate/license numbers, 12) vehicle identifiers and serial numbers including license 
places, 13) device identifiers and serial numbers, 14) web URLs, 15) internet protocol addresses, 16) 
biometric identifiers (i.e. retinal scan, fingerprints), 17) full face photos and comparable images, and 18) 
any unique identifying number, characteristic or code. An LDS must be devoid of at least seventeen 
unique identifiers classified as PHI to be considered in compliance with the HIPAA Privacy Rule. 
Additionally, an LDS can be disclosed only for purposes of research, public health or health care 
operations. One advantage of utilizing an LDS is that an institutional ethics review is not mandatory. This 
reduces barriers for initiating and carrying out a research study, which in turn allows for a timelier 
publication of findings.  

Telemedicine Implementation, Telemedicine Data Quality, and Telemedicine Research 
With the accelerated growth of telehealth during the pandemic, many groups were interested in 

telemedicine related data for research purposes. However the capture and storage of telemedicine data 
was not standardized. This is in part due to confusion among healthcare providers as well as billers and 
coders on how to code telemedicine services and the slow development and integration of digital 
infrastructures to support telemedicine related data capture in EHR’s.  

Adoption of and adherence to new guidelines is key to effective implementation of changes. The 
CMS 1135 waiver was beneficial for practices well-equipped for telemedicine, however for practices that 
were ill-equipped it took time for new billing and coding workflows to be developed and implemented. 
With telemedicine coding already as complex as it was pre-pandemic, the new changes led to confusion 
amongst healthcare providers and a lack of uniformity in telemedicine coding practices among 
healthcare institutions.  

It also took time for the development of a digital infrastructure to support the new workflows. 
Once a coding system is validated for a new service, it can take anywhere from months to years for the 
development and integration of data fields in each EHR system to support the additional code(s) and/or 
coding system. While this transition process occurs, a temporary method, or stop gap is utilized to 
capture relevant information until the infrastructure is in place for the new system.  

In the case of the COVID-19 pandemic, the new service was telemedicine and the CMS 1135 
waiver presented new codes for telemedicine visits as well as an updated reimbursement system. Until 
computable phenotypes and EHR infrastructure were developed, validated and implemented the 
temporary stop gap at many healthcare practices was to code the in-person equivalent of each E/M 
service performed via telemedicine with relevant modifiers and/or POS codes and request a 
reimbursement amount equal to the amount reimbursed for the in-person service. This became a 
coding standard for several months. As computable phenotypes were created, the digital infrastructure 
of various EHR’s adapted to incorporate these phenotypes and corresponding front-facing data fields for 
the new CMS telemedicine codes. However, providers found it overwhelming to adapt to the 
continuously evolving changes while simultaneously focusing on patient care and rising COVID-19 cases. 

With the EHR infrastructure at each healthcare institution in different stages of development, 
validation and/or implementation, along with various provider coding workflows, telemedicine data 
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quality in EHR’s suffered. The non-standardized capture of telemedicine visit-related data presented a 
challenge for clinical researchers attempting to determine a standardized methodology for ascertaining 
which visits involved telemedicine. 

Context/Significance 
My initial research question was related to demographic and socioeconomic differences in the patient 
population for telehealth encounters versus in-person encounters captured by the UC CORDS LDS. 
However, while I could find data on office visits and inpatient hospital admissions, I could not find any 
visit occurrences that mapped to visit subtype concepts. I then explored the online UCDHW Data 
Documentation available to researchers accessing UC CORDS, which contained helpful interactive tools 
created in Tableau such as a Code Mapping Explorer for mapped and unmapped concepts in UC 
CORDS.49 I noted that in the Code Mapping Explorer there are standardized codes for telemedicine visits 
which are mapped in the UCDH OMOP, however they are mapped to visit subtype rather than visit type.  

Visit subtype is only available in an extension table of the identified OMOP, and extension tables were 
excluded from UC CORDS. Extension tables reflect data types which have not been harmonized in a 
standardized fashion by the OHDSI OMOP community.46,50 Such tables were included in the identified 
OMOP for operational purposes; however, since the data types were not standardized, they were 
excluded from UC CORDS.46 To obtain visit subtype information, I was told I would need to obtain IRB 
approval and wait for a qualified ETL analyst from the identified OMOP team to query the identified 
OMOP and extract the data I required.  

Given the complexity and length of the proposed timeline on accomplishing this, I decided not to move 
forward with my original research question and instead focused on evaluating the consequences and 
capabilities of UC CORDS data mapping that emerged during the COVID-19 pandemic. My study 
proposes desiderata for best practices in combating challenges associated with building computable 
phenotypes for complex multisite data. 

AIMS/OBJECTIVES 
Objectives 

1. Characterize the distribution of ad-hoc codes and mapped standardized codes from formal 
coding systems once developed and released. 

2. Use the example of UC CORDS and telehealth coding to review the downstream consequences 
of this mapping and make recommendations for future phenotyping of new conditions in multi-
site data repositories.  

METHODS 
Study Type 
Cross-sectional study design with descriptive statistics regarding distribution of standard concepts for 
procedure occurrence representations across concept classes and domains.  

Time Period 
February 12, 2020 (date of first COVID-19 case at a UC Health site - UC Davis Health) to February 11, 
2021. 

https://sciwheel.com/work/citation?ids=14555355&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=14910125,15346758&pre=&pre=&suf=&suf=&sa=0,0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=14910125&pre=&suf=&sa=0&dbf=0
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Data Source 
The data source for this study is the UC COVID-19 Research Data Set (UC CORDS), Limited Data Set (LDS). 
UC CORDS LDS is a relational database based on the Observational Medical Outcomes Partnership 
(OMOP) Common Data Model (CDM).  

Study Sites 
The data in UC CORDS is collected, aggregated and published by dedicated informatics and data science 
teams at the University of California Health System (UC Health), which is comprised of 19 health 
professional schools, five academic medical centers and 12 hospitals across the state of California.  

The academic medical centers contributing data to UC CORDS are University of California, San Diego 
Health System (UCSD Health), University of California, Davis Health System (UC Davis Health), University 
of California, Los Angeles Health System (UCLA Health), University of California, San Francisco Health 
System (UCSF Health), and University of California, Irvine Health System (UC Irvine Health). Electronic 
medical records (EMR) from Epic for patients tested for COVID-19 at each of these academic medical 
centers, as well as their affiliated UC Health care sites, are the source of this data.  

 

Figure 2 Visual representation and data pipeline for the various sources of clinical data from Epic at UC Davis Health as well as 
the entire University of California Health.51 

Detailed Data Source Description and Pipeline 
Data is retrieved from the Epic electronic medical record at each UC health site and programmatically 
processed and loaded into a single data warehouse at the UC Health level, known as the UC Health Data 
Warehouse (UCHDW). UCHDW is refreshed on a monthly basis. UC CORDS data is programmatically 
generated from UCHDW on a weekly basis. 

Raw Electronic Medical Records Data Capture, Storage, Retrieval and Pre-Processing 
At each participating health system, patient data is captured in real-time by the Epic EMR. Initially this 
real-time data is housed in a transactional database called Chronicles. Data from Chronicles is 

https://sciwheel.com/work/citation?ids=14555342&pre=&suf=&sa=0&dbf=0
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programmatically processed through Extract – Transform – Load (ETL) and loaded into an analytical 
database called Clarity at a specific time each evening. Clarity contains historical data from a single 
institution’s Epic EMR. Once the Chronicles to Clarity ETL is complete, data from Clarity is also 
programmatically processed through ETL each night. Once transformed, the Clarity data is loaded into a 
data warehouse which is also institution specific and known as Caboodle. Apart from Clarity data, 
Caboodle also contains data from other sources, such as hospital registries and linked patient data from 
outside hospitals which utilize Epic. The data architecture of Caboodle is similar to Clarity.  

Transformation of Pre-Processed Data and Loading a Common Data Model Database 
Aside from the daily export of Clarity data into Caboodle, raw data from Clarity at each institution is also 
loaded into another local relational database following the OMOP CDM. For example, at UC Davis Health 
this database is known as the UC Davis Health (UCDH) Identified OMOP. The OMOP CDM follows a 
relational database model with Person (patients) as the observational unit and the records in each table 
mapped to standard concepts. Before loading it into UCDH Identified OMOP, the raw data from Clarity 
at UC Davis Health is transformed and mapped to various tables of the OMOP CDM. The local identified 
OMOP data from each participating UC Health site is loaded into the UCDHW on a monthly basis.  

University of California Coronavirus Disease 2019 Research Data Set 
UC CORDS LDS is programmatically generated from the UCHDW.  

Inclusion Criteria 
Data Source Inclusion Criteria 
The information provided in Table 1 has been taken from the UC CORDS public documentation47 

Table 1 UC CORDS LDS Inclusion Criteria 

“UC CORDS Description  
• A summary of daily SARS-CoV-2 testing, results, and hospitalization data from each site  
• All available historical clinical data associated with these patients from the monthly UCHDW 
refreshes  
• Only data mapped to a standard terminology is available.  
• All identity key fields are not persistent and will be regenerated each week  
Patient Inclusion Criteria  
All patients that tested positive or negative for COVID-19 are included in the dataset from the 
monthly daily data feed (OMOP table: person). Patient demographics and other patient 
attributes are stored in the person table. Restricted patients identified by sites are removed 
from the dataset.  

SARS-CoV-2 Testing  
• PCR tests from monthly files are mapped to one of the following LOINC codes: 

94309-2, 94500-6, 94531- 1, 94306-8, 94534-5, 94559-2, 94533-7 
Note: Only data mapped to a standard terminology is available in UC CORDS.  OMOP 
CDM represents each unique data value as a concept which is linked to a standard 
vocabulary such as a terminology or ontology. Example: patient with hypertension as 
a diagnosis in their medical record, the hypertension can be represented as an ICD-10 
Diagnosis code (terminology), or as a clinical observation code SNOMED (hierarchical, 
ontology). These are standard vocabularies.” 

 
 

https://sciwheel.com/work/citation?ids=14611005&pre=&suf=&sa=0&dbf=0
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Study Inclusion Criteria 
The subset of data included in my study is the output of a SQL join involving two tables: the 
procedure_occurrence table in UC CORDS joined with the concept table in UC CORDS. Only OMOP 
concepts mapping to a procedure_occurrence_concept_id in the UC CORDS procedure_occurrence table 
were reviewed.  

Institutional Ethics approval 
Institutional Review Board (IRB) review was not required for this study. Access to this dataset is limited 
to staff and researchers affiliated to a UC Health campus. A data use agreement must be signed before 
accessing the dataset; however, given that it is an LDS, no institutional review board (IRB) approval is 
required for access to the UC CORDS data. Researchers seeking to access the dataset must be on a 
secure UC-provided network at a UC health system campus, or a UC-provided virtual private network 
(VPN).  

Data Extraction 
Accessing Dataset 
I obtained access to UC CORDS by submitting a request ticket which included the following required 
information: my purpose for accessing the data, professional title, years of experience with data, 
preferred environment to access the data, and consent to sign a data use agreement before being 
provisioned access.  

Environment 
Environments I was provided for accessing the data: (1) Windows 10 Virtual Machine (VM) accessed 
through connecting with remote desktop and (2) JupyterHub built on Linux platform, accessed from a 
browser via a secured https URL. 

Dataset Exploration  
To explore data from UC CORDS, researchers must retrieve data with structured query language (SQL). 
The dataset is a database is housed on Microsoft SQL Server, which can be directly explored and queried 
in the MS SQL Server Management Studio software while remotely connected to the secure VM.  

Researchers can also query the database using the Python programming language in the secure 
browser-based JupyterHub, or with other platforms in the secure VM such as R programming language 
using RStudio software. Both of these are accomplished with the help of an application programming 
interface (API). A combination of Python and R APIs, as well as direct SQL queries with MS SQL Server 
Management Studio, were utilized for this study. 

Overview of My Approach 
I connected to the database using secure credentials provided by the UC CORDS team.  

I initially utilized the secure JupyterHub environment to query and explore the database with Python 
programming language. Querying was possible with the help of a package created by the UC Davis UC 
CORDS team, which served as an API to connect to and query the database.  

In the VM I utilized MS SQL Server Management Studio for direct querying of the data with SQL, and 
utilized RStudio to connect to and query the database with R programming language. MS SQL Server 
Management Studio was used for a more interactive representation of the database, as well as to test 
the outputs of SQL queries before inserting them into R and python code.  
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The final results, figures and observations in this thesis were generated through R programming with 
RStudio. 

Mapping Procedure Occurrence Concepts 
I worked with the UC CORDS team and drafted a SQL query which joined the following tables of UC 
CORDS:  

Tables Joined 
The following UC CORDS tables were joined: procedure_occurrence and concept. 

The column names, or attributes, for each table, or entity, are in Table 2 and Table 3. 

 

Table 2: List of Attributes in the procedure_occurrence table of UC CORDS LDS 

Attributes: procedure_occurrence Table 
procedure_occurrence_id 
person_id 
procedure_concept_id 
procedure_date 
procedure_datetime 
procedure_type_concept_id 
modifier_concept_id 
quantity 
provider_id 
visit_occurrence_id 
visit_detail_id 
procedure_source_value 
procedure_source_concept_id 
modifier_source_value 

 

Table 3: List of Attributes in the concept table of UC CORDS LDS 

Attributes: concept Table 
concept_id 
concept_name 
domain_id 
vocabulary_id 
standard_concept 
concept_code 
valid_start_date 
valid_end_date 
invalid_reason 
concept_class_id 
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Construction of Join Query 
The SQL join was accomplished by joining procedure_occurrence to the concept table twice. 

Keys 
Keys from each table were utilized to link the two tables. Primary key was concept_id from the concept 
table. This served as a foreign key to the procedure_occurrence table, linking to both the 
procedure_concept_id and procedure_type_concept_id .  

Join Components 
(1) First join to map each procedure_concept_id to its corresponding concept_id in the concept 

table. 
a. Joined procedure_occurrence.procedure_concept_id = concept.concept_id 
b. This mapped all of the procedure occurrences to their corresponding concept. 

(2) Second join to map each procedure_type_concept_id to its corresponding concept_id in the 
concept table. 

a. Joined procedure_occurrence.procedure_type_concept_id = concept.concept_id 
b. This mapped all of the procedure occurrence types to their corresponding concept. 

Query Output 
Table 4 demonstrates the first two rows, or head, of the final output table. This output table represents 
the final dataset explored with R programming to perform descriptive statistics for this study.  

Table 4: Head of the final SQL query output 

OMOP_TABLE CONCEPT_SOU
RCE 

domain_id vocabulary
_id 

concept_class
_id 

concept_na
me 

concept_co
de 

concept_
id 

standard_conc
ept 

Total_Occurren
ces 

PROCEDURE_OCCURRE
NCE 

Hospitalization 
Cost Record 

Measureme
nt 

CPT4 CPT4 Zinc 84630 2212629 S 9603 

PROCEDURE_OCCURRE
NCE 

Hospitalization 
Cost Record 

Procedure CPT4 CPT4 Dual-energy 
X-ray 
absorptiome
try (DXA), 
bone density 
study, 1 or 
more sites; 
axial 
skeleton (eg, 
hips, pelvis, 
spine) 

77080 2211826 S 13310 

 

Each concept_id maps to a unique procedure; however the same procedure_concept_id can appear 
multiple times in this dataset if the source of the procedure data is different (CONCEPT_SOURCE), for 
example "Hospitalization Cost Record", "Primary Procedure", "Referral Record", "EHR order list entry", 
"Procedure recorded as diagnostic code", "Flowsheet Procedure", "Health Maintenance", etc.  

Standard Concepts Column 
According to the UCOP Data Dictionary for the UCHDW / UC CORDS dataset, in the standard_concept 
column of an OMOP concept table, there are three possible values: "S" (Standard Concept), "C" 
(Classification Concept), or "NA" (Non-Standard Concept). 

From the Book of OHDSI https://ohdsi.github.io/TheBookOfOhdsi/StandardizedVocabularies.html# , 
which describes the OMOP Common Data Model in detail, this is the exact, word-for-word description 
provided regarding Standard, Non-Standard, and Classification concepts: 

5.2.6 Standard Concepts 

https://ohdsi.github.io/TheBookOfOhdsi/StandardizedVocabularies.html
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One concept representing the meaning of each clinical event is designated the Standard. For 
example, MESH code D001281, CIEL code 148203, SNOMED code 49436004, ICD9CM code 
427.31 and Read code G573000 all define “Atrial fibrillation” in the condition domain, but only 
the SNOMED concept is Standard and represents the condition in the data. The others are 
designated non-standard or source concepts and mapped to the Standard ones. Standard 
Concepts are indicated through an “S” in the STANDARD_CONCEPT field. And only these 
Standard Concepts are used to record data in the CDM fields ending in "_CONCEPT_ID". 
 
5.2.7 Non-Standard Concepts 
Non-standard concepts are not used to represent the clinical events, but they are still part of the 
Standardized Vocabularies, and are often found in the source data. For that reason, they are 
also called “source concepts”. The conversion of source concepts to Standard Concepts is a 
process called “mapping”… Non-standard concepts have no value (NULL) In the 
STANDARD_CONCEPT field. 
 
5.2.8 Classification Concepts 
These concepts are not Standard, and hence cannot be used to represent the data. But they are 
participating in the hierarchy with the Standard Concepts, and can therefore be used to perform 
hierarchical queries. 
 

Final Data Extraction and Visualization with R 
Data Extraction 
An R package dbmi() which served as an API to MS SQL Server databases was utilized to connect to the 
UC CORDS database. This R code was contained in a separate script with the secure credentials.  
db_getquery() was populated with the finalized SQL query string and the final output dataset was 
obtained.  

Data Visualization 
Packages tidyverse() and dplyr() were used to processs and slice the dataset. ggplot2() was utilized for 
creating plots. 

One analysis I performed was an empirical exploration of which concepts in the procedure_occurreence 
table have the word “telehealth” somewhere in the concept_name value.  

RESULTS 
The results presented in this study characterize the distribution of OMOP standard concepts available 
for mapped procedure representations in the procedure_occurrence table of the UC CORDS LDS dataset, 
across standard vocabularies, concept classes and concept domains. They also identify which 
telemedicine and telehealth related OMOP standard concepts, standardized vocabularies and codes 
were documented for procedure occurrences in the Epic EHR across the UC Health systems between 
February 2020 to February 2021. Included patients had a COVID-19 test result mapping to the 
designated LOINC codes between Feb 2020 to Feb 2021. 

The final query output utilized for data visualization was a 10 column data frame with 49,895 rows. 
These rows represent the unique procedure concept and procedure type concept representations 



13 
 

available in the procedure_occurrence table of UC CORDS, with the total number of occurrences for 
each representation available as an aggregate sum. 

Primary Outcomes 
1. Which standard vocabularies, concept classes and concept domains are available for mapped 

procedure occurrence concepts in the OMOP concept table of the UC CORDS LDS? 
 

 

Figure 3 Distribution of Concepts in the Procedure Occurence (procedure_occurrence) Table of the UC CORDS Limited Dataset, 
across various Standard Vocabularies aned Domains. CDT, Code on Dental Procedures and Nomenclature. CPT4, Current 
Procedure Terminology 4th Edition. CVX, HL7 Table 0292, Vaccine Administered. HCPCS, Health Care Common Procedure Coding 
System. ICD10PCS, International Classification of Diseases, 10th Revision: Procedure Coding System. ICD9Proc, International 
Classification of Diseases, 9th Revision. SNOMED, Systemized Nomenclature of Medicine Clinical Terms. 

2. Within each standard vocabulary available for mapped procedure occurrence concepts in the OMOP 
concept table of the UC CORDS LDS, what are the unique concept classes and unique concept 
domains available? What is the distribution of concepts across these concept classes and concept 
domains? 



14 
 

 

 

Figure 4 Distribution of Concepts in the Procedure Occurrence (procedure_occurrence) Table of the UC CORDS Limited Dataset, 
across various Standard Vocabularies, Domains and Concept Classes. CDT, Code on Dental Procedures and Nomenclature. CPT4, 
Current Procedure Terminology 4th Edition. CVX, HL7 Table 0292, Vaccine Administered. HCPCS, Health Care Common Procedure 
Coding System. ICD10PCS, International Classification of Diseases, 10th Revision: Procedure Coding System. ICD9Proc, 
International Classification of Diseases, 9th Revision. SNOMED, Systemized Nomenclature of Medicine Clinical Terms. 

3. What are the unique concepts containing the string “telehealth” in the procedure occurrence table 
of UC CORDS? What are the unique concept domains for these concepts? Within each concept 
domain, what is the total number of occurrences for each concept and what are the standardized 
vocabularies and codes mapped to each concept? 

List of unique domains for procedure occurrence concepts in the procedure_occurrence table containing 
the string “telehealth” in the procedure concept name 

Table 5: List of unique domains for procedure occurrence concepts in the procedure_occurrence table containing the string 
“telehealth” in the procedure concept name 

Unique Concept Domains of Procedure Occurrence Concepts 
Containing the String “telehealth” in the Concept Name 
Procedure 
Observation 

 

List of unique standard vocabularies for procedure occurrence concepts in the procedure_occurrence 
table containing the string “telehealth” in the procedure concept name 

Table 6: List of unique standard vocabularies for procedure occurrence concepts in the procedure_occurrence table containing 
the string “telehealth” in the procedure concept name 

Unique Standard Vocabularies for Procedure Occurrence Concepts 
Containing the String “telehealth” in the Concept Name 
HCPCS 
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Total occurrences of each unique telehealth procedure representation in the procedure_ocurrence 
dataset when filtered for a concept domain = Procedure 

Table 7: Total occurrences of each unique telehealth procedure representation in the procedure_ocurrence dataset when filtered 
for a concept domain = Procedure 

Unique Procedure Occurrence Concepts Containing the String “telehealth” 
in the Concept Name and Having a Concept Domain of “Procedure” 

Total 
Occurrences 

Telehealth consultation, emergency department or initial inpatient, typically 
50 minutes communicating with the patient via telehealth 

10 

Telehealth consultation, emergency department or initial inpatient, typically 
30 minutes communicating with the patient via telehealth 

14 

Telehealth consultation, critical care, initial , physicians typically spend 60 
minutes communicating with the patient and providers via telehealth 

1 

Telehealth consultation, emergency department or initial inpatient, typically 
70 minutes or more communicating with the patient via telehealth 

6 

 

Total occurrences of each telehealth procedure representation in the procedure_ocurrrence dataset 
when filtered for concept domain = Observation 

Table 8: Total occurrences of each telehealth procedure representation in the procedure_ocurrrence dataset when filtered for 
concept domain = Observation 

Unique Procedure Occurrence Concepts Containing the String “telehealth” 
in the Concept Name and Having a Concept Domain of “Observation” 

Total 
Occurrences 

Follow-up inpatient consultation, intermediate, physicians typically spend 25 
minutes communicating with the patient via telehealth 

173 

Follow-up inpatient consultation, limited, physicians typically spend 15 
minutes communicating with the patient via telehealth 

397 

Follow-up inpatient consultation, complex, physicians typically spend 35 
minutes communicating with the patient via telehealth 

46 

 

Secondary Analysis of Findings & Limitations 
As mentioned earlier in Table 1, UC Health included existing EHR historical data dating back to 2012 for 
all included patients in UC CORDS. Of note, as of February 11, 2021 a decision was made by UC Health to 
limit the historical data for COVID-19 negative patients in UC CORDS to 2019 onwards instead of all past 
historical data, in an effort to reduce the growing database size. Therefore, the procedure occurrence 
data in this study likely has higher representation from COVID-19 positive patients. I did not include a 
specific date range for the procedure occurrences when building my SQL query, so the aggregate values 
for each procedure occurrence in the query outcome include data on procedures which occurred pre-
pandemic. However, I did not consider this to be a limitation since this study’s aim was to review data 
capture, storage and distribution at a specific point in time, not the date/time each procedure occurred.  

A prominent limitation of the study is concept categorization and mapping issues. To interpret the study 
results, one must look at figure 1 again for the timeline of events occurring during the COVID-19 
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pandemic and the corresponding timeline of CMS policy changes. Early in the pandemic and at the time 
of data extraction, the CMS 1135 waiver designated approved codes for audio/visual and audio-only 
synchronous telehealth consultations but also allowed for equal reimbursement of these services 
regardless of the mode of delivery being in-person or through telehealth. This served as a temporary 
stop gap to allow time for healthcare institutions to incorporate the new coding recommendations into 
their EHR infrastructure and clinical workflows. For healthcare facilities and practices which did not yet 
incorporate the new telehealth codes and recommended workflows, the equal reimbursement allowed 
providers to bill the designated “Office or other outpatient visit” E/M codes for telemedicine visits 
without the need for modifiers and claim the same reimbursement amount as the equivalent in-person 
service. Because of this, providers coded telehealth visits as office visits, so the total procedure code 
counts for procedure representations with “telehealth” in the concept name do not accurately reflect 
how many of each type of telehealth encounters actually occurred - the actual number may be higher.  

To highlight this further, in Table 6 HCPCS is the only standard vocabulary for all procedure_occurrence 
concepts with the string “telehealth” in the concept name. As demonstrated in Table 7 and Table 8, the 
concept names for the various procedure_occurrence concepts with a string match for “telehealth” all 
mention either “emergency department,” “inpatient,” or “critical care” which implies that these are all 
hospital related telehealth consultations. Given that none of the concepts containing the string 
“telehealth” appear to be outpatient visits, it is likely that outpatient services were billed utilizing the 
CPT4 codes designated by the CMS for “Office or other outpatient visit” E/M services provided by 
synchronous, face-to-face telehealth. The concept names for these codes do not contain the string 
“telehealth” and were not incorporated into my limited string search criteria. 

Additionally, before developing my string search criteria I reviewed generated a list of the unique 
concept names for concepts in the UC CORDS procedure_occurrence table and found several string 
matches for “telehealth”, but did not find any string matches for “telemedicine” in 
procedure_occurrence table concepts. That being said, concepts with a concept name containing the 
string “telemedicine” do exist in the UC CORDS concept table; these could be either unmapped or 
mapped to concepts in tables other than procedure_occurrence. Similarly, OMOP concepts containing 
“telehealth” in the concept names may span multiple domains and tables across the database, rather 
than just in the procedure occurrence table as CPT4 / HCPCS codes. Therefore, it is likely that the query I 
pulled from the procedure occurrence table alone is not sufficient to characterize telehealth-related 
data capture in UC CORDS at the time of data extraction.  

Figure 3 demonstrates that the procedure_occurrence table in UC CORDS is comprised of concepts 
across multiple domains and multiple standard vocabularies. According to the Book of OHDSI which is 
the principal resource regarding the OMOP CDM, a concept domain indicates which table the concept is 
found in. It appears that aside from the “Procedure” domain concepts, there are “Device”, “Drug”, 
“Measurement”, “Metadata”, “Observation”, as well as null domain concepts in the 
procedure_occurrence table of UC CORDS as well.  

It appears that the few discrete concepts mapped to the “None” standard vocabulary all map to the 
Metadata domain, each with hundreds of thousands to over a million total occurrences. The Book of 
OHDSI defines metadata as “A set of data that describes and gives information about other data and 
includes descriptive metadata, structural metadata, administrative metadata, reference metadata and 
statistical metadata.” It is likely that the concepts mapping to the Metadata domain contain data 
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regarding the other procedure_occurrence concepts. Whether they represent descriptive, structural, 
administrative or reference metadata is unknown. There is also an “NA” standard vocabulary, which 
only had a concept mapped to the NA domain. R programming language uses NA to represent 
unavailable or missing values. A possible reason for the presence of NA as both a standard vocabulary 
and as a concept domain is the presence of concepts which do not map to a standard vocabulary, also 
defined by OHDSI as non-standard, or source, concepts. In the CDM, only standard concepts are 
assigned a concept_ID, and the process of converting a source concept to a standard concept is known 
as mapping. There is a possibility that the procedure_occurrence table included unmapped concepts 
which were not yet validated by the OHDSI community at the time of data extraction, or if they were 
already validated by the OHDSI community it is possible that the OMOP teams at each UC health system 
did not map the concepts. The Book of OHDSI defines a standard concept as “A concept that is 
designated as valid concept and allowed to appear in the CDM”.  

It was surprising to see concepts mapped to the “ICD9Proc” vocabulary. This implies that historical ICD-9 
procedure concepts in Epic at one or more of the UC Health systems were not fully mapped to ICD-10 
PCS at the time of data extraction. Another observation is that the HCPCS concept domains appear to 
include “Device”, “Drug”, “Measurement”, “Observation”, and “Procedure”. 

It is even more interesting to dive deeper into the concept classes for each domain within the various 
unique standard vocabularies. Figure 4 demonstrates the varied concept classes and concept domains of 
concepts within each standard vocabulary in the procedure_occurrence table of UC CORDS. It appears 
that the standard vocabularies CPT4, HCPCS, ICD10PCS and SNOMED each contain concepts from 
multiple domains and classes. On the other hand, the Metadata domain within the “None” standard 
vocabulary only contains concepts with the concept class “Undefined”. This could possibly mean that 
these concepts are what the Book of OHDSI defines as “classification concepts”.  

On re-running my code May 25, 2023 it appears that the data mapping and concept distribution 
in the SQL query output has now changed. The UC CORDS procedure_occurrence table now consists of 
only CPT4, HCPCS, ICD-10 PCS, SNOMED and CDT standard vocabularies with just three concept domains 
which are Procedure, Visit and Provider. The standard vocabularies HCPCS, ICD-10 PCS, SNOMED and 
CDT only consist of concepts with a Procedure domain. The CPT4 standard vocabulary consists of 
concepts with Procedure, Visit and Provider domains. There is no longer ICD-9 Procedure standard 
vocabulary concepts, and there are no longer any concepts mapped to null or “None” standard 
vocabularies. This demonstrates significant improvement in data quality and data mapping. 

When I extracted the UC CORDS data in February 2021, the visit_occurrence table only 
contained three visit_types and the visit_subtype field was entirely masked. At that time, visit_subtype 
was still a field not validated by the OHDSI community and therefore it was contained in an extension 
table that was excluded from the UC CORDS LDS.46 According to UC CORDS internal documentation for 
UC Davis users, the reason for including these extension tables in the identified OMOP of UCHDW 
despite being non-standardized and unvalidated is quoted word-for-word below: 

• The UC Health initiative and associated UC Health Data Warehouse has been a key partner and driver of the 
UCD OMOP instance. As described in other documents, UC Health created OMOP to satisfy both research 
and operational (administrative) projects and associated use cases 

• Many of the use cases for the UC Health Data Warehouse (UCHDW) have been detailed operational projects 
involving quality and safety and supply chain analytics. These projects required concepts that were not 
adequately standardized in the OHDSI OMOP model 

https://sciwheel.com/work/citation?ids=14910125&pre=&suf=&sa=0&dbf=0
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• To incorporate concepts that are not well captured in the OMOP CDM, UC Health leadership created 
"Extension" tables to extend beyond the CDM standard46 

According to the Tableau dashboards available to UCHDW and UC CORDS users, every possible 
video visit concept from each UC Health site was mapped to the visit subtype “Telemedicine” with 
standardized code 646370968 as of December 2020, as evidenced by the Table 9, which presents the 
output from filtering the Code Mapping Explorer for Standardized Code Vocabulary of “Visit Subtype” 
and “Visit Type”, and Standardized Code Description for “Telemedicine”.49 A similar search for a 
Standardized Code Description for “Telehealth” yielded zero results. As you can see in Table 9, there 
were multiple telemedicine and telehealth source codes at each UC Health site. 

Table 9: Code Mapping Explorer output generated from filtering for Standardized Code Vocabulary = “Visit Subtype” or “Visit 
Type”, and Standardized Code Description = “Telemedicine”.(Paciotti 2020) 

Domain Source 
Code 

Source Code Description Standardized 
Code 
Vocabulary 

Standardized 
Code 

Standardized 
Code 
Description 

UCD 
Epic 

47 TELEMEDICINE Visit Subtype 646370968 Telemedicine 
76 Telemedicine Visit Subtype 646370968 Telemedicine 
201 MYC Video Visit Visit Subtype 646370968 Telemedicine 
2107601 Telemedicine Scheduled Visit Subtype 646370968 Telemedicine 
2107602 Telemedicine Unscheduled Visit Subtype 646370968 Telemedicine 
100131001 TELEMEDICINE ACC Visit Subtype 646370968 Telemedicine 
100131002 TELEMEDICINE J STREET Visit Subtype 646370968 Telemedicine 
100131003 TELEMEDICINE MAIN HOSP Visit Subtype 646370968 Telemedicine 
100131004 TELEMEDICINE SHERMAN Visit Subtype 646370968 Telemedicine 
100131005 TELEMEDICINE CHT Visit Subtype 646370968 Telemedicine 
100161008 Telehealth Visit Subtype 646370968 Telemedicine 
100183001 PSYCH TELEMED RANCHO Visit Subtype 646370968 Telemedicine 

UCLA 
Epic 

76 Telemedicine Visit Subtype 646370968 Telemedicine 
21076 Tele-medicine Visit Subtype 646370968 Telemedicine 
60812 UCLA Health Telehealth Visit Subtype 646370968 Telemedicine 
10501207 EMC TELEMEDICINE Visit Subtype 646370968 Telemedicine 

UCSD 
Epic 

40 Telemedicine - Encounter Visit Subtype 646370968 Telemedicine 
76 Telemedicine Visit Subtype 646370968 Telemedicine 
319 Telemedicine Visit Subtype 646370968 Telemedicine 
340 Video Visit Visit Subtype 646370968 Telemedicine 
7610 Telemedicine (Non-Provider) Visit Subtype 646370968 Telemedicine 
130190 PMC TELEPAIN Visit Subtype 646370968 Telemedicine 
190177 MON TELEPSYCH Visit Subtype 646370968 Telemedicine 
190178 MON TELENEURO Visit Subtype 646370968 Telemedicine 
200187 MOS TELEHEP Visit Subtype 646370968 Telemedicine 
200194 MOS TELEENDO Visit Subtype 646370968 Telemedicine 
220193 MUC TELEONCOLOGY Visit Subtype 646370968 Telemedicine 

https://sciwheel.com/work/citation?ids=14910125&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=14555355&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=14555355&pre=&suf=&sa=0&dbf=0
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240665 UC HYPERACUTE TELEMED Visit Subtype 646370968 Telemedicine 
700638 UCSD NICU TELEMEDICINE Visit Subtype 646370968 Telemedicine 
700639 UCSD PULMONARY 

TELEMED 
Visit Subtype 646370968 Telemedicine 

700640 UCSD GI TELEMED Visit Subtype 646370968 Telemedicine 
700642 UC Hyperacute Telemedicine Visit Subtype 646370968 Telemedicine 
700665 HC TELEMEDICINE Visit Subtype 646370968 Telemedicine 
710230 LJ TELEMEDICINE Visit Subtype 646370968 Telemedicine 
2406651 UC EMERGENCY TELEMED Visit Subtype 646370968 Telemedicine 
8003484 Ext Teleradiology Visit Subtype 646370968 Telemedicine 
8003527 Ext California Protons 

TeleRadiology 
Visit Subtype 646370968 Telemedicine 

8023038 EXT ODC-TELEMED&VSC Visit Subtype 646370968 Telemedicine 
UCSF 
Epic 

76 Telemedicine Visit Subtype 646370968 Telemedicine 
122 Off License Non-UCSF 

Telehealth 
Visit Subtype 646370968 Telemedicine 

221 Video Visit Visit Subtype 646370968 Telemedicine 
223 Video Visit Non-Billable Visit Subtype 646370968 Telemedicine 
5201359 RESPIRATORY CARE CLINIC 

VIDEO VISIT 
Visit Subtype 646370968 Telemedicine 

5201372 UCSF RESPIRATORY CARE 
CLINIC VIDEO VISIT 

Visit Subtype 646370968 Telemedicine 

5201959 PK RESPIRATORY CARE 
CLINIC VIDEO VISIT 

Visit Subtype 646370968 Telemedicine 

5203025 PED HOSPITALIST 
TELEHEALTH-BIL 

Visit Subtype 646370968 Telemedicine 

9020298 NEONATOLOGY 
TELEHEALTH-BIL 

Visit Subtype 646370968 Telemedicine 

9020299 PED CRIT CARE TELEHEALTH-
BIL 

Visit Subtype 646370968 Telemedicine 

 

As of September 16, 2022 the UC CORDS included a visit_type of “Telehealth”.52 Unfortunately 
this was well after the date of data extraction for my study. Given that a telehealth visit type is now 
available, there is scope for future studies to replicate my methodology with the visit_occurrence table 
and validate both visit_occurrence and procedure_occurrence related concept representations against 
the telehealth visit type.  

DISCUSSION  
My study results reflect the lack of standardization in standard vocabulary naming conventions and 
concept mapping for telehealth. This makes it difficult for researchers to find telehealth-specific data 
from CDM datasets like UC CORDS, which only capture data mapped to standard vocabularies. My 
journey through this master’s thesis also highlights the multiple data access, data fluency, and data 
management challenges that clinical researchers face with complex healthcare datasets such as UC 
CORDS.  

https://sciwheel.com/work/citation?ids=14910127&pre=&suf=&sa=0&dbf=0
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Accessing raw, real-world patient data is never a simple endeavor given the privacy, security and ethics 
issues which can arise. And even after layers of approvals, only skilled analysts can retrieve patient data 
from the complex data architecture of an EHR like Epic and transform it into an analytic dataset which 
researchers can utilize. When there is a limited number of analysts to support hundreds of clinical 
researchers, each with uniquely different data needs, the timeline for obtaining the actual data after 
approval can take as long as a couple years. This staggered timeline discourages many researchers from 
carrying out and completing studies which require identifiable data.  

The original intent behind the development of UC CORDS was to create an LDS harnessing the power of 
harmonized data from six health care systems, which would only require a data use agreement and no 
IRB approval, in turn removing a data access barrier for UC staff and academia to facilitate and 
encourage more research pertaining to COVID-19. However, it is clear from the diverse mapping in UC 
CORDS procedure occurrence tables in my results that there are also challenges which come with 
coordinating data at scale for computable patient phenotypes across multiple sites.  

For example, since data in UC CORDS has already gone through two levels of aggregation, researchers 
accessing UC CORDS may not have much information about the providence of its categorization. It takes 
a learning curve to understand the structure of an OMOP CDM, and even steeper of a learning curve to 
understand the tools i.e. SQL, Python, R and platforms i.e. Jupyter required to extract, clean and analyze 
such data.  Additionally, UC CORDS only includes data harmonized to standard concepts.  Direct access 
to source data is highly restricted due to HIPAA concerns. This makes it difficult to visualize data which is 
not harmonized, for example in this study data on visit subtypes such as "Telehealth" was available in 
the identified OMOP for hospital operational purposes, but not included in UC CORDS since visit 
subtypes were not yet harmonized by the OHDSI community.  

In light of lessons learned during the pandemic across several sectors, the National Academy of 
Medicine published “Emerging Stronger After COVID-19: Priorities for Health System Transformation”, 
with a chapter dedicated to each impacted sector.53 Each and every chapter of this emphasizes the 
importance of building a more robust healthcare data infrastructure, in particular the chapters entitled 
“Digital Health COVID-19 Impact Assessment: Lessons Learned and Compelling Needs” and “Biomedical 
Research COVID-19 Impact Assessment: Lessons Learned and Compelling Needs”.54–62 The findings in my 
thesis support this piece and highlight key recommendations for improving digital infrastructure in 
preparation for future pandemics.  

A study from Columbia Health highlights the importance of involving content experts early when 
building large data repositories at scale across multiple sites, especially when building a structured data 
set with computable patient phenotypes.63 The authors highlight the various stake holders who should 
be involved in the initial planning and development decisions.63 They also define desiderata for 
designing and developing a sustainable model for clinical data infrastructure that allows for patient care 
as well as clinical research in the most optimum fashion.63 This is key because while patient care is 
absolutely vital, it is also important to facilitate clinical research advances and operational analytics for 
new services by providing a robust digital infrastructure which is tailored to easily cater to each of these 
functions. 

I bring this back to one of my main drivers for performing this study. Clinical researchers who were 
interested in looking at telemedicine utilization at UC Davis Health, like myself, struggled to extract data 
on this “new” service due to data harmonization and standardization limitations in the UC CORDS data 

https://sciwheel.com/work/citation?ids=15346832&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=12778954,15346829,11026481,14297087,13288792,12023545,14408743,15346830,15346831&pre=&pre=&pre=&pre=&pre=&pre=&pre=&pre=&pre=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&suf=&sa=0,0,0,0,0,0,0,0,0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=15144227&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=15144227&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=15144227&pre=&suf=&sa=0&dbf=0
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set and OHDSI community. Most of these telehealth researchers could only access aggregated data from 
Epic dashboards or spend months to years obtaining ETL outputs from our Data Provisioning Core. If 
more clinicians interested in telemedicine were involved in OHDSI decisions early on, then telemedicine 
visit type would have been validated by the OHDSI community earlier and this data would not have been 
in extension tables of the UCHDW, it would have been incorporated into the standard tables and 
included in UC CORDS much earlier. This could have opened the door to more telehealth research. 

In conclusion, although telemedicine has been considered beneficial for several years, the COVID-19 
pandemic offered the best opportunity to improve telemedicine services and fully integrate them into 
healthcare reimbursement workflows and healthcare information systems. Based on the outcomes of 
this study, there is still room for process improvement in regard to handling the needs of data capture 
for new services in emergency scenarios, and healthcare institutions should involve multiple key 
stakeholders at an earlier stage when developing and implementing a digital infrastructure. 
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