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Abstract

The Promise and Challenge of Substellar Atmospheres at Increased Spectral

Resolution

by

Callie E. Hood

The spectral resolution of instruments used to characterize substellar atmospheres has

greatly increased over the past decade. As we more frequently observe exoplanet and

brown dwarf atmospheres at higher spectral resolution, more work is needed to assess

both what new information is contained in these improved observations as well as how

our current modeling tools fall short in accurately reproducing these spectra. My disser-

tation has examined this question from multiple angles to ultimately prepare the field

to better understand substellar atmospheres through the better quality spectra we will

receive from the JWST and the upcoming ELTs. First, I present how high-resolution

cross-correlation spectroscopy (R ∼ 25,000 to 100,000) will allow us to probe the regions

in the atmospheres of sub-Neptune exoplanets above the clouds or hazes which obscure

molecular features in observations at low spectral resolution. Using theoretical models

of high-resolution observations for a typical hazy sub-Neptune, we calculate the signal-

to-noise of these spectra required to robustly detect a host of molecules as a function of

spectral resolution and wavelength coverage to aid in planning future observations and

instruments.

Next, I present two projects focused on adapting atmospheric retrieval methods

xviii



for medium-resolution spectra of brown dwarfs. I first describe applying a GPU-version

of the CHIMERA retrieval framework to a high signal-to-noise, medium-resolution

(R∼6000) FIRE spectrum of a T9 dwarf from 0.85-2.5 µm. At 60× higher spectral

resolution than previous brown dwarf retrievals, a number of novel challenges arise,

which I explore. I show that compared to retrieval results from a R∼100 spectrum

of the same object, constraints on atmospheric abundances improve by an order of

magnitude or more with increased spectral resolution.

Finally, I apply lessons learned from this project to JWST NIRSpec/G395H

(R∼2700, 2.87 - 5.14 µm) observations of a T8 dwarf, presenting the first retrieval anal-

ysis taking full advantage of the maximum spectral resolution available with NIRSpec.

I obtain precise (∼ 0.02 dex) abundance constraints for a number of species, which

indicate shortcomings in our understanding of disequilibrium chemistry in brown dwarf

atmospheres. I also present the measured 12CO/13CO ratio for this brown dwarf, mak-

ing it the fourth and coldest (∼ 760 K) extrasolar object with such a measurement.

Together, these projects illustrate the power of high-quality, medium-to-high resolution

spectra to precisely constrain atmospheric properties, furthering our understanding of

the formation and atmospheres of substellar objects.

xix



For my grandfather, Gary Hollifield.

xx



Personal Acknowledgments

I would first like to thank my PhD advisor, Jonathan Fortney. You have been

such a constant source of guidance and support throughout my graduate career. Thank

you for never making me feel like I’ve asked a dumb question and teaching me so much

about astronomy, both as a subject and career path. I really appreciate how much you

care about your mentees, not only as scientists, but as whole people. I also thank you for

fostering such a supportive and welcoming research environment which has been critical

to my sense of belonging at UCSC. To that end, I particularly want to acknowledge the

numerous postdocs, graduate students, and undergraduates from the Fortney group and

broader UCSC exoplanet community who have taught me so much, including Natasha,

Naor, Emily, Xinting, Kat, Daniel, Maggie, Zafar, Lorraine, and Sagnick.

I also want to thank the numerous other mentors who have guided me along

the way. To Jayne Birkby, thank you for advising my first ever exoplanet project,

igniting my interest in exoplanet atmospheres and high resolution spectroscopy, and

pointing me to UCSC. To Caroline Morley, thank you for sharing your modeling tools

with me, answering all my questions, and being a welcoming presence at many exoplanet

workshops and conferences throughout the years. To Mike Line, thank you for teaching

me everything I know about retrievals, from explaining likelihood mappings during our

first conversation at OWL to becoming a secondary advisor who has been critical to the

success all of my projects. To Jackie Faherty, thank you for sharing your data with me

and providing helpful commentary and insight into brown dwarf observations. I would

also like to thank Andy Skemer and Xi Zhang for teaching some of my favorite courses

xxi



at UCSC and serving on my Qualifying and Defense Committees.

My time at UCSC has been greatly shaped for the better by the community

and friendships I formed. I am so glad I got to enter grad school with my cohort, who

were an important source of support throughout the years. I want to thank the entire

astronomy grad student community for being so welcoming and supportive, particularly

Miranda, Annie, Rachel, Erica, and Evan. Thanks to Molly and Aribeth for opening

their home to me and being my first friends in Santa Cruz. My COVID bubble was

essential to my mental health during the pandemic and I can’t thank you all enough.

To Zack, despite our surface differences, I knew we connected and would be

friends very early on and I’m so glad I was right. Thank you for always being down

to watch any flavor of cozy trash with me and talk about all the random related trivia

we can think of the whole time. To Enia and Amanda, I am beyond grateful for the

joy and friendship y’all have brought to my life that I know will be continue for a long

time. Enia, I am inspired by so much about how you move through the world. You are

always so fun to be around but at the same time available for an in depth conversation

anytime. I am so glad we both ended up in Baltimore and you’re only a short drive

away. Amanda, the home we built together in Santa Cruz meant the world to me and

will always hold a special place in my heart. Thank you for listening to every detail of

my day and holding so much space for me. Though you didn’t come to Maryland with

the rest of us, I know I can always count on you for a sympathetic ear or motivational

message anytime (and you’re only a short train ride away). To Matt, I can’t thank you

enough for the companionship and support you have offered me during the last half of

xxii



my grad school career. Thank you for always listening to my many worries and helping

me prioritize myself when needed. I am so proud of and thankful for the life we have

built together in Baltimore. Relatedly, to Willow, thanks for finally making me a cat

mom and the many cuddles that got me through the home stretch of this thesis.

I have also been incredibly supported by the friendships I made prior to grad-

uate school. I thank my physics friends at UNC who spent many hours working on

problem sets or bemoaning difficult labs for me. The Women in Physics group at UNC

was an invaluable source of inspiration and community. To Anna, Anne, Ariel, Caitlyn,

and Shafali, thank you so much for all of the laughter and encouragement throughout

our time as Tarheels. I also thank my Hickory friends - Elizabeth, Laura, Anna, Mary,

and Sarah (ECLAMS), for their ongoing love and support that have shaped me into

the woman I am today. I am so lucky to have made foundational friendships at such a

young age. You all have been in my life for more than a decade and I know will continue

to be there for me for many more.

Finally, my family have been my number one fans and supporters for my

entire life. I want to especially thank my grandparents Judy and Gary Hollifield for

their unending love and care which allowed me to do so much as a young person. To

my brother Wilson, I am so thankful for your continued friendship and encouragement

as we became adults. To my parents, Sandi and David Hood, I can never thank you

enough for everything you have given me. I am so lucky to have such great parents and

guiding lights in my life.

Scientific Acknowledgements and Published Material

xxiii



My thesis work was supported by the UCSC Dissertation Year Fellowship. The com-

putational work for this thesis was mostly carried out on the lux supercomputer at UC

Santa Cruz, funded by NSF MRI grant AST 1828315. I would like to thank Brant

Robertson and Josh Sonstroem for their hard work maintaining lux.

I would like to thank the many coauthors that contributed to the works that

make up this thesis. The text of this dissertation includes reprints of the following

previously published material led by Callie Hood.

Chapter 2 was previously published as Hood et al. 2020. I was responsible for

performing most of the analysis (with the exception of the exposure time calculations

performed by co-author Emily Martin), making all figures, and writing the text. I

thank co-authors Jonathan Fortney, Michael Line, and Jayne Birkby for their advice

and feedback. I thank co-authors Caroline Morley and Zafar Rustamkulov for sharing

their modeling tools with me. I thank co-author Emily Martin for the previously-

mentioned exposure time calculations and for further guidance on connecting my results

to observability. I also thank co-authors Roxana Lupu and Richard Freedman for their

work on the opacity calculations used in these models.

Chapter 3 was previously published as Hood et al. 2023. I was responsible for

performing the retrieval analysis, creating the figures, and writing the text. I thank co-

author Jonathan Fortney for his guidance and comments. I thank co-author Mike Line

for assistance with applying and adapting CHIMERA. I thank co-author Jacqueline

Faherty for providing the reduced and stitched FIRE spectrum.

Chapter 4 contains material soon to be submitted to Nature Astronomy. I

xxiv



was responsible for performing the retrieval analysis, creating the figures, and writing

most of the text, with the exceptions of the sections on the observations and Sonora

Elf Owl grid analysis in the methods. I would like to thank my co-authors, Jonathan

Fortney and Mike Line for their guidance and feedback. I thank Jacqueline Faherty for

providing me with reduced and calibrated spectra from JWST/NIRSpec, IRTF/SpeX,

and Spitzer/IRS. I thank Sagnick Mukherjee for his work on fitting the observed spectra

to his Sonora Elf Owl grid of models.

xxv



Chapter 1

Introduction

1.1 Exoplanet and Brown Dwarf Synergy

At the Cool Stars 9 conference in 1995, two exciting discoveries were an-

nounced: the first exoplanet around a main sequence star, 51 Peg b (Mayor & Queloz

1995), and the first confirmed brown dwarf, Gliese 229B (Nakajima et al. 1995). In the

decades since, the exoplanet and brown dwarf fields have both rapidly expanded and

developed, building on the foundation of preceding work on stellar and solar system as-

trophysics. Thousands of exoplanets of have been discovered since 1995, demonstrating

a remarkable diversity of planetary systems wildly different than our own. Detected

exoplanets include gas giants with large gas envelopes, Neptune-like ice giants with

thinner envelopes around icy cores, sub-Neptunes with sizes between that of Earth of

Neptune, and terrestrial, rocky planets similar to Earth. At the same time, multitudes

of brown dwarfs have similarly been found, including ∼ 525 within 20 pc of the Sun

(Kirkpatrick et al. 2021).
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The line between gas giant exoplanet and brown dwarfs is a blurry one. The

International Astronomical Union definition mostly relies on mass, with brown dwarfs

consisting of objects too small to fuse hydrogen but massive enough to fuse deuterium

(∼13 MJup - 73 MJup for a solar metallicity object) regardless of location or formation.

Objects below the minimum deuterium fusing mass orbiting a star or brown dwarf

and have a mass ratio with the central object below the L4/L5 instability are classi-

fied as planets, while free-floating objects below the cutoff are considered sub-brown

dwarfs (Lecavelier des Etangs & Lissauer 2022). However, formation-based definitions

have also been proposed, where the lowest-mass objects from gravitational collapse in

molecular clouds are considered brown dwarfs and objects that form “bottom-up” from

accretion in protoplanetary disks are considered planets, regardless of mass (Chabrier

et al. 2014). However, mass is an easier property to probe than formation pathway, al-

though observational signatures of the different formation scenarios have been proposed

(e.g., Chabrier et al. 2014; Y. Zhang et al. 2021a).

Brown dwarfs and gas giant planets have a lot in common. Both are expected

to host hydrogen-dominated atmospheres, with secondary elements like C, O, and N

nevertheless having significant impacts (Lodders & Fegley 2002). Furthermore, brown

dwarfs and gas giant exoplanets can span a similar temperature range, indicating the

potential for similar chemical and physical processes at work in their atmospheres (Fa-

herty et al. 2016). While the characterization of exoplanet atmospheres has greatly

progressed in the past decade, isolated brown dwarfs are still often significantly easier

to observe due to the lack of contamination from a host star. Thus, brown dwarf spectra
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act as an important testbed for our understanding of the relevant atmospheric processes

at these temperatures.

1.2 Observing Substellar Atmospheres

1.2.1 Observations of Transiting Planets

For planets that happen to “transit,” or pass directly in front of their host stars

from our point of view, multiple techniques can be used to probe their atmospheres.

Transmission Spectroscopy : The first used(Charbonneau et al. 2002) and most

common method for detecting exoplanet atmospheres involves spectroscopy taken dur-

ing the planet’s transit. The transit depth is given by R2
p/R

2
star, where Rp is the planet

radius and Rstar is the radius of the host star (e.g., Seager & Lissauer 2010). As light

from the host star is filtered through the planet’s atmosphere, the observed radius of

the planet and therefore transit depth will appear larger at wavelengths where the at-

mosphere is opaque. Thus, we construct the transmission spectrum of the planet by

measuring the transit depth as a function of wavelength. Since chemical species absorb

light at unique sets of wavelengths, features in the transmission spectrum can be related

to the atmosphere’s composition.

Dozens of exoplanet atmospheres have been characterized with transmission

spectroscopy, particularly using the Hubble Space Telescope (HST), showcasing a range

of spectral features and detected molecules. Muted features attributed to clouds or

hazes in the upper atmosphere have been seen for a multitude of planets (e.g., Sing

et al. 2016). Sub-Neptune planets have been particularly difficult to investigate with this
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technique. For example, observations of the very-well studied sub-Neptune GJ 1214b

show little variation in transit depth as a function of wavelength. Kreidberg et al. (2014)

used 60 orbits of HST/WFC3 observations to construct an ultra-precise transmission

spectrum of GJ 1214b that was consistent with a flat line, indicating the presence of

aerosol opacity obscuring any molecular features in the spectrum. Thus, transmission

spectra can provide some limits on clouds or hazes in exoplanet atmospheres, but other

techniques may be needed to fully probe the characteristics of these objects.

Secondary Eclipse Spectroscopy : We can also compare the observed flux just

before a planet passes behind its star to when the planet is blocked by the star (the

secondary eclipse). The difference of these two fluxes represents the total flux emit-

ted and/or reflected by the planet. The resulting emission spectrum contains thermal

temperature information and probes deeper pressures than in transmission, providing

constraints on the thermal structure of the atmosphere in addition to its composition.

These observations are often taken in the infrared, where the host star is dimmer and

the planet’s thermal emission peaks. As such, the first confirmed secondary eclipse

observations were taken with the Spitzer telescope (Charbonneau et al. 2005; Deming

et al. 2005) and many more planets have been observed similarly since. Time-resolved

lightcurves during ingress and egress can also be used for “eclipse mapping,” produc-

ing a brightness map of latitudinal and longitudinal variation across the dayside of a

transiting planet (e.g., Rauscher et al. 2019).

Phase Curves: The phase curve of a transiting planet shows how the planet’s

brightness changes across a full orbit. Phase curves can be used to probe the longitudinal
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inhomogeneities of an exoplanet’s atmosphere, such as day-to-night contrasts and a hot

spot offset (Showman & Guillot 2002). Many close-in gas giants have observed phase

curves, allowing for increased understanding of the three-dimensional nature of these

objects (see Parmentier & Crossfield (2018) for a review). The launch of JWST allows

for the extension of this technique to smaller, cooler atmospheres. Kempton et al. (2023)

present a spectroscopic phase curve of GJ 1214b in the mid-infrared, providing more

detailed information about the sub-Neptune’s atmosphere than was previously possible

with transmission spectra.

1.2.2 Observations of Directly Imaged Companions

With the aid of sophisticated instrumentation like extreme adaptive optics

and coronagraphs, we can directly observe planet or brown dwarf companions that are

bright and orbit at wide distances from their host stars. Such planets are young and

therefore still glowing from their heat of formation. Observing the light from these

planets at multiple wavelengths allows for another method of measuring the thermal

emission spectrum of an exoplanet. Like thermal emission spectra of transiting planets,

spectroscopy of directly imaged planets can allow for robust constraints on the thermal

profile as well as detections of molecules.

The first such spectra were observed for the HR 8799 planets, allowing for the

detection of H2O and CO as well as constraints on other planetary properties (Barman

et al. 2011; Konopacky et al. 2013). Instruments like SPHERE (Beuzit et al. 2008) and

GPI (Macintosh et al. 2014) have observed a number of emission spectra for directly

imaged planets, in addition to interferometric observations with GRAVITY (GRAVITY
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Collaboration et al. 2017). While most observations have been taken in the near infrared,

JWST will allow for longer wavelength observations of these directly imaged systems.

For example, Carter et al. (2023) presented the first direct detection of an exoplanet at

wavelengths beyond 5 µm.

1.2.3 Observations of Isolated Brown Dwarfs

As the spectra of isolated brown dwarfs are comparatively much easier to

observe than substellar companions to a host star, a wide range of observations of their

thermal emission spectra exist across many wavelength ranges and spectral resolutions.

The wealth of observations has led to the development of an extension to the Morgan-

Keenan classification systems for stars (Keenan 1985) that consists of the L, T, and Y

spectral classes (Kirkpatrick 2005; Cushing et al. 2011). Brown dwarfs cool over time,

leading to the formation of condensates and molecules in their atmospheres which sculpt

their emitted spectra; the emergence and disappearance of the absorption features from

these species define each spectral class. Each spectral class is further subdivided into

10 subtypes typically based on the relative strength in features and tracing changes in

effective temperature.

The transition from M to L dwarfs is marked by the weakening of optical

absorption features from TiO and VO as titanium- and vanadium-bearing clouds con-

dense, while absorption from H2O and CO increases. L dwarf atmospheres are further

affected by the formation of iron and silicate clouds (Allard et al. 2001; Marley et al.

2002) which redden their emergent near-infrared spectra. The transition from L to T

dwarfs consists of the onset of CH4 absorption in the near-infrared as it becomes the
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major carbon-bearing molecule over CO at cooler temperatures. Clouds may also break

up or sink below the photosphere at this transition, leading to bluer observed colors in

the near-infrared (e.g. Marley et al. 2010), although alternative cloud-free explanations

for the L/T transition have been proposed (Tremblin et al. 2016). T dwarf spectra

are predominantly sculpted by H2O and CH4 absorption in the near-infrared. The

coolest spectral class, Y dwarfs, is defined by the emergence of NH3 absorption in the

near-infrared Cushing et al. (2011).

1.3 Modeling Substellar Atmospheres

After the spectrum of an exoplanet or brown dwarf has been observed, we

must turn to atmospheric modeling to interpret the data. All types of observations

described in the previous section are related in some way to atmospheric properties like

composition, surface gravity, and thermal structure, and models are needed to figure

out the exact connection between these quantities and observational signatures. We

can compare models with observations in order to constrain the values of these param-

eters for a given object. On a broader scale, atmospheric models can be used to both

understand population level trends, like the appearance and disappearance of certain

molecular features, as well as predict observable qualities for aid in planning observa-

tions. At the same time, shortcomings in their ability to reproduce observations can offer

clues as to how models need to be modified, in turn indicating revisions needed to our

understanding of the underlying physical and chemical processes in these atmospheres.
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1.3.1 Self-Consistent Models

Self-consistent model grids offer one approach for modeling substellar atmo-

spheres. Such grids typically assume radiative-convective equilibrium, balancing internal

heat flux and any absorbed stellar flux (for objects with host stars) with outgoing fluxes

carried by thermal radiative transport and convection. For a set of given parameters

like effective temperature, gravity, and elemental composition, the model iterates until

it converges on a 1D thermal and chemical profile of the model atmosphere which follows

all assumed physical and chemical processes (see Marley & Robinson 2015 for a review

for brown dwarfs and giant planets). Modeling the atmospheric structure and emitted

radiation also provide an important upper boundary condition for evolution models, as

the atmosphere controls how quickly the interior cools.

The thermal structure and chemical abundances of an atmosphere can then

be used to simulate spectra for a variety of observational setups. Grid models can vary

in complexity, often using only a small number of parameters such as surface gravity,

effective temperature, metallicity, C/O, etc. For this thesis, we will focus on 1D grid

models which do not take into account latitudinal or longitudinal variations. Numerous

families of grid models exist, differing in the treatments of physics, chemistry, and

opacity data used to generate the model spectra.

Grid models provide a way to connect our best understanding of how substellar

atmospheres should function with predicted and observed spectral features, allowing for

initial interpretations of observed data. However, they do not always do a good job at

reproducing observations. For brown dwarfs in particular, grid models have been shown
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to have difficulty reproducing observed shapes and relative colors of observed spectra

(e.g. Leggett et al. 2021). The assumption of chemical equilibrium has particularly

been proven false with a multitude of observations demonstrating features from species

unexpected in equilibrium (Noll et al. 1997; Saumon et al. 2000; Geballe et al. 2009;

Sorahana & Yamamura 2012; Miles et al. 2020). Thus, more sophisticated grid models

incorporating additional processes like clouds and disequilibrium chemistry have arisen

to help improve fits to observed spectra (e.g., Hubeny & Burrows 2007; Morley et al.

2012; Mukherjee et al. 2022).

1.3.2 Atmospheric Retrievals

A more data-driven alternative method is “atmospheric retrieval.” Derived

from remote sensing approaches in solar system science (e.g., Rodgers 2000; Fletcher

et al. 2007), atmospheric retrievals have been widely-adopted in exoplanet studies (see

Madhusudhan 2018 for a review) and recently applied for brown dwarfs as well (Line

et al. 2015, 2017; Burningham et al. 2017). Generally, retrievals aim to make minimal

assumptions about the processes at work in an atmosphere, which comes at the cost of

far more free parameters. A forward model within a retrieval framework will typically

involve a parameterized temperature-pressure profile and chemical abundances that

can vary freely from one another, in addition to parameters like the surface gravity,

radius, cloud opacity, etc. A Bayesian statistical inference algorithm such as Markov

Chain Monte Carlo or nested sampling is then used to explore the full probability

posterior distribution of the parameters by generating thousands of forward models and

comparing them to observations. Thus, the computational efficiency of the forward
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model within a retrieval framework is critical.

Through this atmospheric retrieval process, one can get estimated values for

each parameter in the model as well as explore the relationship between parameters.

Removing assumptions common to grid models allows for direct measurement of values

like chemical abundances, free of relation to solar values and equilibrium calculations.

However, while physically-motivated priors may be included in the Bayesian parameter

estimation, unphysical solutions can still be produced. Furthermore, retrieval results on

their own do not offer any connection to our understanding of the physics and chemistry

that may produce such an atmosphere. Theoretical expectations from grid models can

thus provide important context to retrieval results.

1.4 Benefits and Challenges of Increased Spectral Resolu-

tion

1.4.1 High-Resolution Cross-Correlation Spectroscopy

At increased spectral resolution, molecular features are resolved into densely-

packed individual lines, as shown in Figure 1.1, that are shifted and broadened by the

orbital motion and rotation of the planet. However, the signal-to-noise of each line can

be quite low, especially when light is divided across many spectral bins. The combined

signal of all the lines can be obtained by computing the cross-correlation function (CCF)

of observations with a template model spectrum as a function of the radial velocity of

the template. The CCF should have a strong peak when the template and observed

spectra overlap, with the peak occurring at the line-of-sight velocity of the planet. The
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strength of this detection increases with the square root of the number of observed lines,

motivating the desire for instruments with both high resolving power and large spectral

grasp.
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Figure 1.1: Absorption cross sections for CO at 10−6 bars and 650 K, sampled at resolu-
tions from R ∼ 100 - 100,000. Fewer CO absorption lines are detectable at increasingly
low resolution.

The CCF technique can be used for the transmission, reflected, and emission

spectra of substellar companions, which can be either close-in or widely-separated. For

planets on close orbits, we can use the Doppler shift of the planet lines to separate

them from quasi-static stellar or telluric contamination using detrending algorithms

like SYSREM or PCA (Birkby et al. 2013; de Kok et al. 2013). However, the removal

of this contamination often causes the loss of continuum information for the planetary
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spectrum. For widely-separated planet or brown dwarf companions, high resolution

spectroscopy can be combined with high contrast imaging to prevent contamination from

the host star (Snellen et al. 2014). Even at moderate spectral resolution, Hoeijmakers

et al. (2018) used integral field spectroscopy to create a ‘molecule map” of β Pic b

which used the strength of the cross-correlation function in each spaxel to determine

the planet’s location and detect its atmosphere.

Snellen et al. (2010) presented the first successful application of this technique

using R∼100,000 spectra from VLT/CRIRES to detect carbon monoxide in the atmo-

sphere of the hot Jupiter HD 209458b. Numerous atomic and molecular species have

been detected with CCFs since then, using observations in both the optical and near

infrared (see Birkby 2018 for a review). In addition, this technique has led to molecules

detected in the atmospheres of close-in, non-transiting planets, which are hard to char-

acterize otherwise (Brogi et al. 2012; Birkby et al. 2017). Atmospheric dynamics are

also measurable using the CCF, such as Doppler shifts from wind speeds or broadening

from rotation (e.g., Snellen et al. 2010; Bryan et al. 2018). Furthermore, likelihood func-

tions have been devised for these types of observations to allow for incorporation into

retrieval frameworks, leading to further detailed characterization of these atmospheres

(Brogi & Line 2019; Gibson et al. 2020). Recent instruments combining high-resolution

spectroscopy and high-contrast imaging such as the Keck Planet Imager and Charac-

terizer (KPIC; Delorme et al. 2021) and High-Resolution Imaging and Spectroscopy of

Exoplanets at the VLT (HiRISE; Vigan et al. 2022) will further improve the scientific

impact of these types of observations. Looking forward, instruments on the extremely
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large telescopes may even allow for the characterization of terrestrial planets around

nearby stars (Snellen et al. 2015).

1.4.2 Medium-to-High Resolution Spectra of Brown Dwarfs and Di-

rectly Imaged Companions

In contrast to exoplanets, brown dwarfs have been routinely observed at medium-

to-high spectral resolution (R ⪆ 2000) for decades. However, most studies have typically

focused on classifying objects or measuring radial velocities rather than in-depth atmo-

spheric characterization, particularly early on (e.g. McLean et al. 2003, 2007; Zapatero

Osorio et al. 2007; Blake et al. 2010; Burgasser et al. 2015; Marocco et al. 2015). Some

brown dwarf spectral surveys focus on identifying low-gravity spectral features for a large

number of objects (McGovern et al. 2004; Martin et al. 2017). Those studies which do

fit their observed brown dwarf spectra to grid models often report difficulty accurately

reproducing observed fluxes and widely varying results depending on choice of model

and fitted wavelength region (e.g., Del Burgo et al. 2009; Patience et al. 2012; Logsdon

et al. 2018). Even the most recent studies comparing medium or high resolution spectra

to the most up-to-date model grids show significant discrepancies from observations for

both brown dwarfs and companions straddling the brown dwarf/exoplanet boundary

(Wilcomb et al. 2020; Petrus et al. 2020, 2021, 2023; Hsu et al. 2021; Hoch et al. 2022;

Miles et al. 2023; Palma-Bifani et al. 2023).

Despite the mismatch between models and observations at these increased

spectral resolutions, numerous insights have been gained from comparing high signal-

to-noise observations to model grids. For example, Bochanski et al. (2011) report the
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first detection of ammonia absorption in the near-infrared using R∼6000 spectra from

the Folded-Port Infrared Echellette (FIRE) Spectrograph. Both Bochanski et al. (2011)

and Canty et al. (2015) use R∼5000-6000 spectra of T dwarfs to assess the complete-

ness and validity of line lists for important molecular absorbers available at the time.

Tannock et al. (2022) (for which I am a coauthor) presents the perhaps most in-depth

comparison of a high-resolution brown dwarf spectrum to grid models, focusing on

IGRINS observations of a T6 dwarf at R ∼ 45,000 over 1.45 - 2.48 µm with S/N ∼

200. Tannock et al. fit each order of data to multiple different families of model grids,

showing how best fit parameters vary widely across wavelength region and model family

as shown in previous brown dwarf papers. I post-processed the Sonora Bobcat models

with updated line lists for H2O,CH4,NH3 for this project, which greatly improved the

fit to the data and yielded the most consistent parameter measurements across orders.

In addition, Tannock et al. report the first unambiguous detections of molecular ab-

sorption from H2S and H2 in an extrasolar atmosphere, only possible with data of this

quality.

Retrievals have been significantly less common than grid model fits for these

observations, as most brown dwarf retrieval studies have focused on low-resolution (R

∼ 100) spectra. Wang et al. (2022) and Xuan et al. (2022) report results from retrieval

studies of brown dwarf companions for R∼ 35,000 observations from 2.03 - 2.38 µm,

presenting robust constraints on properties like the metallicity and C/O ratio. Further-

more, Y. Zhang et al. (2021a) carried out a retrieval analysis of R ∼ 4500 observations

in K band of the emission spectrum of the young super-Jupiter TYC 8998-760-1 b,
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finding a well-constrained isotopologue ratio of 12CO/13CO in addition to other atmo-

spheric parameters. The authors perform a similar analysis for archival R ∼ 25,000 K

band spectra of the L5 dwarf 2MASS J03552337+1133437, again measuring the ratio

of 12CO/13CO (Y. Zhang et al. 2021b). Other than these few exceptions, all of which

focus on K band observations and mostly use restricted chemistry schemes, retrievals on

medium-to-high resolution spectroscopy of brown dwarfs are relatively untested ground.

1.4.3 Modeling Considerations

As we more frequently observe brown dwarfs and exoplanets at higher spec-

tral resolution, complementary progress in analysis methods and atmospheric modeling

tools is required. Increasing the spectral resolution of our observations offers a num-

ber of advantages. Molecular band heads are resolved into unique groups of individual

lines, meaning absorption from different species are easier to disentangle. Further-

more, a wider span of pressures are probed than typical at low-resolution, offering more

information about the upper end of the object’s temperature-pressure profile. For trans-

mission spectra, the cores of the strongest lines may even form above a cloud or haze

deck that leads to featureless spectra at low-resolution (de Kok et al. 2014; Kempton

et al. 2014). Thus, high-resolution transmission spectroscopy may provide an avenue

for characterizing very cloudy or hazy planets. In addition to providing comparison to

observed data, model spectra of exoplanets and brown dwarfs can be used to optimize

future observing programs and instrument designs to maximize the scientific potential

of these observations.

However, moving to increased spectral resolution also generates challenges on
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the modeling side. Resolving individual molecular absorption lines means the fidelity

of the opacity data used becomes critical for accurately reproducing observations. For

example, Figure 1.2 shows cross sections for CH4 from Yurchenko & Tennyson (2014)

and Hargreaves et al. (2020) at low and high spectral resolution - while the two line

lists are virtually indistinguishable at low resolution, differences in line positions and

strengths are clearly seen at high resolution. Tannock et al. (2022) show how best-fit

parameters for brown dwarf spectra from model grids can be strongly biased by choice

of line list. The cross-correlation method is also significantly affected by choice of line

list, as inaccurate line positions can reduce signal strength or bias retrieved abundances

(Brogi & Line 2019; Tannock et al. 2022). The greater computational challenge of

producing models at high resolution also provides a barrier for applying many existing

retrieval frameworks, leading to an increased reliance on methods involving grid models

(Petrus et al. 2020). However, GPU-based methods offer a promising approach to

speeding up retrieval studies (Zalesky et al. 2022). Additionally, better quality data

also requires more careful examination of which parameterizations and assumptions can

be incorporated into our models without biasing our analysis. For example, one may

need to modify existing models to incorporate minor species which are undetectable for

low-resolution observations or extend temperature-pressure profile parameters to lower

pressures.
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Figure 1.2: Comparison of CH4 absorption cross sections from the ExoMol 10to10
(Yurchenko & Tennyson 2014) and HITEMP (Hargreaves et al. 2020) line lists 10−6

bars and 650 K, at R∼ 100 and R∼60,000. Clear discrepancies in line positions and
strengths between the two lists are seen at high spectral resolution.
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1.5 Structure of This Work

The aim of this thesis is to explore these modeling considerations for medium-

to-high spectral resolution observations of exoplanets and brown dwarfs. In particular,

I have focused on two guiding questions: 1) How do current modeling tools need to be

modified to accurately reproduce these spectra? and 2) What new insight into atmo-

spheric compositions and structures can be gleaned from these types of observations?

The structure of the remainder of this thesis is as follows.

Chapter 2 considers the application of high-resolution cross-correlation spec-

troscopy to the haziest sub-Neptunes planets. Using theoretical grid models to simulate

observed high-resolution transmission spectra of the canonical sub-Neptune GJ 1214b,

I present the minimum signal-to-noise needed to detect a number of molecules such as

CO and H2O despite the aerosol opacity. I also assess these calculations in relation to

what is achievable with current and future potential instruments.

Chapters 3 and 4 switch focus to retrieval studies of cool brown dwarfs. Chap-

ter 3 focuses on a retrieval analysis of a high signal-to-noise, medium-resolution (R∼6000)

ground-based spectrum from 0.85-2.5 µm of the T9 dwarf UGPS J072227.51-054031.2.

I present a number of modifications to the CHIMERA retrieval framework used in this

work and investigate the resulting effect on our retrieved parameters. I compare these

retrieval results to those for a low-resolution spectrum of the same object, demonstrating

how constraints on atmospheric abundances improve by an order of magnitude or more

with increased spectral resolution. Chapter 4 presents the first atmospheric retrieval

analysis taking advantage of the maximum resolution of JWST’s NIRSpec instrument,
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using observations of the T8 dwarf 2MASS 0415-0935 with the G395H filter (R∼2700

from 2.87 - 5.14 µm). In combination with previous low resolution observations, we

analyze the 0.9-20 µm spectral energy distribution of this object, yielding ultra-precise

(∼ 0.02 dex) abundance constraints that call into question current models of disequi-

librium chemistry. I also measure the 12CO/13CO ratio, making this object the coldest

extrasolar body with such a measurement.

Finally, a summary of the findings presented in this thesis and suggested future

directions are outlined in Chapter 5.
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Chapter 2

Prospects for Characterizing the

Haziest Sub-Neptune Exoplanets

with High Resolution

Spectroscopy

2.1 Introduction

NASA’s Kepler mission has discovered thousands of exoplanet candidates with

sizes between that of Earth and Neptune (Borucki et al. 2011; Batalha et al. 2013; Burke

et al. 2014; Mullally et al. 2015; Rowe et al. 2015). These sub-Neptune planets appear

to be common, around both M dwarf and Sun-like stars (Petigura et al. 2013; Fressin

et al. 2013; Burke et al. 2015; Dressing & Charbonneau 2015). In fact, around a third of
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Sun-like stars host a planet of this size with orbital periods less than 100 days (Petigura

et al. 2013; Fressin et al. 2013; Burke et al. 2015).

The measured bulk density of these planets could be consistent with a range

of compositions (Figueira et al. 2009; Rogers & Seager 2010; Nettelmann et al. 2011).

Correspondingly, sub-Neptunes may have a diversity of compositions from rocky to gas-

rich as expected from formation and evolution modelling (Fortney et al. 2013; Moses

et al. 2013; Lopez & Fortney 2014). A wide range of atmospheres is expected from

their bulk compositions (Morley et al. 2017; Kempton et al. 2018). The history of

how a planet accreted or outgassed its atmosphere, and its subsequent evolution, may

be encoded in the abundances or ratios of molecular species in its atmosphere (Öberg

et al. 2011; Booth et al. 2017; Espinoza et al. 2017). Thus, constraining the atmospheric

makeup of a sample of sub-Neptune planets may be the best way to understand how and

out of what material these objects form. Due to their abundance, more sub-Neptune

planets are likely to be found by the TESS mission around nearby, bright M-dwarfs

(Ricker et al. 2015; Sullivan et al. 2015; Barclay et al. 2018), providing prime targets for

atmospheric characterization with JWST, ARIEL, and large ground-based telescopes

(Louie et al. 2018; Kempton et al. 2018; Zellem et al. 2019).

However, these planets have proven hard to characterize; most atmospheric

features that are detected are weaker than expected for a solar-metallicity, cloud-free

atmosphere (Fraine et al. 2014; Fu et al. 2017; Wakeford et al. 2017; Wakeford et al.

2019). Some measurements have been unable to detect atmospheric features at all (e.g.

Knutson et al. 2014a; Kreidberg et al. 2014). Incorporating potentially muted features
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into yield calculations, Crossfield & Kreidberg (2017) find that the expected yield of

TESS planets amenable to characterization with JWST is up to 7x worse than when

assuming cloud-free conditions.

GJ 1214b, a 6.16 ± 0.91 M⊕ and 2.71 ± 0.24 R⊕ planet around a M4.5 star

(Charbonneau et al. 2009), is the prototype of this planetary class, and most dramatic

example a “difficult” atmosphere. Observations of GJ 1214b taken with ground-based

instruments and HST are consistent with a flat transmission spectrum (e.g. Bean et al.

2010, 2011; Kreidberg et al. 2014). While early observations were inconclusive, Krei-

dberg et al. (2014) achieved the signal-to-noise necessary to rule out just a clear but

high mean molecular weight atmosphere as the source of the flat transmission spectrum.

Instead, significant gray aerosol opacity has been invoked as the source of muted fea-

tures in transmission spectra, including that of GJ 1214b (e.g. Crossfield et al. 2013;

Kreidberg et al. 2014; Knutson et al. 2014a,b; Iyer et al. 2016; Sing et al. 2016).

Aerosols can absorb and scatter light (Heng & Demory 2013), providing an

extra opacity source that dampens absorption features in transmission spectra (e.g.

Deming et al. 2013; Kreidberg et al. 2014, 2018; Stevenson 2016). Morley et al. (2013)

explored two types of aerosols expected to form in GJ 1214b’s atmosphere—clouds

from equilibrium chemistry and a photochemical haze layer from the destruction of

CH4—finding that either aerosol over a range of parameters could flatten the planet’s

transmission spectrum. Further cloud formation work found that KCl and ZnS clouds

can only be consistent with observations at high metallicities (1000x solar) and with

strong atmospheric mixing (Kzz = 1010 cm2 s−1) (Morley et al. 2015; Gao & Benneke
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2018). In contrast, photochemical hazes could explain the observed HST observations

with lower metallicities ∼ 50× solar (Morley et al. 2015). If an aerosol is the cause of the

observed flat transmission spectra, JWST may allow us to characterize sub-Neptunes

with it’s longer wavelength coverage and higher resolution than HST (Greene et al.

2016; Mai & Line 2019).

However, another potential avenue for studying these atmospheres is ground-

based, high-resolution spectroscopy. Over the past decade, spectroscopy with a resolving

power ≥ 25,000 has been used to characterize the composition, dynamics, and thermal

structure of exoplanet atmospheres (see Birkby 2018 for a recent review of the tech-

nique and resulting detections). The large variations in the radial velocity of a close-in

exoplanet relative to the host star allow for the Doppler-shifted planet spectrum to be

disentangled from the relatively static lines of the host star’s spectrum as well as from

the spectral absorption features of Earth’s atmosphere. At high spectral resolution,

molecular band heads are resolved into unique groups of individual lines allowing for

robust detections from matching these lines to theoretical models. Though first sug-

gested by Deming et al. (2000), Brown (2001), and Sparks & Ford (2002), Snellen et al.

(2010) was the first robust detection of a molecule (CO) in a planet’s atmosphere using

this technique with CRIRES at the VLT. Since then, molecules such as CO and H2O

have been routinely detected for a variety of planets in emission and transmission (e.g.

Rodler et al. 2012; Birkby et al. 2013; Brogi et al. 2014). While most of these studies

have been of hot Jupiters, a few focused on smaller planets have yielded upper limits on

molecular abundances (Crossfield et al. 2011; Esteves et al. 2017; Deibert et al. 2019).
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At high spectral resolution, the cores of the strongest molecular lines are formed

very high up in the planet’s atmosphere, possibly above whatever cloud or haze deck

may obscure features at low-resolution (de Kok et al. 2014; Kempton et al. 2014). Thus,

planets whose atmospheres are completely obscured in a low-resolution transmission

spectrum may still be successfully characterized at high-resolution (Birkby 2018). Pino

et al. (2018) showed that not only is H2O detectable in the presence of an aerosol for a

typical hot Jupiter, but the relative cross-correlation strength across multiple wavelength

ranges could be used to detect the aerosol’s presence.

The aim of this paper is to quantitatively study the feasibility of detecting

molecular features of the haziest sub-Neptune planets with high-resolution transmission

spectroscopy. Is this achievable? And specifically, is this a science case for current in-

struments, or only for instruments on upcoming Extremely Large Telescopes? We inves-

tigate how a range of observational parameters including signal-to-noise ratio, spectral

resolution, and wavelength coverage affect the detection of various molecules.

Furthermore, as high-resolution spectroscopy has become more common, the

best way to robustly report detection significances of molecules has been explored.

Brogi & Line (2019) proposed a new log likelihood function to use when comparing

observed spectra to a model in the place of the traditional cross-correlation function.

We will compare the utility of these two metrics, motivating our choice of the log

likelihood function for the majority of this work. However, this method may be affected

by any “missing” molecules present in the observed atmosphere but absent in the model

spectrum. For illustration, we will consider how HCN, a high abundance photochemical
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product, affects the observed spectra and reported detection significances.

This work is structured as follows. In section 2, we describe how we generate

transmission spectra for hazy GJ 1214b analogs and discuss how we quantify the signif-

icance of molecular detection with this technique. In Section 3, we give an overview of

the prospects for observing CO, CO2, H2O, and CH4 across a range of planetary inso-

lation levels as well as the spectral resolution and wavelength coverage of the data. A

discussion of our results are presented in Section 4 and our conclusions are summarized

in Section 5.

2.2 Methods

2.2.1 Model Atmosphere and Spectra

We generate high-resolution transmission spectra based on the 1D radiative-

convective-photochemical models presented in Morley et al. (2015). The authors as-

sume 50× solar metallicity and use a 1D radiative-convective model to determine a

temperature-pressure profile for the atmosphere assuming radiative-convective equi-

librium and calculate gas abundances in different layers of the atmosphere assuming

chemical equilibrium. They find the total mass of soot precursors from a photochemical

model (Miller-Ricci Kempton et al. 2012; results first published in Fortney et al. 2013)

at each layer and assume some percentage (fhaze) will form a scattering haze at that

layer, with fhaze and the mode particle size as free parameters. The optical properties

of this haze are calculated with Mie theory. For this study, we focus on a particular

combination of parameters that reproduce the “flat” Kreidberg et al. (2014) observa-
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Figure 2.1: Pressure-temperature profiles and molecular abundances for models with
50× solar metallicity and 0.3× (dashed), 1× (solid), and 3× (dotted) GJ 1214b’s in-
solation. The high-resolution observations discussed in this paper are most sensitive
roughly between 3 × 10−6 - 3 × 10−7 bars, marked by the light grey region in each plot.

tions at low-resolution: fhaze = 10% and a mode particle size of 0.1 microns. This haze

becomes opaque at a pressure of approximately 10−5 bar in the atmosphere. We also

look at models for atmospheres with 0.3× and 3× the insolation of GJ 1214 b with the

same haze parameters but not the exact same haze. The atmospheres with 0.3×, 1×,

and 3× the insolation of GJ 1214 b have effective temperatures of 412, 557, and 733 K,

respectively (Fortney et al. 2013). The atmosphere models from Morley et al. (2015)

go to 10−6 bars at the top of the atmosphere, but our highest resolution spectra are

sensitive out to ∼ 3 × 10−7 bars, so we assume an isothermal atmosphere above 10−6

bars with constant molecular abundances. The resulting pressure-temperature profiles

and molecular abundances we use are shown in Figure 2.1.

To produce high-resolution transmission spectra, we use the flexible radiative

transfer code described in the appendix of Morley et al. (2017). This line-by-line code

takes in the temperature-pressure profiles, chemical abundance profiles, and haze opacity

files from (Morley et al. 2015), as well as a mass and radius of the planet. Using the
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Figure 2.2: Absorption cross sections for the molecules included in our spectra. These
cross sections are calculated at a pressure of 10−6 bars and a temperature of 650 K,
then smoothed to R ∼ 1000 for illustrative purposes. Molecules with the strongest
features in a particular bandpass, e.g. CO in M band, will be the dominant species in
that wavelength range, though this effect is also dependent on the abundance of the
molecule (see Figure 2.1b).
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the line-by-line optical depth calculations and the vectorized method for calculating

transmission spectra presented in (Robinson 2017), this code outputs high resolution

line-by-line (R ∼500,000) transmission spectra for the planet. We use the cross-section

database described in (Freedman et al. 2014). For our calculations we include the

opacities of CO (Rothman et al. 2010a), CO2 (Huang et al. 2014, 2013), H2O (Barber

et al. 2006), CH4 (Yurchenko & Tennyson 2014; Yurchenko et al. 2013), HCN (Harris

et al. 2008), and H2/He collision-induced absorption (Richard et al. 2012). Absorption

cross sections for these molecules are shown in Figure 2.2. A molecule will be easiest to

detect where it has the highest cross sections/strongest spectral features, for example

H2O in J and H bands, CH4 in L band, and CO in M band. 1

Example transmission spectra in K band for a range of resolutions are shown

in Figure 2.3. Though the low resolution transmission spectrum shows little deviation

from a flat line, resolved spectral features from CO and H2O are visible starting with

R∼10,000 and increase in size as spectral resolution increases. High and low resolution

spectra from 1 to 5 µm with and without the haze for all three insolation cases are

shown in Figure 2.4. The haze opacity effectively obscures the molecular features below

a certain pressure in the atmosphere, reducing the low resolution spectrum in particular

to a mostly flat line. As the stellar insolation (and therefore the effective temperature of

the atmosphere) increases, CH4 features in L band disappear while CO shows stronger

features in K and M band, in accordance with the change in abundances shown in Figure

2.1b.

1Although there have been updates to line lists for certain species since these publications, we do not
include them in this study as we are not comparing to observations and are thus internally consistent.
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Figure 2.3: Transmission spectra for a GJ 1214b model at the nominal insolation level
across a range of spectral resolutions. At low resolution, the transmission spectrum is
essentially a flat line, but spectral features are clearly visible at higher resolutions.

Previous analyses of high resolution spectra have involved various methods to

remove telluric and stellar contamination of the data which all require normalization

of the observed spectra. To approximate an observed and reduced spectrum, we take

a R ∼500,000 transmission spectrum model including all opacity sources as described

above, Doppler shift it according to the systemic velocity of GJ 1214 (21 km/s), and then

to reach the desired spectral resolution smooth with a Gaussian kernel and interpolate

the model onto a coarser wavelength grid corresponding to the given resolution and 2

pixels per resolution element (assuming a Nyquist like sampling of 2 pixels per element).

We assume telluric and stellar contamination will be dealt with completely by the data

reduction process such that they are removed to the photon noise level. Consequently,

we only simulate the planet’s transmission spectrum, and investigate the effect of the
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Figure 2.4: Clear and hazy transmission spectra for models with 0.3× (top), 1× (middle)
and 3× (bottom) GJ 1214b’s insolation. Both low (R ∼ 100) and high (R ∼ 100, 000)
resolution spectra are plotted. The presence of the haze clearly mutes molecular features,
particularly in the low resolution spectra. Furthermore, at high resolution the difference
between the coolest and hottest models is most pronounced; this difference can be
attributed to the larger scale height for the hotter model in addition to differences in
abundances.
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Figure 2.5: Normalized transmission spectra with R ∼ 100,000 for a GJ 1214b model
before and after the addition of noise. The random noise added to the spectrum has a
base S/Nres of 1000 (or 1000 ppm of noise), scaled by a model of the Earth’s transmission
spectrum.
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photon noise. While we do not assume a full noise simulator and data processing steps

(e.g. Brogi & Line 2019), we approximate the final outcome of such an approach by

doing the following. First, to determine the amount of random noise to add to each

pixel in our “truth” spectrum, we choose a particular signal-to-noise ratio on what

would have been observed in the stellar spectrum per resolution element (S/Nres) as in

Pino et al. (2018). For the signal-to-noise per pixel, S/Npix(λ) we multiply this S/Nres

by the square root of the telluric absorption spectrum T(λ) (which has values between

0 and 1), to mimic the reduction in S/N due to telluric extinction, and the square root

of the number of pixels per resolution element. We simulate noise by adding a noise

value to each pixel drawn from a Gaussian distribution with a standard deviation equal

to the reciprocal of the desired signal-to-noise per pixel. Given that we are assuming

photon noise, which follows a Poisson distribution, Gaussian distributed noise is an

appropriate approximation for the high stellar photon counts. We obtain T(λ) using

the ESO Skycalc tool based on the Cerro Paranal Sky Model (Noll et al. 2012; Jones

et al. 2013). An example of the normalized transmission spectrum in L band before

and after the addition of noise is shown in Figure 2.5. Both the original GJ 1214b

transmission spectrum and that of Earth’s atmosphere have stronger features on the

bluer end of L band, reflected in the noisier but more prominent features on the shorter

wavelength end of the noisy spectrum.

2.2.2 Quantifying Detection Significance

High-resolution spectra of exoplanet atmospheres are often “self-calibrated”

rather than in comparison to a standard star, meaning broadband information and
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changes in flux at a fixed wavelength over time are removed from the data by fitting a

trend with airmass or using a principal component analysis based approach (e.g. Snellen

et al. 2010; Birkby et al. 2013). These data processing steps to remove the telluric con-

tamination typically remove any reliable planetary continuum level information. This

makes typical data-model “chi-square” comparisons difficult, if not impossible, unless

the exact stretching/scaling to the data is known. In light of this, the standard ap-

proach is to utilize the cross-correlation function (CCF), which leverages information in

individual line ratios to determine planetary atmosphere information (see Brogi & Line

2019 and Gibson et al. 2020 for a detailed discussion). The cross-correlation function

determines the correlation between the data and a model template as a function of

Doppler shift. A model perfectly matched to the data will show a “peak”, or maximum

correlation, at the planetary velocity (in our case, the systemic velocity). Incorrect

models will show no peak or a damped peak relative to the “correct” model. Following

the notation of Brogi & Line (2019), we define the variance of the data (s2f ), the variance

of the model (s2g ), and the cross-covariance R(s) as follows:

s2f =
1

N

∑
n

f2(n)

s2g =
1

N

∑
n

g2(n− s)

R(s) =
1

N

∑
n

f(n)g(n− s)

where n is the bin number or spectral channel, s is a bin/wavelength shift, N is the

total number of spectral channels, f(n) is an observed spectrum, and g(n) is a model
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spectrum for comparison, both mean-subtracted.

The cross-correlation coefficient C(s) is then:

C(s) =
R(s)√
s2fs

2
g

(2.1)

In the literature, molecules have been detected by reporting a strong signal

in the cross-correlation function of observed spectra with a model that contains solely

the molecule of interest. When using the CCF, we compare to models that have only

one or two opacity sources at a time, e.g. just CO or CO and the haze opacity. The

strength of this detection has often been reported as the ratio of the peak of the CCF

and the standard deviation of the coefficient around the peak (e.g. Snellen et al. 2010)

though some more sophisticated approaches have also been used like the Welch T-test

metric (e.g. Birkby et al. 2013). Hawker et al. (2018) find the ratio of peak to standard

deviation to be the most conservative metric for evaluating detection significance, so this

is how we will report detection significances from a CCF in this work. However, this

peak-to-off-peak comparison only determines the S/N within a given model template

relative to the on-to-off velocities, making quantitative comparisons amongst differing

model templates challenging.

Brogi & Line (2019) proposed a solution to this problem by developing a map-

ping of the CCF to a log-likelihood function (log(L)) for use in a Bayesian retrieval

framework. Using the above definitions, they related a formal log-likelihood to the CCF
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(or rather, the cross-covariance) through:

log(L) = −N

2
log(s2f − 2R(s) + s2g) (2.2)

where as defined above N is the total number of spectral channels, s2f is the variance of

the data, s2g is the variance of the model, and R(s) is the cross-covariance of the data

and a model with some wavelength shift s. Before proceeding with our atmospheric

analysis, we first investigate the sensitivity of the model comparisons under the CCF

and log(L) assumptions. Since we are not performing a retrieval analysis but instead

comparing to forward models, we need a method of mapping the log(L) value to a

detection significance analogous to that obtained with the CCF. To do this, we first

calculate log(L1) for our “truth” spectrum (e.g., the same underlying model used to

generate the simulated data, which again, includes the haze continuum and all of the

gases). We then compute log(L2) for 5 additional nested models that each lack one

of our tested opacity sources, so we can isolate how much that missing opacity source

decreases the log(L). To quantify the detection of each source of opacity, we utilize the

change in Bayesian Information Criterion (BIC) (Schwarz 1978):

BIC = p logN − 2 logL (2.3)

between the full model and the subset model lacking that opacity source, of which we

then approximate ∆BIC ≈ 2 ∗ (logL1 − logL2).
2. We then relate this change in BIC

2Effectively, this becomes a likelihood ratio test to compare models as we are not changing the
number of free parameters (p in Equation 2.3). The molecule we remove is not a free parameter as we
do not vary its value to fit the data.
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to the Bayes factor, using the formula ∆BIC = 2 ∗ logB12 (e.g. Szyd lowski et al. 2015).

We can then map this Bayes factor to a frequentist p-value using Table 2 from Trotta

(2008), which can in turn be converted into a statistical significance. Due to the limited

nature of the table, we are only able to report signficances smaller than 21.3σ; anything

that would have a stronger significance is reported as this upper limit.

2.2.3 CCF vs. Log(L) Example: CO in K Band

Here we compare molecular detections from the CCF and log(L) approaches

as a function of the signal-to-noise per resolution element S/Nres for a representative

K -band (2-2.5 µm) spectrum of our nominal GJ 1214b model.

First, we look at a single truth spectrum with S/Nres of 1000 and R∼100,000,

assuming a velocity of 0 km/s for the planet. Figure 2.6 shows the CCFs of this spectrum

with models that contain either all opacity sources, just CO and the haze, or just

CO; the statistical significances of each peak are 9.9σ, 9.7σ, and 9.1σ, respectively

3. As expected, the template that contains all of the opacity sources included in the

original model gives the highest peak CCF, relative to the off-peak velocity baseline.

The template that contains both CO and the haze has a slightly smaller peak, which

again decreases when the haze opacity is ignored. However, these decreases are relatively

small, suggesting the CCF is not particularly sensitive to the presence of a haze.

Figure 2.7 similarly shows the log(L) as a function of velocity for templates

that include all opacities, all but CO, and all but the haze. Figure 2.7a is zoomed in to

3Typically in the literature this metric is referred to as the S/N of a detection and lacks the sigma
symbol (unlike significance values from the Welch T-test metric for example). However, we will include
the sigma in this work to aid in comparison to detection significances derived from the log(L) method.
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show how the peak seen when computing log(L) for the full model disappears when CO

is removed, highlighting the necessity of CO to properly match the original spectrum.

The decrease in log(L) at the planet velocity (0 km/s) corresponds to a 10.9 σ detection

of CO (based on Eqn. 2.3 and subsequent discussion). We note that the log(L) for the

model without CO has a higher average value than the model with CO; we attribute

this effect to the decreased variance (sg) of the model without the prominent CO lines,

which increases the resulting log(L) as seen in Equation 2.2. Thus, a clear peak in

the log(L) as a function of velocity should be taken as an indication that a model that

correctly matches the truth spectrum rather than just the average value. We assume

a retrieval method would identify the correct velocities and so only consider the value

at 0 km/s as this is most analogous to what a retrieval detection significance would be.

Figure 2.7b shows the same curves, as well as log(L) with a template not containing

the haze. When the haze opacity is removed, though the peak in log(L) at 0 km/s is

still prominent, log(L) significantly decreases at this velocity, corresponding to a > 20σ

detection of the haze. Therefore, the haze is also necessary in addition to CO to match

the truth spectrum. However, if one did not test the models containing the haze opacity,

they may still detect CO since the Log(L) still shows a peak at 0 km/s but assume the

atmosphere was clear. Models including a potential source of continuum opacity should

be investigated to maximize the atmospheric information one can learn from the data.

Next we explore the differences in detection from the CCF vs. log(L) approach

over a small grid of S/Nres and resolutions, summarized in Figures 2.8 and 2.9. In or-

der to account for the effect of random noise, we repeat the analysis for 25 different
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Figure 2.6: CCFs of transmission spectra models including varying opacity sources with
a spectrum that includes all opacities and has random noise added to give it a S/N per
resolution element of 1000.

noise instances and report the average and standard deviation of the resulting detection

strengths. Comparing Figures 2.8a and 2.8b, we see that removing the haze opacity

does typically slightly lower the average detection strength of CO when using the CCF

regardless of spectral resolution or S/Nres. However, within their uncertainties, the de-

tection strengths of CO agree between templates that include or ignore the haze opacity.

Figures 2.9a and 2.9b show the detection strengths for CO and haze, respectively, when

using the log(L) method. We see that 2.9a resembles 2.8a and 2.8b, meaning that the

CCF and log(L) give similar detection strengths for CO. Figure 2.9b shows we can

strongly detect the presence of a haze, even when we cannot robustly detect CO (for

example, with R∼ 25,000).

Overall, we find that CCF and log(L) give similar answers for molecular detec-
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Figure 2.7: Log(L) for transmission spectrum models that include varying opacity
sources with a spectrum that includes all opacities and has random noise added to
give it a S/N per resolution element of 1000. In 2.7a, we see that the peak in log(L)
seen at zero relative velocity disappears when CO is removed from the model. In 2.7b,
we see the value of log(L) drastically decreases when the haze opacity is removed from
the model.
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(a) CCF: CO and Haze
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Figure 2.8: Detection significance in sigma for CO as a function of spectral resolution
and S/N per resolution element of the transmission spectrum of nominal GJ 1214b
model (1× insolation). In 2.8a, we have cross-correlated our input spectra with models
including opacity only from CO and a haze. In 2.8b, we have removed the haze opacity
from the model we use for cross-correlation; the detection significances agree with those
obtained when including the haze opacity, making it difficult to robustly identify the
presence of a haze when using the CCF.

tions, but the log(L) method is much more sensitive to the presence of a haze opacity.

This suggests the high-resolution spectrum is sensitive to the broadband opacity of the

haze due to the loss of a myriad of weaker lines. The increased sensitivity of the log(L)

is attributable to the treatment of the model and data variance terms (sf and sg). As

noted in Brogi & Line (2019), the log(L) decreases when sf and sg differ significantly,

while the CCF is not clearly affected by this discrepancy. The presence of a haze opacity

will serve to mute any molecular features (as seen in Figure 2.4), effectively decreasing

the variance of the spectrum. As a result, a model that includes the haze will have

a more similar variance to the observed spectrum of a hazy object, leading to a de-

tectable change in log(L). Thus, for the remainder of this paper, we will only use the

log(L) method to quantify how well we can detect opacity sources.
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Figure 2.9: Detection significances in sigma for CO and a haze as a function of spectral
resolution and S/N per resolution element of the transmission spectrum of nominal GJ
1214b model (1× insolation). The detection strengths reported in 2.9a are very similar
to those found when detecting CO with the CCF as shown in 2.8a. However, as this
method allows us to probe the presence of a haze directly, we can much more confidently
report the detection of a haze using the log(L) as shown in 2.9b.

2.3 Results

Here we present the detectability given the above metrics for CO, CO2, H2O,

CH4, and a haze opacity as a function of spectral band, resolution, and S/Nres. The

“truth” spectrum is generated by including all of the above opacity sources as well

as H2/He collision-induced absorption from one of three input pressure-temperature

profiles, corresponding to 0.3×, 1×, or 3× GJ 1214 b’s stellar insolation (Figure 2.1).

The observing bands we consider and their corresponding wavelengths are shown in

Table 2.3. These bandpasses are a bit wider than are typically defined for ground based

observations as at high resolution telluric absorption features can possibly be resolved

with usable data in between, and instruments can have varying wavelength coverage. We

test a large range of S/Nres from 50 to 5000, averaging the detectability over 25 random
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Table 2.1: Observing bands considered in this study.

Observing Band Wavelength Coverage (microns)

J 1.1 - 1.4
H 1.45 - 1.8
K 2.0 - 2.5
L 3.2 - 4.15
M 4.4 - 5.0

noise instances (as in Section 2.2.3). We then find the average detection strength from

these 25 noise instances. Tables 2.3 - 2.3 report the lowest S/Nres required for detecting

(threshold for detection set at 5σ) a given opacity source (one table per source) as

a function of observing band, insolation (relative to that of GJ 1214b), and spectral

resolution. We will go into a more detailed overview of these results in the following

sections.

2.3.1 1× GJ 1214b Insolation

Three findings are consistently true regardless of wavelength range considered.

First, as indicated in Table 2.3, the haze is always the easiest opacity source to detect

since it has the lowest required S/Nres for detection, which is 500 or less in all cases

considered. Thus, if one achieved the S/Nres necessary to detect a molecule like CO in

the atmosphere of one of these planets, one would necessarily have the required S/Nres

to rule out a completely clear atmosphere as well. Again, this is made possible through

the sg and sf terms in the log-likelihood function and would thus be difficult if not

impossible to detect using the classic CCF approach.

Second, increasing the spectral resolution appears to have diminishing returns,
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Table 2.2: Minimum S/Nres required for ≥ 5σ detection of the haze.

Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000

0.3× 400 250 200 150
J 1× 350 200 150 150

3× 200 150 100 100

0.3× 350 200 150 150
H 1× 350 200 150 100

3× 200 100 100 100

0.3× 400 250 200 150
K 1× 450 250 200 150

3× 300 150 100 100

0.3× 300 200 150 100
L 1× 400 250 200 150

3× 300 200 150 100

0.3× 350 200 150 150
M 1× 250 150 100 100

3× 200 150 100 100

Table 2.3: Minimum S/Nres required for ≥ 5σ detection of CO. There are no ≥ 5σ
detections with S/Nres ≤ 5000 for J, H, and L bands.

Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000

0.3× - 4500 3500 2400
K 1× 3500 1600 1100 800

3× 1800 1000 700 500

0.3× 1400 800 600 400
M 1× 700 400 250 200

3× 400 250 150 150
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Table 2.4: Minimum S/Nres required for ≥ 5σ detection of CO2. There are no ≥ 5σ
detections with S/Nres ≤ 5000 for J, H, K, and L bands.

Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000

0.3× 4500 2400 1800 1300
M 1× 4500 2400 1700 1300

3× 4500 2200 1500 1100

Table 2.5: Minimum S/Nres required for ≥ 5σ detection of H2O.

Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000

0.3× - 2600 1900 1200
J 1× - 2800 2200 1300

3× 3000 1600 1200 700

0.3× - 4500 3000 2200
H 1× - 4000 2800 2000

3× 3500 1800 1200 900

0.3× - - 4000 3000
K 1× - - 4000 3000

3× 5000 2800 1900 1500

0.3× - 4500 3500 2600
L 1× - 4000 3000 2600

3× 3000 1500 1300 1100

0.3× 5000 2800 1900 1300
M 1× 4000 2400 1600 1200

3× 1800 1000 700 500
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Table 2.6: Minimum S/Nres required for ≥ 5σ detection of CH4. There are no ≥ 5σ
detections with S/Nres ≤ 5000 for J, H, and M bands.

Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000

0.3× - 3000 2000 1600
K 1× - - - -

3× - - - -

0.3× 1100 700 450 300
L 1× - - - -

3× - - - -

i.e. increasing the spectral resolution from R ∼ 25,000 to 50,000 yields the greatest

decrease in the required S/Nres (often a factor of 2) but increasing the spectral resolution

further does not yield quite as dramatic of a change in the required S/N level. This is

because once enough strong spectral lines are resolved to clearly identify the presence

of a molecule, adding additional weaker lines from further increased spectral resolution

is an increasingly marginal help. However, increasing to higher spectral resolution may

still lead important gains in precision on parameters beyond detection of molecules,

such as molecular abundances, temperature structure, or wind speeds that we do not

consider in this work.

Lastly, CH4 is undetectable across all wavelength ranges and spectral resolu-

tions for models with this insolation level. This inability to detect CH4 is expected due

to the lack of CH4 above ∼ 10−4 bar (where these observations are most sensitive) as

shown in Figure 2.1b.

More specifically, here we break-down the band-by-band results:
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Figure 2.10: Detection significances for different opacity sources as function of spectral
resolution and S/Nres for M band transmission spectra of the model with 1× GJ 1214b’s
insolation. All tested opacity sources except CH4 are detectable in M band, though the
haze and CO are detectable for a much wider range of combinations of S/Nres and
spectral resolution than CO2 and H2O.
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• J and H Bands: H2O is the only molecular opacity source detectable in addition

to the haze. The required S/Nres for detecting H2O is lower in J band than in H

- 2800 and 4000, respectively, for R ∼ 50,000.

• K Band: CO is detectable for all spectral resolutions, while H2O is detectable for

R ≥ 75,000. However, H2O requires much higher S/N spectra. For example, at a

R ∼ 75,000, one needs an effective S/Nres of 1100 to detect CO but 4000 for H2O.

• L Band: H2O is again the only detectable molecule. A higher S/Nres is required

to detect H2O compared to J or H, with a required value of 4000 for R ∼ 50,000.

• M Band: CO, CO2, and H2O are all potentially detectable. Plots of the detection

strength for all considered opacities as a function of selected spectral resolutions

and S/Ns are shown in Figure 2.10. Detecting CO is significantly easier than in

K ; at a R ∼ 75,000, one only needs an effective S/Nres of 250 to detect CO. In

addition, CO2 is only detectable in this wavelength range, though it does require

a higher S/Nres than that needed to detect CO (for example, 1700 at a R ∼

75,000). H2O requires comparable S/Nres to CO2, but with spectra at R∼100,000,

one could detect CO, CO2, and H2O with S/Nres ≥ 1100. Thus, the M band

is overall the most promising observing band for detecting 2 or more molecular

opacity sources at once. However, the high thermal background in M band may

make these observations more challenging as discussed in Section 2.4.1.

In general, the bands in which different molecules are detectable is our work

here do reflect previous observational results. H2O has been detected in J band (Alonso-
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Floriano et al. 2019), K band (e.g. Hawker et al. 2018), L band (e.g. Birkby et al. 2013,

2017; Piskorz et al. 2018), and data covering 0.95 - 2.45 µm simultaneously (Brogi

et al. 2018; Guilluy et al. 2019). CO has been repeatedly detected in K band (e.g.

Snellen et al. 2010; Flagg et al. 2019). To date, no molecules have been reported for

high-resolution ground-based M band spectra of an exoplanet atmosphere.

de Kok et al. (2014) investigated the optimal wavelength ranges to detect

different molecules in exoplanet atmospheres with the 2014-era CRIRES instrument on

the VLT. Similar to our results presented above, they also find that CO is best detected

in K and M bands, while H2O is detectable in J - M bands. However, they find the

region around 3.5 µm as optimal for detecting multiple species (CO2, CH4, and H2O),

in contrast to our preference for M band. As we will discuss later in Section 2.4.1, the

thermal background in M band can make it functionally difficult to reach the required

S/Nres with current instruments. In addition, they assume a truth spectrum with only

one molecule at a time and cross-correlate with a model of just that species; they note

that CH4 or H2O lines could have a shielding effect that make other molecules more

difficult to detect. Thus, our inability to also detect CO2 in L band can be attributed

to the higher cross sections of the many lines of CH4 and H2O in this region as shown

in Figure 2.2.

2.3.2 0.3× and 3× Insolation

Since we would like to be able to observe a wider range of planets than just GJ

1214b, we also investigate how changing the stellar insolation effects our results, looking

at models with 0.3× and 3× the true insolation of GJ 1214b. The primary effect is the
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change over of the dominant carbon bearing species with temperature: CH4 dominating

in the 0.3× case and CO/CO2 in the 3× scenario, with an overlap/transition for the

1× case (Figure 2.1b).

0.3× Insolation

As above, we list our results by observing band, but to simplify the discussion,

only summarize the differences from the 1× insolation case. In some cases the haze

opacity requires a slightly higher S/Nres to detect than the nominal insolation case,

but it still remains the easiest opacity source to detect across all wavelength bands and

resolutions. Overall, the decrease in temperature for the models with 0.3× GJ 1214 b's

insolation makes CO, CO2, and H2O slightly harder to detect, while these are the only

models where CH4 is detectable. Though the volume mixing ratio of H2O is actually

slightly higher in the cooler case than that of the nominal insolation, this increase in

difficulty may be attributed to the decrease in scale height with decreasing temperature

which makes spectral features smaller. However, interference from the many CH4 lines

may also make H2O harder to detect. To test this idea, we took a 0.3× insolation model

in L band (which has the strongest CH4 features) without CH4 but including all of our

other opacity sources as the ”truth” model and computed the required S/Nres to detect

H2O in this case. When CH4 lines are not included, the required S/Nres to detect H2O

decreases for all tested spectral resolutions, indicating that interference from CH4 is

indeed a source of the increased difficulty in detecting H2O for these cooler models.

• J and H Bands: The required S/Nres for detecting H2O is slightly lower in J

49



band and higher in H band when compared to the 1× results. For example, with

R∼ 50,000 spectra, detecting H2O would require S/Nres ≥ 2600 in J band and

S/Nres ≥ 4500 in H band, compared to 2800 and 4000 for the 1× insolation case,

respectively.

• K Band: Detecting CO requires a much higher S/Nres due to its decreased abun-

dance, and is not detectable at R≤25,000 for any of our noise scenarios. CH4,

which is not detectable in the nominal 1× models, is more readily detectable than

CO and H2O in this cooler scenario (i.e. with S/Nres ≥2000 at R∼75,000, com-

pared to 3500 for CO and 4000 for H2O). For the highest resolution case (R ∼

100,000), one could detect CO, H2O, and CH4 with a S/Nres ≥ 3000.

• L Band: CH4 and H2O are both detectable. Due to the proximity to the v3 band,

detecting CH4 requires a much lower S/Nres than in K, with a lower limit of 300

in the R∼100,000 case. A slightly higher S/Nres is required to detect H2O than

in the 1× insolation case; S/Nres ≥ 3500 rather than 3000 for R∼75,000.

• M Band: In all cases the required S/Nres to detect CO, CO2, and H2O is higher

than for the nominal models. For R∼ 100,000, CO, CO2, and H2O require

S/Nres ≥ 400, 1300, and 1300, respectively (compared to 200, 1300, and 1200

for the 1× insolation case).

3× Insolation

The hotter 3× insolation models show qualitatively similar detection behaviour

to the 1× case. In most cases the haze opacity requires a slightly lower S/Nres to detect
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than the nominal insolation case, but the change is often small. The biggest difference

is that CO, CO2 and H2O are all easier to detect, sometimes by up to a factor of 2

decrease in the required S/Nres.

• J and H Bands: The required S/Nres for detecting H2O is approximately 2×

lower than in the 1× insolation case for all resolutions in both bands, likely due

to the increase in the size of the features in these bands compared to the nominal

insolation case as seen in Figure 2.4.

• K Band: Both CO and H2O are detectable, but again require lower S/Nres for a

5σ detection. This decrease in required S/Nres is ∼ 40% for CO, while closer to

∼ 50% for H2O. Notably, in this hotter scenario, H2O is detected at R≤50,000 for

all explored S/N cases, in contrast to the nominal 1× insolation case where it is

only detectable at higher resolutions.

• L Band: The required S/Nres for H2O detection is again roughly 50% lower than

needed in the 1× insolation case across spectral resolutions.

• M Band: The required S/Nres to detect CO, CO2, and H2O is lower than in

the nominal insolation case, with the largest effect for H2O. With spectra at

R∼100,000, one could detect CO, CO2, and H2O simultaneously with S/Nres ≥

1100 (compared to 1300 in the 1× insolation case).

2.3.3 Observing Multiple Bands

Modern instruments are now able to observe multiple atmospheric windows

simultaneously, often some selection of J, H, and K bands, including CARMENES
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(Quirrenbach et al. 2016), NIRPS (Wildi et al. 2017), IGRINS (Park et al. 2014), GIANO

(Origlia et al. 2014), and SPIRou (Artigau et al. 2014). Access to multiple bands in

one exposure allows for more spectral lines of a molecule to be observed, strengthening

the signal of that molecule, as the molecular detection S/N scales as the
√
Nlines. Over

these wavelength ranges, H2O in particular has millions of spectral lines in each band.

Figure 2.11 demonstrates the effect of increasing wavelength range on H2O detection

significance. Figure 2.11b shows a clear improvement when combining J and H bands

over just observing J band alone (Figure 2.11a). Furthermore, H2O is more difficult

to observe in K band, as shown in Figure 2.11c and expected since H2O has larger

cross sections in J and H bands as shown in Figure 2.2. However, H2O is much more

detectable at fixed spectral resolution or S/Nres when J and H band are also observed

(Figure 2.11d). Thus, instruments that can observe J -K band simultaneously will more

readily detect H2O and CO(which is detectable in K band but neither of the other two

bands; see Table 2.3 with the same observations.

Looking to future instrumentation, GMTNIRS (Jaffe et al. 2016) is a proposed

high-resoltuion spectrograph for the GMT that would cover 1 to 5 µm in one exposure.

Table 2.3.3 shows the minimum S/Nres required to detect each opacity source when

observing all bands (J -M ) simultaneously. While the required S/Nres to detect H2O

is substantially less than when looking at any single band as shown in Table 2.3, other

opacity sources are not as benefited by simultaneous wavelength coverage, due to their

narrower span or dominance by H2O over most bands. In particular, the minimum

S/Nres required to detect CO and CO2 is in most cases identical to that required for
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(d) J, H, and K Band

Figure 2.11: Detection significances for H2O for different observing bands as a function
of spectral resolution and S/N per resolution element of the transmission spectrum.
Observing J and H bands simultaneously increased the detection significance of H2O
as shown in 2.11a and 2.11b. Similarly, while the H2O detection in K band is marginal
in 2.11c, adding J and H bands allows for a much stronger detection of H2O.
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when considering solely M band spectra, so adding in other bands does not make either

molecule easier to detect. Similarly, the minimum S/Nres reported for CH4 in Table

2.3.3 are identical to those for analyzing solely L band spectra from Table 2.3. Thus,

H2O is the opacity source, under these specific atmospheric conditions, most benefited

by an instrument with wide instantaneous wavelength coverage. In scenarios in which

other broad-band absorbing molecules dominate, say, higher metallicity where CO/CO2

are more prominent, or much cooler where CH4 dominates the full near infrared, the

influence of multiple bands on specific molecular detections would undoubtedly change.

We leave this detailed analysis to a future study.

simultaneously.

2.3.4 Photochemical Products

Though our results so far have only included four molecules (CO, CO2, H2O,

and CH4), other molecules could be important opacity sources for these planets in the

near infrared. In particular, photochemical products could affect the high-resolution

transmission spectra at these wavelengths and their detection could provide an avenue to

distinguish between a photochemical haze and equilibrium condensate clouds. However,

not all potential molecules have high fidelity line lists at the temperatures and pressures

necessary for generating these models. Hawker et al. (2018) and Cabot et al. (2019)

have both presented evidence of HCN in the atmospheres of hot Jupiters using high-

resolution spectroscopy, indicating the possibility of detecting this molecule with current

line lists. Thus, to test whether photochemical products would be detectable with these

kinds of observations, we focus on HCN as an illustrative example using the line list
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Table 2.7: Minimum S/Nres required for ≥ 5σ detection of each opacity source for
transmission spectra that cover observing bands J -M

Opacity Insolation Spectral Resolution
Source 25,000 50,000 75,000 100,000

0.3× 1400 800 600 400
CO 1× 700 350 250 200

3× 400 250 150 150

0.3× 4500 2400 1800 1200
CO2 1× 4500 2400 1700 1300

3× 4500 2200 1500 1100

0.3× 2800 1500 1100 800
H2O 1× 2600 1400 1100 800

3× 1200 700 500 350

0.3× 1100 700 450 300
CH4 1× - - - -

3× - - - -

0.3× 150 100 100 100
Haze 1× 150 100 100 50

3× 100 100 50 50

55



from Harris et al. (2008).

As in Section 2.2.1, we create a new “truth” spectrum that includes HCN in

addition to our other opacity sources. We use the results of the photochemical model

cited in Section 2.2.1 to determine the HCN abundance. We can then use the log(L)

method described in Section 2.2 to compare to the models without HCN and quantify

our ability to detect the molecule as a function of S/Nres and spectral resolution. We

find that L band is the only observing band where HCN is detectable; so far the only

spectra used to detect HCN in Hawker et al. (2018) and Cabot et al. (2019) covered 3.18

- 3.27 µm. The minimum S/Nres needed to detect HCN is listed in Table 2.3.4. HCN

is only detectable for the hottest models and highest spectral resolutions. However, as

shown in Figure 2.2, HCN has its strongest features between 3 and 3.2 µm. If spectra

starting at 3.1 µm instead of 3.15 µm can be obtained, HCN could be much easier to

detect - for example, the required S/Nres for 3× insolation and R ∼ 100,000 decreases

from 3500 to 1000.

We also explore how unaccounted for photochemical products could affect the

detectability of the major molecular species. Our “truth” spectrum inlcudes our stan-

dard set of opacities (CO, CO2, H2O, CH4, and H2/He CIA) plus HCN, but compare

to models without HCN (e.g., an “incorrect” model). We find that the detection S/N

values do not change in any case, even for L band where HCN is detectable (Table 2.3.4).

This consistency suggests that our above results are robust against missing absorbers.

However, since HCN is not easily detectable, the minimum S/Nres for a detection may

be slightly higher than reported here if there are unaccounted-for molecules that would
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Table 2.8: Minimum S/Nres required for ≥ 5σ detection of HCN with L band spectra.

Insolation Spectral Resolution
25,000 50,000 75,000 100,000

0.3× - - - -
1× - - - -
3× - - 4000 3500

Table 2.9: Minimum S/Nres required for ≥ 5σ detection of each opacity source for
transmission spectra in L band when HCN is included in the observed spectrum but
not the comparison models. CO and CO2 are not observable with S/Nres ≤ 5000.

Opacity Insolation Spectral Resolution
Source 25,000 50,000 75,000 100,000

0.3× - 4500 3500 2600
H2O 1× - 4000 3000 2600

3× 3000 1500 1300 1100

0.3× 1100 700 450 300
CH4 1× - - - -

3× - - - -

0.3× 300 200 150 100
Haze 1× 400 250 200 150

3× 300 200 100 100

more significantly affect the high-resolution transmission spectrum.

2.4 Discussion

2.4.1 Observability with Current and Future Instrumentation

In Section 3 we presented the required S/N per resolution element to detect

molecules over a range of stellar insolation levels (Teff = 412, 557, and 733 K) and
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observational parameters (R ∼ 25,000 - 100,000, 50 ≤ S/Nres ≤ 5000, and J - M bands).

However, the exposure times required to reach these S/Nres will vary depending on host

star brightness, sky background, telescope aperture size, and instrument sensitivity.

While a detailed instrument/observational investigation is outside the scope of this work,

we can focus on GJ 1214b as an example of how these factors might affect observations.

We used a simplified noise model for estimating instrumental S/Nres as a

function of exposure time to determine the observability of molecules as a function of

source brightness, telescope size, resolving power, and wavelength. The estimated mea-

sured S/N per resolution element depends upon the number of photons received from

the source (which itself depends on exposure time, throughput, collecting area, bright-

ness, and resolution), thermal background (which depends on emissivity, throughput,

etendue AΩ, and temperature), and instrumental quantities such as total throughput

(τ ∼ 0.05), emissivity (ϵ = 0.3), and noise properties of the detector (dark current,

read noise), which all combine into:

S/N =
S × T√

S × T + Nexp × (Texp × (BKGD + DC) + RN2)
(2.4)

where S is the signal, T is the total exposure time, Nexp is the number of

exposures, Texp is the time for a single exposure (assumed to be 600 seconds), BKGD

is thermal background, DC is the dark current, and RN is read noise.

Using this equation, it is then possible to estimate the S/Nres expected for a

given source magnitude, resolving power, and exposure time. For each molecule, we

determined the minimum exposure time required to detect the molecule in the 1× inso-
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Figure 2.12: Estimated exposure time required to detect CO as a function of host
star magnitude for different instruments in K band (Figure 2.12a) and M band (Fig-
ure 2.12b). The magnitude of GJ 1214 is marked by the dashed line. We consider
three different types of instruments- a “NIRSPEC-like” R∼25,000 spectrograph on a
10-m telescope, an “IGRINS-like” R∼50,000 spectrograph on an 8-m telescope, and a
proposed R∼100,000 spectrograph behind AO on a 30-m telescope like the TMT. We
find that although detecting CO requires a lower S/Nres in M band than K band, K -
band observations are actually much more feasible, particularly for current instruments.
However, a potential high-resolution spectrograph on a 30-m telescope would be able to
detect CO in GJ 1214b in M band with one transit.
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Figure 2.13: Estimated exposure time required to detect H2O as a function of host
star magnitude for different instruments in H band (Figure 2.13a) and M band (Figure
2.13b). The magnitude of GJ 1214 is marked by the dashed line. In H band we did
not have any H2O detections with S/Nres ≤ 5000 with R ∼ 25,000, so in Figure 2.13a
we just consider an “IGRINS-like” R∼50,000 spectrograph on an 8-m telescope and
a proposed R∼100,000 spectrograph behind AO on a 30-m telescope like the TMT.
Similar to Figure 2.12, we find that although detecting H2O requires a lower S/Nres in
M band than H band, H -band observations are more feasible, particularly for current
instruments. However, a potential high-resolution spectrograph on a 30-m telescope
would be able to detect H2O in GJ 1214b in H band with ∼ 7 hours of integration time.
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Figure 2.14: Estimated exposure time required to detect CO2 as a function of host
star magnitude for different instruments in M band. The magnitude of GJ 1214 is
marked by the dashed line. Of our three investigated instrument types, only a proposed
R∼100,000 spectrograph behind AO on a 30-m telescope like the TMT can detect CO2

in a reasonable amount of observing time (∼ 8 hours for GJ 1214b).
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lation scenario (using GJ 1214b-like planet/star parameters) for varying source bright-

nesses. We simulated the exposure time vs. source brightness relation for three different

scenarios: 1) R ∼ 25, 000 instrument on a 10-m telescope, seeing-limited (e.g. NIRSPEC

on Keck, McLean et al. 1998, Martin et al. 2018); 2) R ∼ 50, 000 instrument on an 8-m

telescope, seeing-limited (e.g. IGRINS on Gemini, Park et al. 2014, Mace et al. 2018);

3) R ∼ 100, 000 instrument on a 30-m telescope, behind Adaptive Optics (AO), such as

the proposed METIS on ELT (Brandl et al. 2018) or MODHIS (Mawet et al. 2019) on

TMT. The dark current and read noise for the IGRINS-like and ELT instruments were

assumed to be typical Teledyne values4 ; the NIRSPEC-like curve used measured values

from that instrument5. To easily normalize for each type of instrument, we assumed a

“seeing disk” of 20 pixels per resolution element (assuming the resolution element in the

imaging and dispersion directions was 5 pixels by 4 pixels). We assume exposures with

the maximum practical length one would want to take in a particular band due to sky

lines and thermal background: 600 seconds for K band and 30 seconds for M band. We

do not assume any overhead time that might occur, for example due to detector read-

out, which would increase the required amount of telescope time for these observations.

Each resolving power requires a different minimum S/Nres to detect a molecule. For

example, in K band, to detect CO at 5σ significance for 1× insolation, an R∼25,000

instrument requires S/Nres > 3500, an R∼50,000 instrument needs S/Nres > 1600, and

an R∼100,000 instrument needs S/Nres > 800.

Figure 2.12 shows the results of our noise observability analysis. For K band,

4http://www.teledyne-si.com/products/Documents/H2RG%20Brochure%20-%20September%

202017.pdf
5https://www2.keck.hawaii.edu/inst/nirspec/Specifications.html
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shown in Figure 2.12a, an instrument similar to NIRSPEC would take about 8 hours

while the IGRINS-like instrument would take about 4 hours to detect CO. The mean

transit duration of GJ 1214b is 52.73+0.49
−0.35 minutes, which translates to ∼8 transits

with NIRSPEC and ∼4 transits with IGRINS. An ELT instrument behind AO with

R∼100,000 would reduce this required time to around 6 minutes, so observing one full

transit will be more than enough time. In contrast, for M band observations, both

current instruments would take greater than 100 hours to detect CO due to the much

higher background noise in this wavelength range. An ELT instrument behind AO

would take about 8 minutes to detect CO in this wavelength range as shown in Figure

2.12b, so again one full transit would be more than enough time. However, we note

that these observing times assume good observing conditions and could readily double

in the case of low seeing or slit losses.

We performed similar observability calculations for H2O and CO2. For H2O,

we looked at H and M bands. For H band spectra, we did not detect H2O with S/Nres ≤

5000 for R∼25,000 (see Table 2.3) so Figure 2.13a only shows the exposure times for the

IGRINS-like and TMT instruments. H band spectra with the IGRINS- like instrument

would about 12 hours of total integration for H2O to be detected. Detecting H2O in

M band spectra, however, would take an inordinate amount of observing time (> 100

hours) with current instruments but again should be more easily detectable with about

7 hours on a 30-m telescope with AO for GJ 1214b. Similarly, only the R∼100,000

instrument on a 30-m telescope can detect CO2 within any reasonable amount of time,

∼ 8 hours for GJ 1214b as seen in Figure 2.14.
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2.4.2 Additional Caveats

There are other caveats to consider when using the S/Nres values in Tables 2-9

to plan observations for GJ 1214b or any other hazy sub-Neptune. First, when com-

puting these values, we assumed all spectra covered the full wavelength range stated

in Table 1, regardless of resolution, as the exact wavelength coverage varies between

instruments. However, increasing spectral resolution may come with decreased wave-

length coverage, leading to fewer spectral lines in the data, which would make these

molecules more difficult to detect.

In addition, GJ 1214b has a relatively slow radial velocity change over the

course of one transit (12 km s−1; Crossfield et al. 2011), compared to the hot Jupiters

for which this technique has successfully been applied. Thus, it may be difficult to

remove the quasi-stationary contamination from our atmosphere and the star while

preserving the planet spectrum.

Finally, we are assuming no contamination from stellar lines in our spectra (see

Section 2.1). This is a good approximation for host stars with minimal spectral features

in the observed wavelengths. However, for planets around M-dwarfs like GJ 1214, a

myriad of stellar lines may make proper removal of the telluric and stellar contamina-

tion challenging. Brogi et al. (2016) and Schwarz et al. (2016) successfully modelled and

removed stellar lines before removing the tellurics, but it remains to be seen if this tech-

nique can be successfully applied to M-dwarf spectra as more complex stellar models and

data analysis are needed to remove overlapping stellar-planet molecular features (e.g.,

Chiavassa & Brogi 2019). Stellar variability may also pose a challenge, particularly for
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combining data from multiple nights, especially for M-dwarfs which are known to have

high levels of magnetic activity (e.g., Newton et al. 2016). As a result, a conservative

approach may be to focus on detection and characterization of species unlikely to be

abundantly present in M-dwarf photospheres (e.g., CH4, NH3, HCN, etc.).

2.5 Conclusions

In this work, we have investigated the feasibility of detecting molecules in the

atmospheres of hazy sub-Neptunes with ground-based, high-resolution spectroscopy. To

do so, we generated high-resolution transmission spectra of GJ 1214b analogs with a

photochemical haze that matches the featureless low resolution transmission spectrum.

We considered two different metrics from the literature to quantify our detection sig-

nificances: the cross correlation function (CCF) and a log likelihood function (log(L))

derived by Brogi & Line (2019). While both metrics produced similar detection signifi-

cances for molecules, only the log(L) was sensitive to the presence of the hazy opacity

due to the additional terms that track the spectral variance relative to the data variance.

Thus, we used the log(L) for the remainder of this work. However, our method relies on

measuring the change in log(L) as we remove one opacity source at a time, indicating

more care may need to be taken when determining which opacity sources to include in

one’s model.

We have calculated the minimum signal-to-noise (S/N) required for a > 5σ

detection of each opacity source (CO, CO2, H2O, CH4, and the haze) as a function

of stellar insolation, spectral resolution, and wavelength range. Our key results are as
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follows.

1. High resolution infrared transmission spectrum observations for hazy GJ 1214b

analogs probe pressures around 1µbar and numerous molecular features can be

detected for spectra that otherwise appear “featureless” at R ∼100-1000.

2. The haze is always the easiest opacity source to detect and observable in all ob-

serving bands. Thus, achieving the S/N per resolution element required to detect

a molecule will also allow one to rule out a completely clear atmosphere.

3. H2O is detectable with S/Nres ≤ 5000 for almost all combinations of spectral

resolution and wavelength coverage, and is the only molecule observable in J and H

bands, but always requires a higher S/Nres than any other molecules observable in

that band. In contrast, CO is only observable in K and M bands, but is the easiest

molecule to detect. CO2 is only observable in M band; in fact, M band is the

observing band that requires the lowest S/Nres to detect two or more molecules at

once (although in practice requires long observing time due to thermal background

noise).

4. In general, increasing the stellar insolation of the model lowers the required S/Nres

for molecular detections. However, CH4 is only detectable in the L band spectra

of the coldest models.

5. HCN is detectable with L band spectra for high resolution spectra of the hottest

models. Detecting HCN, along with other potential photochemical products, could

be a way to distinguish between equilibrium cloud and photochemical haze opacity
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in a planet’s atmosphere.

To further investigate the observability of these ultra-hazy sub-Neptunes, we

used a simple model in Section 2.4 to determine the feasibility of observing high-

resolution transmission spectroscopy of planets with current and future instruments.

We found that detecting CO and H2O for GJ 1214b with current instruments observing

in K and H bands, respectively, requires on the order of 10 hours of observing time.

Furthermore, though a lower S/Nres is required to detect these molecules in M band,

current instruments would need an unreasonable investment of observing time due to

the high background. However, such an observation would be trivial behind AO on an

ELT class telescope. In addition, a high resolution spectrograph on an actively cooled

space telescope could observe in M band without issues from thermal background.

As discussed in Section 2.4, more detailed, instrument-specific simulations for

particular targets may be needed for careful observation planning. Such a study for ELT

instrument concepts could help inform design decisions to maximize the information we

can learn about these objects. Furthermore, an analogous study could be conducted

of thermal emission spectra, which will likely require the S/N achievable with ELT in-

struments. A number of sub-Neptunes will be observable with JWST, albeit with lower

spectral resolution. Analysis of simulated joint JWST and ground-based high-resolution

observations could pinpoint optimal observing strategies to take full advantage of these

complementary data sets. As more sub-Neptunes around bright, nearby stars are discov-

ered (as expected from NASA’s TESS mission; Barclay et al. 2018), considering the best

application of observational techniques is essential to maximizing the scientific return
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on this abundant class of planets.
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Chapter 3

Brown Dwarf Retrievals on

FIRE!: Atmospheric Constraints

and Lessons Learned from High

Signal-to-Noise Medium

Resolution Spectroscopy of a T9
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Dwarf

3.1 Introduction

Brown dwarfs, objects more massive than gas giant planets but yet not massive

enough to sustain hydrogen fusion like a star (13 MJup ≲ M ≲ 73 MJup, Burrows

et al. 2001), provide essential testbeds of our understanding of the physics and chemical

processes that sculpt substellar atmospheres. Without a sustained central energy source

from fusion, brown dwarfs instead cool over time, leading to the formation of molecules

and condensates in their atmospheres which dramatically affect their emitted spectra

across the M, L, T, and Y spectral types (e.g. Kirkpatrick 2005; Cushing et al. 2011).

The chemical and physical processes shaping these spectra are expected to be similar to

those of gas giant exoplanets due to their similar effective temperatures (Faherty et al.

2016). Thus, the often more easily-observable spectra of brown dwarfs can inform our

predictions for and interpretations of spectra of directly imaged planets.

Traditionally, brown dwarf spectra have been compared to theoretical “grid

models” which use our current understanding of substellar atmospheres and evolution

to produce model spectra for a small number of fundamental parameters, such as com-

position, effective temperature, and surface gravity (see Marley & Robinson (2015) for

a review). The cost of a small number of parameters is the number of chemical and

physical assumptions, for example radiative-convective and thermochemical equilibrium,

that are required. These grid models are an important resource for connecting observed
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properties with physical parameters of brown dwarfs as well as predicting signatures to

be tested with future observations. However, while advancements in molecular opaci-

ties and the increasing model complexity have led to improved fits to observed spectra

(Phillips et al. 2020; Marley et al. 2021), notable discrepancies remain (Leggett et al.

2021) indicating there is still much to be learned about modeling these cool atmospheres.

An alternative way to glean information from brown dwarf spectra is atmo-

spheric retrieval, a data-driven Bayesian inverse method where minimal assumptions

are made for the cost of far more free parameters. First developed for Earth and Solar

System sciences (e.g. Rodgers 2000; Fletcher et al. 2007) and then adapted for exo-

planets (e.g. Madhusudhan & Seager 2009; Benneke & Seager 2012; Line et al. 2013),

atmospheric retrievals have been applied successfully to brown dwarf spectra of various

spectral types (Line et al. 2014, 2015, 2017; Burningham et al. 2017, 2021; Zalesky et al.

2019, 2022; Gonzales et al. 2020, 2021, 2022; Kitzmann et al. 2020; Piette & Madhusud-

han 2020; Howe et al. 2022; Lueber et al. 2022; Wang et al. 2022; Xuan et al. 2022;

Calamari et al. 2022). Retrievals provide a way to test the assumptions included in

grid models; for example, Line et al. (2017) and Zalesky et al. (2019) used retrievals

of T and Y dwarfs to show a decrease of Na and K abundances with effective tem-

perature, validating the rainout chemistry paradigm over pure equilibrium. However,

while atmospheric retrieval can explore a wider range of possible atmospheres, unphys-

ical combinations of parameters can still provide good fits to the data and therefore

spuriously be preferred in retrieval frameworks. In particular, a number of brown dwarf

retrieval studies have yielded unphysically small radius constraints (e.g. Burningham
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et al. 2021; Lueber et al. 2022) or very high surface gravities (Zalesky et al. 2019).

Therefore, comparison to theoretical expectations from grid models are still needed to

ensure retrieval results are fully contextualized.

A vast majority of brown dwarf retrieval studies have been conducted on low-

resolution (R ∼ 100) spectra. At medium-resolution, R ≳ 1000, molecular bandheads are

resolved into unique groups of densely-packed lines, allowing for more robust detections

of molecules. Furthermore, the cores of strong lines are formed at lower pressures than

can be sensed at low spectral resolutions, providing better probes of the upper end

of the atmosphere’s temperature-pressure profile. Comparisons of medium-resolution

spectra of brown dwarfs to grid models have provided validations of certain line lists

(Canty et al. 2015) and constraints on the brown dwarf’s fundamental properties (e.g.

Bochanski et al. 2011; Petrus et al. 2022; Hoch et al. 2022). Spectroscopy at medium-to-

high spectral resolutions of brown dwarfs have been analyzed in retrieval frameworks,

but often over a narrow wavelength range and with relatively low signal-to-noise, though

they can also be combined with low-resolution observations for better constraints (Wang

et al. 2022; Xuan et al. 2022).

The aim of this work is to test how the atmospheric retrieval framework works

at medium spectral resolution (R ∼ 6000), in terms of both new insights and novel

challenges. We use the same framework successfully applied at low-resolution (e.g.

Line et al. 2017; Zalesky et al. 2022) for a spectrum with roughly 60× higher spectral

resolution. This work is structured as follows. In Section 3.2, we describe our dataset,

retrieval framework, and the modifications necessary at this spectral resolution. In
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Section 3.3, we give an overview of the tests performed and changes made throughout

this project, and the accompanying results and lessons learned. In Section 3.4, we

put our results in context with constraints from low-resolution spectra of the same

object, previous analysis of this dataset, and grid models. Finally, our conclusions are

summarized in Section 3.5.

3.2 Methods

3.2.1 Spectra of UGPS 0722

We perform our analysis on the medium-resolution spectrum of UGPS 0722

presented by Bochanski et al. (2011, hereafter B11) obtained with the Folded-port In-

fraRed Echellette Simcoe et al. (2013, FIRE) at the Magellan Telescopes. This spec-

trum covers 0.85 to 2.5 µm over 21 orders with R ∼ 6000. We scaled the reduced

and order-stitched spectrum of B11 to the observed H-band photometry on the Mauna

Kea Observatories (MKO) photometric system following Line et al. (2017). We will

explore potential issues with which regions of this spectrum to include in our analysis

(for example due to telluric absorption or order stitching problems) in later sections.

We also use the low-resolution spectrum of UGPS 0722 from the SpeX Prism

Library (Burgasser 2014), which covers a similar wavelength range of 0.8 to 2.5 µm with

a wavelength-dependent resolution of ∼ 87-300. This spectrum was also calibrated to

flux units using the same H-band photometry as for the FIRE spectrum. The flux-

calibrated FIRE and SpeX spectra are shown in Figure 3.1.
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Figure 3.1: The FIRE (B11, R ∼ 6000) and SpeX (Burgasser 2014, R ∼ 87 - 300) spectra
of UGPS 0722. The FIRE fluxes are in blue, FIRE errors in gray, and SpeX datapoints
in orange. The FIRE spectrum is available for download online as supplementary data.

3.2.2 GPU Retrieval Framework

We use the CHIMERA retrieval framework successfully applied previously to

low-resolution brown dwarf spectra (Line et al. 2015, 2017; Zalesky et al. 2019). How-

ever, generating a forward model emission spectrum at a resolution of ∼ 60,000 (which

is then binned to R ∼ 6,000) is quite computationally expensive. Thus, to make this

study feasible, we must use a modified version for use with graphical processing units

(GPUs), that builds upon the code described in Zalesky et al. (2022). Specifically, we

modify the radiative transfer to solve the two stream multiple scattering problem using

the methods described in Toon et al. (1989). However, as we are not in a particularly

cloud regime, the effects of multiple scattering are neglible. As in the previous studies

done with this framework, we use the affine-invariant MCMC ensemble sampler package

emcee (Foreman-Mackey et al. 2013). We include uniform-with-altitude volume mixing
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Table 3.1: Free Parameters in Our Retrieval Model

Parameter Description

log(fi) log of the uniform-with-altitude volume
mixing ratios of H2O, CH4, CO, NH3,
H2S, Na, and K

log(g) log surface gravity [cm s−2]
(R/D)2 radius-to-distance scale [RJup/pc]
T(P) temperature at 15 pressure levels [K]
b errorbar inflation exponent (Line et al. 2015)
γ, β TP profile smoothing hyperparameters

(Line et al. 2015)
log(Cloud VMR) log of the cloud volume mixing ratio
log(Pc) log of the cloud base pressure
fsed sedimentation efficiency
RV radial velocity [km s−1]
v sin i rotational velocity [km s−1]

ratios of H2O, CH4, CO, NH3, H2S, Na, and K, the surface gravity, a radius-to-distance

scaling factor, the temperature-pressure (TP) profile, and three cloud parameters: cloud

volume mixing ratio, the cloud pressure base, and the sedimentation efficiency (Acker-

man & Marley 2001). As in Line et al. (2017), the TP profile is parameterized by 15

independent temperature-pressure points subject to two smoothing hyperparameters.

These 15 temperature-pressure points are interpolated onto a finer 70 layer pressure

grid for the radiative transfer using a cubic Hermite spline.

The chemical species and associated opacity sources used in this work are

listed in Table 3.2.2. We began with the set of absorption cross-sections presented in

Freedman et al. (2008) and subsequently updated as detailed in Freedman et al. (2014),

Lupu et al. (2014), and Marley et al. (2021). However, we use a set of H2O opacities

calculated based on the POKAZATEL line list (Polyansky et al. 2018). In Section 3.3,
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Table 3.2: Opacity Sources for Our Retrieval Model

Species Opacity Sources

H2-H2, Richard et al. (2012)
H2-He CIA
H2O Polyansky et al. (2018)
CH4 (1) Yurchenko & Tennyson (2014)

(2) Hargreaves et al. (2020) (Section 3.3.3)
CO Rothman et al. (2010b),

isotopologues Li et al. (2015)
NH3 (1) Yurchenko et al. (2011)

(2) Coles et al. (2019) (Section 3.3.3)
H2S Tennyson & Yurchenko (2012),

Azzam et al. (2015),
isotopologues Rothman et al. (2013)

K (1) see Marley et al. (2021)
(2) Allard et al. (2016) (Section 3.3.6)

Na (1) see Marley et al. (2021)
(2) Allard et al. (2019) (Section 3.3.6)

we explore the effect of switching our opacity source for a number of species, including

NH3 (Coles et al. 2019), CH4 (Hargreaves et al. 2020), K (Allard et al. 2016), and Na

(Allard et al. 2019). For the cloud opacity, we used Mie scattering theory assuming

a Mg2SiO4 cloud with optical properties from Wakeford & Sing (2015). However, the

exact cloud species assumed should not particularly matter as cloud optical properties

tend to be gray over these near-infrared wavelengths and the cloud’s placement and

extent in the atmosphere are parameterized independent of composition.

At these moderate resolutions, the radial and rotational velocities present in

the spectrum, thus we add these as two additional parameters in the retrieval forward

model. Both properties were measured in B11 by comparison to grid models. We use

the dopplerShift function from PyAstronomy (Czesla et al. 2019) to shift the forward
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modeled emission spectrum by a given radial velocity and interpolate it back onto the

input wavelength grid.

For the rotational velocity, we first tested the rotBroad function from PyAs-

tronomy which implements rotational broadening as described by Gray (2008) for a

given v sin i and linear limb-darkening coefficient (we chose 0). This function con-

volves the modeled spectral lines with a wavelength-dependent line profile representing

the Doppler line broadening from rotation, called the “broadening kernel.” However,

this method proved infeasibly slow, requiring 89 seconds to generate one broadened for-

ward model spectrum. We then tested the fastRotBroad function from PyAstronomy,

which uses a single broadening kernel that only depends on the median wavelength of

the input data, leading to a much faster forward model generating time of 0.19 seconds

but differences from the slower version that were larger than the error bars of the FIRE

spectrum as shown in Figure 3.2. As a compromise, we split our spectrum into two and

used fastRotBroad for each half, taking 0.2 seconds but leading to differences from the

more accurate function that were smaller than the error bars.

To test how our retrieval framework might perform on the FIRE data of UGPS

0722, we generated a fake test data set. We used CHIMERA to create one forward model

based on the TP profile from the Sonora Bobcat grid (Marley et al. 2021) for an object

with Teff = 600 K and log(g)= 4.0, giving it a radial velocity of 47 km s−1 and v sin i

of 40 km s−1. We assume constant with altitude chemical abundances with log volume

mixing ratios of H2O = -3.09, CH4 = -3.33, CO = -10.37, H2S = -4.59, NH3 =-5.00, K

= -6.80, and Na = -4.90. This forward model was convolved to the FIRE instrument
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Figure 3.2: Comparison of different rotational broadening methods. The top panel
shows modeled emission spectra using different rotational broadening methods compared
to a snippet of the FIRE spectrum of UGPS 0722 shown in the grey data points. The
bottom panel shows the difference between the model broadened with a wavelength-
dependent kernel (“Slow”) and those using either 1 or 2 broadening kernels for the
spectrum (“Fast”), and the data error bars in this region. At least two broadening
kernels, using the median wavelengths of the blue and red halves of the spectrum, are
required to reduce the difference with the slower, more accurate method to smaller than
the error bars on the FIRE spectrum.
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Figure 3.3: Retrieved TP profiles and posteriors of certain parameters for a “fake” FIRE
spectrum based on the Sonora Bobcat model with an effective temperature of 600 K
and surface gravity log(g)=4.0.
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resolution, interpolated onto the wavelength grid of the FIRE spectrum, and given the

same error bars as the FIRE spectrum of UGPS 0722. As such, we assume a (R/D)2

value of 0.0158 (corresponding to a radius of ∼0.528 RJup for an object at the distance

of UGPS 0722) which is needed to give the same peak flux to error ratio as the FIRE

spectrum of UGPS 0722. The results from a CHIMERA retrieval on this test dataset

compared to the input values are shown in Figure 3.3. We see that we are able to recover

the input values with high accuracy and precision (with the exception of CO as it is

unconstrained due to the low input mixing ratio), particularly with an unprecedented

uncertainty of ∼ 0.01 dex on the chemical abundances and surface gravity, ∼10× more

precise than constraints from spectra at R∼100 (Line et al. 2017; Zalesky et al. 2022).

3.3 Results

3.3.1 Initial Fire Retrieval vs. SpeX

Initially, we used the entire order-stitched and flux-calibrated FIRE spectrum

UGPS 0722, with a few spurious data points effectively ignored by greatly inflating

their error bars. However, in regions of high telluric absorption, the error bars on the

spectrum were artificially underestimated (almost 14 orders of magnitude more precise

than elsewhere). To prevent these data points from incorrectly driving our results,

the error bars in these regions are inflated to a high enough value that these data

points functionally do not contribute to our retrieval analysis. We also mask out those

regions of strong telluric absorption in the SpeX spectrum as well to allow for a direct

comparison.
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Figure 3.4 shows the retrieved TP profiles and posterior distributions for se-

lected parameters from our initial analysis on the UGPS FIRE spectrum compared to

results from the SpeX spectrum. Though the FIRE spectrum potentially offers more

precision than the SpeX results, we find our MCMC chains have trouble converging,

with bimodal posteriors, unphysical values for certain parameters like the surface grav-

ity, and very jagged TP profiles.
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Figure 3.4: Retrieved TP profiles and posterior distributions for selected parameters for
initial retrievals on the SpeX and FIRE spectra of U0722.

We suspected our forward model was too flexible, which was leading to over-

fitting and unphysical results. We reduced the number of parameters in our model by

fixing the second TP profile smoothing hyperparameter β and the cloud parameters to

specific values. Line et al. (2017) found letting β vary had a negligible effect compared

to the nominal fixed value of β = 5× 10−5 used by Line et al. (2015). As previous work
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(Line et al. 2015, 2017) showed little evidence for optically thick clouds in T dwarfs, we

set the cloud opacity parameters log(Cloud VMR), log(Pc), fsed = [-15, 2, 10], consistent

with an optically thin cloud deck.

The effect of fixing β and the cloud parameters is shown in Figure 3.5 in orange.

The TP profiles are smoother and more precisely constrained, while we no longer see

bimodal posteriors for the plotted parameters. We note a potential detection of H2S in

this object, although the posterior on the H2S abundance has a long lower tail. We will

explore letting the cloud parameters vary again in Section 3.3.8.

0 500 1000 1500 2000 2500

Temperature (K)

3

2

1

0

1

2

Lo
g 

Pr
es

su
re

 (b
ar

)

Initial FIRE
FIRE, Set  and Clouds
FIRE, Wavelength Limits
and Every 4th Pixel

3.50 3.45 3.40

log(H2O)

3.46+0.01
0.01 3.42+0.01

0.01 3.47+0.01
0.01

3.65 3.60 3.55

log(CH4)

3.58+0.01
0.01 3.60+0.01

0.01 3.63+0.01
0.01

12 10 8 6

log(CO)

9.16+1.98
2.22 9.29+1.97

2.00 9.14+2.23
2.05

12 10 8 6

log(H2S)

6.56+0.71
2.34 7.08+0.99

3.25 8.97+2.18
2.03

5.35 5.30 5.25

log(NH3)

5.34+0.01
0.01 5.33+0.01

0.01 5.31+0.01
0.01

7.2 7.0

log(K)

6.92+0.01
0.01 7.22+0.01

0.01 7.22+0.02
0.02

12 10 8

log(Na)

8.09+0.39
0.60 10.46+1.10

1.03 10.38+1.43
1.13

3.6 3.7 3.8

log(g) [cgs]

3.82+0.01
0.01 3.70+0.01

0.01 3.66+0.02
0.02

0.70 0.75 0.80 0.85

R [RJup]

0.84+0.01
0.01 0.72+0.01

0.01 0.76+0.01
0.01

35 36 37

RV [km s 1]

35.75+0.29
0.30 35.40+0.20

0.11 35.53+0.20
0.21

37.5 40.0 42.5 45.0

v sin i [km s 1]

40.93+0.69
0.46 43.29+0.40

0.35 41.63+0.98
0.97

Figure 3.5: Effect on the retrieved TP profiles and selected posteriors of fixing the
smoothing hyperparameter β and cloud parameters to set values (orange). In Section
3.3.2, we then limited the input spectrum to 0.9-2.35 µm and took every fourth pixel
to limit the analysis to one data point per resolution element (grey).
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3.3.2 Effect of Resolution Element and Wavelength Limits

Next, we decided to more mimic the analysis of B11 and limit the FIRE spec-

trum to 0.9 - 2.35 µm when comparing to models, effectively getting rid of the noisiest

regions of the spectrum at the beginning and end. Additionally, like SpeX, the FIRE

spectrum is oversampled compared to a spectral resolution element, so we take every 4th

pixel of the spectrum to ensure independent data points (e.g. Line et al. 2017; Kitzmann

et al. 2020).

Figure 3.5 shows the effect of these two changes in grey. While the retrieved

TP profiles are very similar to the previous results at pressures less than ∼ 15 bars, the

deep atmosphere is much warmer. The molecular abundances often shift slightly, but

with the exception of H2O the new posteriors are within 1σ. Our precision on almost

all parameters also decreases, due to the substantial decrease in the number of included

data points.

3.3.3 Effect of Updated Line Lists

In an effort to improve our best model fit to the observed spectrum, we investi-

gated the effect of changing the sources of line lists used for CH4 and NH3. For NH3, we

upgraded to the more recent CoYuTe (Coles et al. 2019) ExoMol line list instead of the

older BYTe (Yurchenko et al. 2011) list we were using previously. For CH4, we replaced

the ExoMol 10to10 list (Yurchenko & Tennyson 2014) with the recent HITEMP line list

published by Hargreaves et al. (2020) which combined the more accurate ab initio line

lists of Rey et al. (2017) with HITRAN2016 data (Gordon et al. 2017).
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Comparisons of these “old” and “new” line lists for CH4 and NH3 at a specific

pressure and temperature are shown in Figure 3.6. The two CH4 opacities on the left

show clear deviations beyond just shifts to line positions, especially blueward of ∼ 1.62

µm. Hargreaves et al. (2020) demonstrate the better match of their CH4 line list to

experimental data for this wavelength region than the ExoMol CH4 line list. In contrast,

while minor differences are evident between the two NH3 line lists in the right panel,

they have similar overall values across the wavelength region of the spectrum. The effect

of these changed line lists on our retrieved parameters is discussed below.
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Figure 3.6: Comparison of old and new molecular cross sections at 725 K and 1 bar,
and smoothed to R ∼ 6000. Left : Comparison of CH4 cross sections from the ExoMol
10to10 (Yurchenko & Tennyson 2014) and HITEMP (Hargreaves et al. 2020) line lists.
Right : Comparison of NH3 cross sections from the older BYTe (Yurchenko et al. 2011)
and newer CoYuTe (Coles et al. 2019) ExoMol line lists.

Low Resolution Retrievals

Figure 3.7 shows the effect of these updated line lists on the retrieved TP profile

and selected posteriors for the SpeX spectrum. The retrieved TP profiles are consistently

warmer than those obtained when using the Yurchenko & Tennyson (2014) CH4 and

Yurchenko et al. (2011) NH3 line lists. Constraints on the abundances of H2O, CH4, and
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NH3 all shift to lower values, while the retrieved abundance of K increases by ∼ 0.5 dex.

The retrieved surface gravity also decreases, from log(g)=5.19+0.27
−0.40 to log(g)=4.43+0.27

−0.17

(cgs). Furthermore, the retrieved radius, assuming the parallax distance of 4.12 ± 0.04

pc (Leggett et al. 2012), decreases from 0.76+0.06
−0.04 to 0.5+0.03

−0.02 RJup, an unphysically small

value (see Section 3.4.1 for further discussion). Notably, the dramatic decrease in both

surface gravity and radius are driven by updating the CH4 line list, as this effect occurs

even when the NH3 line list is kept the same.
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Figure 3.7: Effect on the retrieved TP profiles and selected posteriors of updating the
CH4 and NH3 line lists to those of Hargreaves et al. (2020) and Coles et al. (2019),
respectively, for the SpeX spectrum (orange). Results for the FIRE spectrum smoothed
to the resolution of SpeX (grey) agree well for all parameters with those from the SpeX
spectrum.

To assess if the FIRE dataset is consistent with the SpeX spectrum, we smoothed

and sampled the FIRE data down to the SpeX resolution. Our retrieval results on this
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smoothed FIRE spectrum are compared to the original SpeX results (both with the up-

dated cross sections) in Figure 3.7. The retrieved constraints arising from the smoothed

FIRE spectrum and the SpeX spectrum show remarkable agreement. This suggests that

at low resolutions, observations at different times with completely different instruments

produce extremely consistent results, given our retrieval model assumptions.

Medium Resolution Retrievals

With the increased spectral resolution of FIRE, we can better assess the ac-

curacy of the line positions in various line lists. Figure 3.8 shows two narrow regions of

the FIRE spectrum of U0722 where CH4 and NH3 are dominant in the left and right

panels, respectively. For each molecule, we show model spectra generated with the up-

dated line lists. In both cases, our newer line lists are better able to replicate the line

positions of their respective molecules. Both the Hargreaves et al. (2020) and Coles

et al. (2019) line lists incorporated empirical energy levels where available, as opposed

to solely computed ones, leading to improved line position accuracy.

Unsurprisingly, improving the fit to line positions in our model does affect our

retrieved atmospheric parameters. Figure 3.9 shows how updating the line lists of CH4

and NH3 affects our retrieved TP profiles and posteriors in orange. While the TP profiles

are relatively similar deeper than ∼ 1 bar, the scenario with updated line lists prefers

the atmosphere to be as cold as possible around 0.2 bars. Our retrieved posteriors for

all molecular abundances as well as potassium do shift to higher values. The surface

gravity also increases, from a median log(g) = 3.66 +0.02
−0.02 to log(g) = 4.08 +0.03

−0.03(cgs),

a more plausible value. However, the radius decreases just like for the SpeX retrieval
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Figure 3.8: Comparisons of median model spectra for retrieval results using old and
new molecular line lists, compared to the FIRE spectrum of U0722 in narrow regions
of the spectrum where CH4 and NH3 are expected to dominate on the left and right,
respectively. Left: Models with Yurchenko & Tennyson (2014) and Hargreaves et al.
(2020) CH4 line lists; the Hargreaves et al. (2020) line list does a significantly better job
at matching the CH4 lines in this region. Right: Models with Yurchenko et al. (2011)
and Coles et al. (2019) NH3 line lists; the Coles et al. (2019) line list improves the fit
to NH3 lines in this region.

in Section 3.3.3, from 0.76+0.01
−0.01 to 0.53+0.01

−0.01 RJup, an unphysically small size, which we

discuss more in Section 3.4.1. The retrieved radial velocity and v sin i are relatively

unaffected by our choice of CH4 and NH3 line lists, indicating these measurements may

be primarily driven by H2O lines in the spectrum.

Notably, we retrieve bounded constraints on the H2S and CO abundances; CO

constraints were unbounded when using the older line lists. Figure 3.10 shows model

spectra for the median retrieved parameters, with and without H2S, where we expect

H2S opacity to have an effect. Both H2S and CO have the greatest effect on our model

spectra between ∼ 1.56 − 1.60µm where there is a window in the combined opacity of

H2O and CH4. Including H2S does improve the model fit in this region of the spectrum,

but mostly as an overall shift in strength of features. However, around 1.59 µm there

is what appears to be an H2S line that is blended with another feature but clear in the
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Figure 3.9: Effect on the retrieved TP profiles and selected posteriors from the FIRE
spectrum when updating the CH4 and NH3 line lists to those of Hargreaves et al. (2020)
and Coles et al. (2019), respectively (orange). The retrieved TP profiles and selected
posteriors resulting from removing regions of the data where order stitching was not
successful (Section 3.3.4) are shown in grey.
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residuals shown on the bottom. Tannock et al. (2022) reported an H2S detection in

a high signal-to-noise, R ∼ 45,000 spectrum of a T6 dwarf, where they show a strong

H2S feature at this exact location around 1.59 µm. Thus, our constraint on the H2S

abundance is consistent with this feature, though it is dependent on a relatively small

number data points (∼3 points for the 1.59 µm feature and ∼ 20 others). Figure 3.11

shows models with and without CO, for the region of the spectrum where the model

spectra are most different from each other. While the inclusion of CO does improve our

model fit in this region, there is not a clear CO feature to point to as the source of our

CO constraint. Thus, while we do have a bounded posterior for the CO abundance, it

is perhaps a less trustworthy detection.

3.3.4 Issues with Order Stitching

FIRE observations in cross-dispersed mode are spread over 21 different orders.

These orders have some overlap in wavelength coverage on either end. The final stitched

spectrum published by Bochanski et al. (2011) combined these orders into a single spec-

trum by averaging the regions where the orders overlapped. However, in some cases

when one order was noisier than the other, this averaging can lead to data artifacts.

We first noticed this issue when inspecting the spectrum around 2.1 µm, where a jump

or step in the data appears that is not possible to reproduce with our forward models,

as shown in the top panel of Figure 3.12. Additional examples of overlap regions po-

tentially subject to order stitching problems are shown in the lower two panels. While

neither panel shows a step similar to the one seen at 2.09 µm, both cover regions where

there is substantial disagreement between the two component orders leading to perhaps
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Figure 3.10: Model spectrum from the median retrieved parameters generated with
(orange) and without (blue) H2S, compared to a snipppet of the FIRE spectrum where
H2S opacity is expected. Some features are better fit with the inclusion of H2S. The
black arrow indicates a blended H2S line consistent with the H2S detection of Tannock
et al. (2022).
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Figure 3.11: Model spectrum from the median retrieved parameters generated with and
without CO, compared to a snipppet of the FIRE spectrum where some CO opacity is
expected. While including CO does slightly improve the fit to the data, the effect is
slight.
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unphysical features in the stitched spectrum, particularly towards the middle of the

overlapping areas.

To avoid these potential order stitching issues from biasing our retrieved re-

sults, we artificially inflated the error bars in order overlap regions where the final

stitched product differed from either input order spectrum by more than 10%, effec-

tively removing these data points from our analysis. 3.9 shows the result of removing

these order stitching artifacts on our retrieval results in grey. Though the region of the

atmosphere shown in Figure 3.12 is near the peak of K band and thus probes hotter

parts of the atmosphere, other problematic order overlap regions masked by this pro-

cess were on the edges of peaks in the spectrum and therefore contributed spuriously to

constraints on the TP profile of the upper atmosphere. Our molecular and alkali abun-

dances change slightly, with a less precise constraint on the amount of CO. While our

median retrieved surface gravity increases to a slightly more plausible value of log(g)=

4.19 +0.04
−0.03 from log(g) = 4.08 +0.03

−0.03(cgs), our median radius shrinks even more to 0.50+0.01
−0.01

RJup. Finally, our retrieved radial velocity and v sin i posteriors also slightly shift as

well.

3.3.5 Retrieving on Subsections of the Spectrum

While our stitched FIRE spectrum of U0722 covers y - K bands, we wanted

to investigate the constraining power of different sets of spectral bands. In particular,

Hargreaves et al. (2020) retains the completeness limits of the input line lists from Rey

et al. (2017), giving a temperature-dependent maximum wavenumber limit for which

the CH4 line list can be considered complete, or including all lines strong enough to
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affect the resulting opacity. This limit is 10700 cm−1 or 0.93 µm for 1300 K, and 9500

cm−1 or 1.05 µm for 1400 and 1500 K. Thus, the Hargreaves et al. (2020) CH4 line list is

not complete for the deeper, hotter temperatures probed by the y band. Motivated by

this potential completeness problem, we retrieved on the J - K band data only, followed

by a retrieval on solely H - K bands.

Comparisons of the retrieved TP profiles and select posteriors are shown in

Figure 3.13. The TP profiles get cooler as the shorter wavelength data is progressively

removed from the analysis. As the flux in y and J bands comes from deeper in the

atmosphere, we do not constrain the temperatures to as deep of pressures without these

data, as indicated by the “fanning out” of the TP profiles in these deeper layers. The

H2O and CH4 abundances shift to higher values when just looking at H and K bands.

While our constraint on the CO abundance becomes more precise for the J -K retrieval,

there is still a long tail towards low values. The H2S and NH3 posteriors shift slightly

with the exclusion of the y band data. While we lose all constraints on the K abundance

for just H & K, we have a very precise and high constraint on the Na abundance when

looking at J -K bands. Our retrieved surface gravity is also higher for the J -K retrieval

than the other two, with a median of log(g)=4.31+0.06
−0.04. We retrieve a larger radius as

we remove each bluer band of data, perhaps reflecting the cooler TP profiles retrieved

for these cases as well. Finally, removing the J band data causes quite a shift in the

retrieved radial velocity and v sin i values, pointing to the importance of the strong

water lines in J band to our constraints on these values for the full spectrum.

Given that the Hargreaves et al. (2020) line list is not complete for y band at
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the temperatures found in this object, the J -K retrieval is perhaps a compromise be-

tween CH4 line completeness while retaining some flux from deeper in the atmosphere.

However, the anomalously high Na abundance does call into question the physical plau-

sibility of these results.

3.3.6 Effect of Alkali Opacities

Another change we made to our framework was to update the opacities used

for the alkali metals Na and K. In particular, their strong lines at ∼ 0.59 and 0.77 µm

can be very broadened and significantly impact the near infrared spectrum of a brown

dwarf. Prescriptions for these line profiles can vary quite a bit. We first used older

alkali opacities based on the unified line-shape theory (Allard et al. 2007a,b), as used

in the Sonora Bobcat grid (Marley et al. 2021); example cross-sections of Na and K

for 725 K and 1 bar are shown in Figure 3.14, which basically become flat continuum

opacity sources after a certain wing cutoff point. The high retrieved Na abundance

for the J -K retrieval in Section 3.3.5 above can then be understood as an additional

source of continuum opacity used to reduce J band flux which is not penalized when

the y band is excluded. These alkali opacities were shown by Gonzales et al. (2020)

to produce more physically reasonable alkali abundances in their retrieval study of a

d/sdL7+T7.5p binary than those from Burrows & Volobuyev (2003). In contrast, newer

cross sections based on the recent theoretical advancements of Allard et al. (2016, 2019)

have more complicated shapes and significantly lower cross sections redward of ∼ 1.2

µm.

These differences demonstrated in Figure 3.14 between the older and newer
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line profiles can greatly affect our retrieved parameters. To isolate the differences, we

retrieved on the SpeX data with just updating the Na cross sections, just updating

K, and then updating both simultaneously. The retrieved TP profiles and selected

posteriors for the different alkali treatments for the SpeX data are shown in Figure

3.15. Updating the Na opacity on its own does not particularly affect our retrieved

results, perhaps unsurprisingly since the older K cross sections have so much more

opacity. Updating to the new K causes a large change to our retrieved TP profiles,

causing a very cold upper atmosphere with an inversion and a hotter, more precisely-

constrained profile from ∼1 - 10 bars. The retrieved surface gravity and radius also

decrease. Finally, updating Na and K at the same time is mostly similar to when just

using the new K, except for a very high amount of retrieved Na.

Figure 3.16 shows the effect of updating the alkali cross sections on our re-

trieved TP profiles and posteriors of selected parameters for the FIRE data of U0722.

Similarly to the SpeX retrieval, the retrieved TP profile is hotter from ∼1 - 10 bars and

goes to 0 K (unphysical) at ∼0.1 bars before inverting back to higher temperatures.

The abundances of many species shift to higher values, particularly Na which again

has an extremely high abundance. Additionally, the CO posterior loses its long low

tail, leading to a higher median abundance. We also retrieve a lower surface gravity,

concordant with the SpeX results, while the radius increases slightly.

Looking at a spectrum generated with the median retrieved parameters com-

pared to one with significantly less Na, we see that the only discernible differences

occur from ∼0.9 - 0.98 µm shown in Figure 3.17. The gaps in the FIRE data shown
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were regions where order stitching was found to be an issue as discussed in Section

3.3.4. Although the high Na model does get closer to fitting the data in this region, it

is still not a particularly good fit by eye, completely missing many of the data points.

Furthermore, this is one of the noisiest regions of the data. Thus, the high retrieved Na

abundance is likely a spurious result driven by low signal-to-noise data in these regions.

We ran another retrieval on the FIRE data with the new alkali cross sections,

but without any data blueward of 1 µm. The results are shown in Figure 3.16. The

previous high Na constraint disappears as expected. While other posteriors shift as well,

the constraints on the other species change only slightly. However, the inverted TP

profile and even lower surface gravity compared to the retrieval with the old alkali cross

sections are a cause for concern. Therefore, the old alkali cross sections are preferred

as they give us more physical results. Further studies of the alkali line profiles and

their effect on retrievals in particular would help provide context for these results and

guidance for future medium resolution retrievals.

3.3.7 Setting the Radius to 1 Jupiter Radius

Given the unphysically small retrieved radius for U0722, we explored the im-

pact of fixing the retrieved radius to 1 Jupiter radius on the TP profile and abundance

constaints. Figure 3.19 shows the retrieved TP profiles and selected posteriors with this

fixed radius in orange compared to when the radius is allowed to vary for the retrieval

described in Section 3.3.4. The retrieved TP profiles overlap with the previous results

for ∼2-4 bars but with a slightly different slope, as they are hotter above and cooler

below this region. All abundance posteriors shift, including the disappearance of the
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long low tail for CO, except for H2S which remains relatively unchanged. In particular

all abundance shifts are to lower values, perhaps balancing out the cooler temperatures

in the deep atmosphere where the flux in y and J bands originates. The radial veloc-

ity posterior is strangely trimodal; however, one peak does correspond to the previous

value. The v sin i posterior does shift as well. Importantly, the surface gravity decreases

to an unphysically small median value of log(g)= 3.45. Figure 3.18 in the shows the

correlations between parameters for the retrieval discussed in Section 3.3.4. Gravity is

notably positively correlated with the abundances of major absorbers (H2O, CH4, NH3)

as well negatively correlated with the radius (through the scaling factor (R/D)2). As

gravity increases, the column optical depth decreases, leading to more flux particularly

in the peak of each band (see Figure 2 of Line et al. 2015). Therefore, when the radius is

fixed to the larger value of 1 RJup, the retrieval converges on a smaller gravity value to

balance out the increase in flux (which is also consistent with the lowered abundances).

Due to this questionably low surface gravity, we do not use this fixed radius retrieval to

compare to SpeX and grid models in Section 3.4.

We next considered fixing the surface gravity simultaneously with the radius,

choosing log(g)=4.5 consistent with a recent grid model study of U0722 (Leggett et al.

2021). The resulting TP profile and posteriors are shown in Figure 3.19 in grey. Since the

gravity can no longer be decreased to account for the increased flux from a 1 RJup object,

the retrieved TP profile is significantly colder than the other two plotted retrievals for

the entire region of the atmosphere where it is well-constrained, about 0.5 to 50 bars.

We will compare this TP profile to grid model predictions in Section 3.4. All abundance
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posteriors shift significantly compared to when the radius and surface gravity are allowed

to vary, though the direction of this shift varies for different species. The radial velocity

and v sin i posteriors change slightly as well, though the former does not exhibit the

same trimodal behavior as when the radius alone is fixed. While these constraints seem

more plausible than those obtained when only the radius was fixed to a certain value,

the fit to the data does suffer compared to when the radius and gravity are allowed

to vary, as shown in Figure 3.20. Furthermore, our choice of fixed radius and surface

gravity, while guided by previous studies of this object, are still relatively arbitrarily

chosen. As the benefit of a retrieval analysis is to obtain constraints with fewer a priori

assumptions than fitting the data to grid models, we do not use this fixed radius and

gravity retrieval as our “preferred” FIRE retrieval in Section 3.4 for comparing to SpeX

and grid model results.

3.3.8 Cloudy Retrieval

In Section 3.3.1 we fixed our cloud parameters to be consistent with an optically

thin cloud that would not affect the emission spectrum when it appeared our model was

perhaps too flexible. After incorporating the preceding changes we found improved

our results (fixing β, changing the wavelength limits to match B11, sampling one data

point per resolution element, updating the CH4 and NH3 opacities, and ignoring regions

victim to poor order stitching), we allowed the cloud parameters to vary once again.

Figure 3.21 shows the resulting TP profiles and posteriors in grey. The cloud parameters

are unconstrained, except for a potential upper limit on the cloud volume mixing ratio.

Other parameters are relatively unaffected, suggesting the inclusion of cloud opacity
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has little impact. This lack of evidence for optically thick clouds in the atmosphere

of U0722 are consistent with expectations for late T dwarfs (e.g. Kirkpatrick 2005) as

well as other T dwarf retrieval studies at lower spectral resolution (e.g. Line et al. 2017;

Zalesky et al. 2022).
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Figure 3.12: Example order overlap regions of the stitched FIRE spectrum (grey) that
were removed due to issues with order stitching, compared to the component orders
(blue and orange).
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Figure 3.13: Effect on the retrieved TP profiles and selected posteriors when performing
the retrieval on the full wavelength range, J -K, or just H and K bands.
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Figure 3.15: Effect of updating alkali cross sections on retrieved TP profiles and selected
posteriors using the SpeX spectrum.
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Figure 3.16: Effect on the retrieved TP profiles and selected posteriors for the FIRE
spectrum when updating our alkali cross sections (orange). As our Na constraint appears
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data < 1µm leads to an unconstrained Na abundance (grey).
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Figure 3.18: Corner plot summarizing the posterior of our preferred FIRE retrieval
for the listed parameters. Correlations between parameters are shown in the two-
dimensional histograms. Marginalized posteriors for each parameter are shown along
the diagonal, with the dashed lines indicating the 16th, 50th, and 84th percentiles. The
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Figure 3.19: Effect on the retrieved TP profiles and selected posteriors of fixing the
radius to 1 RJup (orange), and then setting the surface gravity to log(g)=4.5 as well.
Almost all parameters are significantly affected.
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Figure 3.21: Effect on the retrieved TP profiles and selected posteriors of allowing the
cloud parameters to vary (orange), instead of being fixed to values corresponding to
optically thin clouds (blue). We find little evidence for optically thick clouds in the
atmosphere of U0722.
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3.4 Discussion and Conclusions

3.4.1 SpeX vs FIRE

We choose the FIRE retrieval from Section 3.3.4, with pieces of the spectrum

affected by order stitching removed and all the preceding changes, as our “preferred”

FIRE retrieval. While Sections 3.5 - 3.8 explore various other tests we performed,

the retrieval from Section 3.3.4 uses the entire wavelength range while providing more

physical constraints than those gained when using the new alkali opacities or fixing the

radius for example. Table 3.4.1 lists each change to our retrieval framework we tested,

the section of the paper where it is discussed, and whether or not it was applied for our

preferred retrieval. Figure 3.22 shows the FIRE spectrum compared to the median model

spectrum from the initial retrieval described in 3.3.1 and the median model spectrum

from this final preferred FIRE retrieval. Red lines at the top of each panel indicate data

points removed from our analysis due to spurious flux values and high telluric absorption

(Section 3.3.1) or suspected problems with order stitching (Section 3.3.4). In Figure

3.22, the model from our final retrieval fits the FIRE spectrum much better than for

our initial retrieval, particularly the peak of y band and the CH4 features in H band, as

discussed in Section 3.3.3. However, though the posteriors of the retrieved parameters

are quite different, there are large sections of the spectrum where both models reproduce

the observed spectrum relatively well, as should be expected for a data-driven model

fitting method. Most of the tests of our framework outlined in Section 3.3, other than

updating the line lists, were motivated by intuition or unphysical results rather than

poor fits to the data. As such, we do not plot the median models from all our different

109



0.95 1.00 1.05 1.10
0.0

0.5

1.0

1e 9
FIRE Spectrum FIRE Errors Initial Median Model Final Median Model Final Masked Data

1.22 1.23 1.24 1.25 1.26
0

1

2 1e 9

1.28 1.29 1.30 1.31 1.32
0

1

2 1e 9

1.51 1.52 1.53 1.54 1.55 1.56 1.57
0.0

0.5

1.0
1e 9

1.59 1.60 1.61 1.62 1.63 1.64 1.65
0.0

0.5

1.0
1e 9

1.95 2.00 2.05 2.10 2.15 2.20
0

2

4 1e 10

Wavelength (µm)

Fl
ux

 (W
 m

−
2
 m

−
1
)

Figure 3.22: Comparison of the FIRE spectrum (light blue) with the median model of
our initial retrieval (navy) and the median model of our “final” preferred FIRE retrieval
from Section 3.3.4 (orange). The FIRE errors are shown in gray. Red lines at the top
of each panel indicate sections of the FIRE spectrum that were removed from our final
analysis as described in Sections 3.3.1, 3.3.2, and 3.3.4. Our final preferred median
model spectrum does a better job fitting the FIRE data, particularly the peak of y
band and the CH4 features in H band.
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retrieval runs in the interest of brevity and clarity.
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Figure 3.23: Retrieved TP profiles and selected posterior distribution for selected pa-
rameters for SpeX and FIRE spectra of U0722 after making the changes discussed in
Section 3.3.

Figure 3.23 shows how much the constraints on our retrieved posteriors improve

when using the R ∼ 6000 FIRE spectrum compared to the R ∼ 100 SpeX spectrum.

The “preferred” SpeX retrieval here uses the same updated line lists as described in

Section 3.3.3. The H2O, CH4, and NH3 abundance posteriors with FIRE are ∼3-6×

more precise than those from SpeX. Similarly, we can constrain the surface gravity to

within about 0.04 dex, about 5× more precise than SpeX. Furthermore, between ∼0.5 to

20 bars, the TP profile is constrained within 100 K compared to the much wider 500 K

spread for SpeX. Finally, our retrieval on the medium resolution FIRE spectrum allows

constraints on parameters such as H2S abundance, CO abundance, radial velocity, and
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Table 3.3: Changes to our retrieval framework tested for application to the FIRE spec-
trum of U0722.

Change Section In preferred retrieval?

Add radial velocity and v sin i 3.2.2 yes
Mask regions of total telluric absorption 3.3.1 yes
Remove second T-P smoothing parameter 3.3.1 yes
Fix cloud parameters to optically thin values 3.3.1 yes
Limit data to 0.9-2.35 µm 3.3.2 yes
Take every 4th data point to not oversample 3.3.2 yes
the FIRE resolution element
Update NH3 and CH4 opacities 3.3.3 yes
Mask data points affected by issues 3.3.4 yes
with orders stitching
Limit analysis to subsections of 3.3.5 no
the spectrum, J -K and H -K
Update alkali opacities 3.3.6 no
Fix radius to 1 RJup 3.3.7 no
Fix log(g)=4.5 and R = 1 RJup 3.3.7 no
Allow cloud parameters to vary 3.3.8 no

v sin i which are not constrained with the SpeX spectrum. However, while the preferred

FIRE retrieval yields very precise constraints, they may not be accurate descriptions of

the characteristics of U0722 and the uncertainties do not include any systematic effects,

which we will discuss further below.

Table 3.4 lists physical parameters of U0722 for both retrievals, as well as from

previous studies which will be discussed below. To calculate a number of these quan-

tities and their uncertainties from the parameters in our retrieval framework, we take

5000 random samples of our posterior. With these precise constraints on the molecu-

lar abundances, we can consider the metallicity and C/O ratio as most of the metal

content in these cool brown dwarf atmospheres is contained in H2O and CH4, with

some contribution from CO and NH3. We calculate these quantities from our retrieved
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abundances following Equations 1 and 2 from Zalesky et al. (2022) and assuming solar

abundances from Lodders (2010). To account for condensation processes that can de-

plete atmospheric oxygen, we multiply our H2O abundance by 1.3 to better approximate

the intrinsic metallicity and C/O as in Zalesky et al. (2022). Our retrieved abundances

yield [M/H] = -0.10+0.02
−0.02 dex and C/O = 0.54+0.01

−0.02 from the FIRE retrieval, with ∼3-4×

the precision than from the SpeX retrieval. For comparison, Zalesky et al. (2022) on

average constrain [M/H] and C/O to within 0.2 dex with 50 T dwarf spectra at R∼100,

although the precision varies among the objects. Though we have achieved precise con-

straints on these bulk properties, Calamari et al. (2022) carried out a retrieval study of

GI 229B and showed the 1.3 oxygen scaling factor lead to a calculated C/O that was

unexpectedly inconsistent with measurements of the primary star. They suggest better

understanding of the potential oxygen sinks in brown dwarf interiors could refine the

best way to connect measured atmospheric C/O to the bulk value.

For each sample of our posterior, we also generate a low-resolution spectrum

over 0.3 to 250 µm, which we integrate and use to compute the bolometric luminosity

LBol and effective temperature Teff . Leggett et al. (2012) report a luminosity range of

log(LBol/LSun) = -6.05-6.17 from observed spectra of U0722 over ∼ 0.7 - 4 µm. The

calculated log(LBol/LSun) from the FIRE results of -6.23+0.20
−0.09 is consistent with this

literature value, but the luminosity from our SpeX results log(LBol/LSun) = -6.42+0.08
−0.05 is

significantly lower. We also note that the luminosity constraints from the SpeX retrieval

are more precise than those from the FIRE retrieval. While between 0.5 - 20 bars the

TP profile is much better constrained by the FIRE retrieval, outside of this range the
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temperatures vary considerably and are hotter than the corresponding SpeX values,

leading to a calculated luminosity that is both higher and less well-constrained. The

effective temperatures calculated from the luminosities and radius values unsurprisingly

show the same behavior.

However, both our SpeX and FIRE retrievals do result in an unphysically small

radius of about 0.5 RJup, potentially calling the accuracy of our other constraints into

question. The parameter actually constrained by CHIMERA is the radius-to-distance

scaling factor (R/D)2; however, U0722 has a well-constrained distance from parallax

measurements (4.12 ± 0.04 pc, Leggett et al. 2012) that is most likely not the source of

our impossibly small radius. From the Sonora Bobcat evolutionary tracks (Marley et al.

2021), the minimum possible radius for even a 10 Gyr object at subsolar metallicity

is 0.75 RJup. Furthermore, this small radius combined with our median retrieved v

sini would imply an unreasonably fast rotation period of about 1.55 hours. Figures

3.7 and 3.9 show this radius problem particularly gets worse when updating the CH4

and NH3 cross sections which are necessary to accurately reproduce the line positions

seen in the FIRE spectrum. One potential source of error could be the completeness

of the Hargreaves et al. (2020) CH4 line list in y band as discussed in Section 3.3.5.

Furthermore, even with the previously used Yurchenko & Tennyson (2014) line list we

were retrieving a smaller radius than expected (0.76 RJup), indicating additional issues

that are perhaps only exacerbated by the change to the newer CH4 line list.

Further work is needed to assess whether our small radius could be attributed

to completeness issues with the CH4 line list from Hargreaves et al. (2020), uncertainties
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on how to treat alkali opacities, poor photometric calibration, or some other unseen

flaw in our modeling framework. Recently, multiple retrieval studies have found radii

smaller than expected from evolutionary models for both L dwarfs (Gonzales et al. 2020;

Burningham et al. 2021; Xuan et al. 2022) and T dwarfs (Kitzmann et al. 2020; Lueber

et al. 2022) across different retrieval frameworks and instruments with varying spectral

resolutions. Furthermore, Y. Zhang et al. (2021a) performed a uniform comparison of 55

late T dwarf spectra with the Sonora Bobcat grid (Marley et al. 2021) of forward models

using the Bayesian framework Starfish, finding small radii for a number of the studied

objects indicating this issue is not solely found in retrieval analyses. Notably, Y. Zhang

et al. (2021a) fit a SpeX spectrum of U0722, getting Teff= 680 ± 26 K, log(g)=3.6

± 0.3 dex, [M/H]= -0.06 ± 0.2 dex, and R = 0.43 ± 0.04 RJup, yielding even more

unphysical values of the surface gravity and radius than in this work. More retrieval

studies for large samples of brown dwarf spectra, particularly including mid-infrared

data for the coolest objects and high-quality observations from JWST, will hopefully

illuminate the source of this small radius problem. In addition, the growing sample of

transiting brown dwarfs from the TESS mission (e.g. Šubjak et al. 2020; Carmichael

et al. 2022) can provide independent tests of the radii predicted by evolutionary models,

though their irradiated nature may cause difficulty in making comparisons.

3.4.2 Comparison to Bochanski et al. Results

We can compare the results from our preferred retrieval on the FIRE spectrum

of U0722 to the original analysis of the dataset presented by B11. By comparing the

spectrum to line lists, they were able to identify features of H2O, CH4, and NH3, as
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well as broad absorption from K. Similarly, we are able to place constraints on the

abundances of all of these species to within ± 0.02 dex, indicating the impact of these

species on the spectrum even if the retrieved abundances are not exactly accurate. In

addition, we are also able to constrain the H2S abundance due to a few distinct H2S

features in the spectrum (see Section 3.3.3) unidentified in the previous study.

B11 fit the FIRE spectrum of U0722 with BT-Settl models of Allard et al.

(2011) based on the fitting procedure outlined by Cushing et al. (2008). The large

differences we see in retrieved posteriors when looking at subsections of the spectrum

in Section 3.5 reflect similar variance across the model fits of B11 of data in different

bandpasses. However, the authors find significant differences between the best fitting

models and the data in many places across the spectrum. Furthermore, there are notable

discrepancies in our retrieved physical values from those of B11 when considering their

full spectrum fit (most analogous to our results) as shown in Table 3.4. While their log(g)

4.0+0.3
−0.3 is consistent, they report a larger mass of 5.24 MJup from evolutionary models,

indicating a much larger radius value of 1.14+0.46
−0.33 RJup. Due to the large uncertainty

on U0722’s parallax at the time, B11 allow distance instead of the radius to vary when

fitting the (R/d)2 scaling factor. When allowing this distance to freely vary, their best

fit to the entire spectrum also prefers a hotter object with effective temperature 700

± 50 K, consistent with the calcualted Teff from our FIRE retrieval but with a far

larger distance than the literature value (49 pc vs. 4.12 pc). Our retrieval functionally

achieves the same effect with a small (R/d)2 scaling factor instead attributed to a small

radius given the reliable parallax measurement. However, when the distance is required
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to be within 5σ of the parallax measurement from Lucas et al. (2010), the authors get

a much colder Teff of 500 ± 50 K.

Finally, while their measured v sini of 40 ± 10 km s−1 agrees with our re-

sults, their radial velocity measurement of 46.9 ± 2.5 km s−1 is significantly higher

than our result of 35.80 ± 0.15 km s−1. Given that the radial velocity was measured

in part with models using significantly older line lists for basically all molecules present

in this object’s spectrum, such an inconsistency is perhaps expected. Future work to

calculate if an updated RV measurement would change the original determination by

B11 of a thin disk Galactic orbit could provide interesting context to U0722’s poten-

tial age and evolutionary trajectory, though the change in radial velocity may not be

enough to matter. We use the tool Bayesian Analysis for Nearby Young AssociatioNs Σ

(BANYANΣ, Gagné et al. 2018) to determine the probability of U722 being a member

of any well-characterized young associations within 150 pc, inputting the previously

measured proper motion (Faherty et al. 2009) and parallax (Faherty et al. 2012) as well

as the radial velocity measured in this work. BANYANΣ gives a 99.9% likelihood that

U0722 is a field brown dwarf. Furthermore, for both velocity parameters our reported

precision from emcee is significantly higher than those reported for the measurements

by B11. Both the radial velocity and v sin i were calculated by cross-correlating the

1.27 - 1.31 µm section of FIRE spectrum with a template, either a grid model spectrum

or another observation of a T dwarf, which may or may not be a good fit to the data

in question. In contrast, the log-likelihood based MCMC approach reported here both

considers significantly more data points across the whole spectrum and has been shown
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to produce smaller error bars than cross-correlation methods (Brogi & Line 2019).

3.4.3 Comparison to Grid Models
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Figure 3.24: TP profiles from our preferred FIRE retrieval (blue) and the fixed radius
and surface gravity retrieval (grey) to the tuned ATMO model (pink) and two dise-
quilibrium forward models from Mukherjee et al. (2022). The tuned ATMO model is
significantly colder than the retrieved TP profiles from our preferred FIRE retrieval, and
has a different gradient in accordance with the adjusted adiabat discussed by Leggett
et al. (2021). However, the retrieved TP profiles when fixing the radius and surface
gravity to set values is in excellent agreement with the tuned ATMO model.

Given the many advances in line lists over the past decade, it is instructive to

look at more recent comparisons of U0722 spectra with grid models. Miles et al. (2020)

find that the low-resolution (R ∼ 300) M band spectrum of U0722 indicates disequi-

librium amounts of CO from vertical mixing, consistent with our tentative detection of

CO in the FIRE spectrum. Leggett et al. (2021) compare the flux-calibrated 0.6-5.1
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Figure 3.25: Molecular volume mixing ratios from the tuned ATMO model (dotted
lines) as a function of atmospheric pressure compared to the median and 1σ posteriors
from our FIRE retrieval (solid lines and shaded regions). With the exception of NH3,
the abundances are quite similar.
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alyzed in this work to the spectrum (yellow) and tuned ATMO model (pink) used in
Leggett et al. (2021). There are notable discrepancies in the peak of the y band.
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µm spectrum of U0722 created from multiple published observations (Lucas et al. 2010;

Leggett et al. 2012; Miles et al. 2020) with the ATMO 2020 grid of models, finding

that the models with and without disequilibrium chemistry still have trouble fitting the

data well. The authors improve this fit by “tuning” the gradient of the TP profile away

from the standard adiabat. As such, we compare our retrieved results to this adiabat-

adjusted model in Table 3.4, which has an effective temperature of 540 K, log surface

gravity (cgs) of 4.5, solar metallicity, log Kzz (cm2 s−1)=7, and an adiabatic index of

1.27.

Figure 3.24 shows our retrieved TP profiles from the FIRE spectrum of U0722,

compared to the abundances of the tuned ATMO model (Tremblin 2021, private com-

munication), as well as two forward grid models with disequilibrium chemistry from

Mukherjee et al. (2022). The tuned ATMO TP profile has a steeper gradient than ei-

ther of the other grid models, reflecting the adjusted adiabat. Our retrieved TP profiles

from the preferred FIRE retrieval are significantly hotter than that of the tuned ATMO

model, more closely resembling that of a hotter 700 K object from the Mukherjee et al.

(2022) grid, consistent with our calculated Teff . The difference in temperature is con-

sistent with the differences in radii- the tuned ATMO model assumed a radius of 1.12

RJup from the evolutionary models of Phillips et al. (2020), more than double that of our

retrieved value. Thus, a cooler object would be necessary to achieve a similar amount

of flux. In fact, when we fixed the radius to 1 RJup and surface gravity to log(g)=4.5, as

discussed in Section 3.3.7, the retrieved TP profiles are consistent with the tuned ATMO

model as shown by the grey curves in Figure 3.24. This agreement is reasonable, as
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Leggett et al. (2021) similarly set R and log(g) to values from evolutionary model before

tuning the TP profile to match the observed data.

Figure 3.25 compares our retrieved molecular abundances, shown by the solid

lines and shaded 1σ regions, to the mixing ratios in the tuned ATMO model as a func-

tion of pressure in the atmosphere. Unlike the tuned ATMO model which assumes

disequilibrium chemistry governed by the eddy diffusion parameter log(Kzz), our vol-

ume mixing ratios for each species are allowed to vary independently and are not tied

to one another by any assumptions or parameterizations of the chemical timescales

involved. Our retrieved values for CO, CH4, and H2S are all in agreement with the

ATMO abundances above 100 bars, and our H2O value posterior is only 0.003 dex away

from the ATMO model value. However, our NH3 posterior is ∼0.5 dex lower, perhaps

reflecting the differences in effective temperature and surface gravity between our re-

trieval results and the tuned ATMO model. Given a measured CO abundance, we can

estimate log(Kzz) by comparing to chemical equilibrium abundances from the Sonora

Bobcat structure models (Marley et al. 2021) of similar Teff and log(g) as described by

Miles et al. (2020). Since our CO abundance has large uncertainties, our results could

imply no vertical mixing for the lowest amount of CO up to log(Kzz) ∼ 3.3 cm2 s−1 for

the maximum amount of CO. The comparatively larger log(Kzz) = 7 cm2 s−1 from the

tuned ATMO model is needed to get a similar CO abundance for a much colder object

with higher surface gravity. While our retrieved surface gravity and radius are unphys-

ical, our molecular abundances are plausible and mostly consistent with grid model

predictions. The similarity in molecular abundances is also reflected in the consistency
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of the C/O ratios and metallicities reported in Table 3.4.
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Figure 3.27: Comparison of the median model of our preferred FIRE retrieval and the
ATMO tuned model to the L and M band spectra included in the analysis of Leggett
et al. (2021). The FIRE retrieval clearly does not reproduce the measured flux of
U0722 at longer wavelengths, whereas the ATMO tuned model gets closer at matching
the observed slopes of these regions of the spectrum.

Differences in the data considered perhaps help explain why our retrieval

prefers a hotter, smaller object than the tuned ATMO model when the retrieval is

solely driven by the data (rather than any assumed radius or gravity value). We note

that the NIR portion of the U0722 spectrum used in Leggett et al. (2021) is slightly

inconsistent with that of the FIRE and SpeX spectra examined in this work. Figure

3.26 shows all three datasets, as well as the tuned ATMO model; the peak y band flux in
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particular of the Leggett et al. (2021) is offset in both strength and wavelength. While

the source of this discrepancy is unclear, it undoubtedly contributes to differences in

our fitted or retrieved values for U0722. However, a more important distinction is the

inclusion of longer wavelength data for U0722 in the analysis of Leggett et al. (2021).
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Figure 3.28: Normalized contribution functions for a model generated from the median
results of preferred FIRE retrieval (which covered 0.9-2.5 µm) extrapolated out to longer
wavelengths.

The authors included L and M band spectra from Leggett et al. (2012) and

Miles et al. (2020), respectively. Figure 3.27 shows these datasets compared to the

median model from our preferred FIRE retrieval extrapolated out to these wavelengths,

as well as the tuned ATMO model. Our model clearly underpredicts the observed flux
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of U0722 and does not reproduce the observed slope in the M band data. Figure 3.28

shows the normalized contribution functions for a model using the median parameter

values from our preferred FIRE retrieval, generated at lower resolution and out to ∼ 15

µm. The L and M bands probe the upper atmosphere, and we note that if we were to

perform a retrieval on these datasets we would need to extend the atmosphere in our

radiative transfer model to pressures below 10−3 bars, the current top of the atmosphere

in this framework. Notably, the TP profile from our preferred FIRE retrieval is not well

constrained at these low pressures in our retrieval, perhaps contributing to the model’s

failure to reproduce these data points. Furthermore, the discrepancy in M band could

be due to less CO present in the median model than is needed to fit the data, as it is a

major opacity source in this wavelength region. Figure 3.25 shows that the median CO

abundance from our preferred FIRE retrieval is more than a dex less than the amount

of CO in the tuned ATMO model. In combination with the unphysically small radius,

the inability of our preferred FIRE retrieval to produce fluxes in accordance with longer

wavelength observations points to our precise constraints on the atmosphere of U0722

being inaccurate and not necessarily representative of the true physical properties of this

object. Future work on combining medium-resolution spectra with broader wavelength

coverage data at lower resolution may provide further insight into the best way to obtain

more plausible results from an atmospheric retrieval analysis.
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3.5 Conclusions

In this work, we have applied the CHIMERA atmospheric retrieval framework

to a high signal-to-noise, medium-resolution (R ∼ 6000) FIRE spectrum of a T9 dwarf.

Key takeaways from this work are as follows:

1. Limitations of the dataset must be taken into account : In Section 3.3.2, we show

that ensuring only one data point per resolution element is sampled as well as

cutting out very noisy regions of data at either end of the spectrum can affect our

retrieved posteriors. More dramatically, areas of the spectrum where orders were

stitched poorly can negatively bias the retrieval analysis as discussed in Section

3.3.4. Future improvements to order stitching methods, or new ways to account

for potential stitching issues within a retrieval framework, could help alleviate this

problem in future analysis of data from echelle spectrographs.

2. Using different opacity sources may lead to very different results: Updating the

line lists for CH4 and NH3 to those from Hargreaves et al. (2020) and Coles

et al. (2019), respectively, greatly improved the ability of the forward models to

match the line positions in the data, as shown in Figure 3.8. Almost all retrieved

posteriors were affected by this change, even for the retrieval on the R ∼ 100 SpeX

spectrum as shown in Figures 3.7 and 3.9. For example for the FIRE retrieval,

changing the line lists lead the median abundances of H2O and CH4 to increase

by ∼ 0.3 dex and the surface gravity log(g) to increase by ∼0.4 dex. However,

the updated line lists also resulted in a radius decreased by about 30% to an

unphysical 0.5 RJup. We also tested different treatments of Na and K opacities
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in Section 3.3.6, again finding largely disparate results depending on which cross

sections were used. While we do recommend the Hargreaves et al. (2020) CH4

line list due to its ability to match the line positions in our FIRE spectrum, more

comparison with other line lists with regards to completeness as well as treatment

of the alkali wings are needed to fully utilize this kind of high-quality data.

3. Medium-resolution retrievals offer very precise constraints, but they may not be

accurate: As shown in Figure 3.23, the constraints on the temperature-pressure

profile and abundances from our FIRE retrieval of U0722 are significantly more

precise than those from the SpeX spectrum. In particular, we are able to re-

trieve the abundances of H2S and tentatively CO which is not possible with the

lower resolution spectrum. However, while we do get these precise, stellar-like

constraints on atmospheric abundances (∼0.02 dex), the radius is far too small

to be physically plausible. This small size is in accordance with our retrieved TP

profile being hotter than previous analyses of this object, yielding a similar overall

observed flux. Thus, this study joins a growing number of modeling analyses of

brown dwarf spectra that have yielded smaller radii than allowed by our under-

standing of brown dwarf evolution. Furthermore, extrapolating a median model

from our retrieval cannot to L and M band cannot reproduce observations of U0722

at these wavelengths, indicating the constraints from the medium-resolution FIRE

spectrum alone do not accurately describe the conditions of this object.

This work is a first foray into the challenges and benefits of applying atmo-

spheric retrieval tools to medium-resolution spectra of brown dwarfs. With the launch

127



of JWST and future ground-based studies, more work is needed to assess how we can

improve our current modeling frameworks to address these challenges and unlock the

potential for trustworthy, precise constraints on substellar atmospheres from retrievals

of medium-resolution spectra.
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Chapter 4

High-Precision Atmospheric

Constraints for a Cool T Dwarf

from JWST Spectroscopy

The following work will soon be submitted to Nature Astronomy; as a result,

this chapter is organized differently than the preceding chapters in accordance with the

journal’s submission guidelines.

4.1 Introduction

Brown dwarfs, intermediate in mass between gas giants and low-mass stars,

act as critical tests of our knowledge of substellar atmospheres. Since brown dwarfs

and directly imaged exoplanets span a similar range in effective temperature (Faherty

et al. 2016), understanding the emergent spectra of brown dwarfs can inform our inter-
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pretation of planetary spectra. Comparison of observed brown dwarf spectra to grids

of forward models allow us to assess our understanding of the dominant processes that

sculpt the atmosphere. For example, stronger or weaker features from molecules like

CO and NH3 than expected in chemical equilibrium have been observed for a number

of brown dwarfs (e.g., Saumon et al. 2007; Miles et al. 2020), demonstrating the need

for including vertical mixing in models to accurately describe these atmospheres.

Data-driven Bayesian inverse or “atmospheric retrieval” methods have allowed

for abundance measurements for a number of important molecules like H2O, CH4, CO,

NH3 (e.g., Line et al. 2017; Burningham et al. 2017). Metallicities and elemental ratios

like C/O can be calculated from these measured abundances, which when measured

for a range of objects can be used to inform our understanding of formation path-

ways of planets and brown dwarfs (Mollière et al. 2022). Isotopologue ratios also can

provide additional leverage for distinguishing amongst potential formation scenarios of

exoplanets and brown dwarfs, particularly with the launch of JWST and upcoming in-

struments on ELTs (Mollière & Snellen 2019; Morley et al. 2019). For example, the

ratio of 12CO/13CO has been measured for three extrasolar objects, initially indicat-

ing enhanced 13CO relative to solar for planetary bodies compared to brown dwarfs,

potentially due to accretion of ices with enhanced 13CO from beyond the CO snow

line (Y. Zhang et al. 2021a,b; Line et al. 2021). Expanding the sample of objects with

measured 12CO/13CO ratios could enable a greater understanding of planetary versus

brown dwarf formation pathways.

However, significant challenges have arisen in fitting models to observed brown
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dwarf spectra. Fundamental parameters from fitting grid models to observations can

vary strongly with wavelength range considered or amongst differing model families (e.g.,

Tannock et al. 2022; Lueber et al. 2023). Similarly, grid model fitting and atmospheric

retrievals can yield very different parameters such as when applied to the same set of

observations (Z. Zhang et al. 2021; Zalesky et al. 2022). Furthermore, disequilibrium

chemistry models required to reproduce observed features from carbon- and nitrogen-

bearing molecules in T and Y dwarfs predict strong PH3 features, which have so far

not been detected (Morley et al. 2018; Miles et al. 2020; Beiler et al. 2023), potentially

suggesting a need for revisions to our understanding of disequilibrium and phosphorous

chemistry.

The effort to solve these discrepancies could benefit from observations with

higher spectral resolution and signal-to-noise, particularly out to longer wavelengths

where the strongest features from CO, CO2, PH3, and NH3 are expected. As such, the

recent launch of JWST (Rigby et al. 2023) represents the next frontier for atmospheric

studies. Recently published observations of brown dwarfs with JWST’s Near Infrared

Spectrograph (NIRSpec, Jakobsen et al. 2022) and Mid Infrared Instrument (MIRI,

Rieke et al. 2015) demonstrate the high signal-to-noise and information-rich spectra

obtainable for these objects (Miles et al. 2023; Luhman et al. 2023; Beiler et al. 2023).

The aim of this work is to see if the unprecedented quality of JWST observations can

allow for precision abundance measurements in combination with isotopologue ratio

constraints, in order to help disentangle the formation scenarios of stars, brown dwarfs,

and planets.
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We present NIRSpec observations with the G395H filter (∼2.9 - 5.2 µm, R ∼

2700) of the T8 dwarf 2MASS 0415-0935. This is the first brown dwarf retrieval study

on NIRSpec data at its maximum native resolution of R ∼ 2700. We also explore the

effect of including lower resolution observations of the same object with SpeX at the

NASA Infrared Telescope Facility (IRTF) and the Infrared Spectrograph (IRS) of the

Spitzer Space Telescope. We use the same retrieval framework successfully applied for

low-resolution spectra of brown dwarfs (e.g., Line et al. 2017; Zalesky et al. 2022) and

recently modified for medium-resolution spectra (Hood et al. 2023) - see Methods for

more details.

4.2 Results

4.2.1 Good agreement between retrieval model and G395H data

Figure 4.1 shows the observed NIRSpec/G395H spectrum compared to the

best fit model spectra from our retrieval on solely the JWST data, as well as from the

retrieval on all three data sets or the “full SED” retrieval. Both models fit the observed

spectrum well, and show only minor differences across these wavelengths. With the

JWST data alone, we constrain the abundances of H2O, CH4, CO, CO2, and NH3

to within ∼ 0.15 dex, as shown in Figure 4.2. We are also able to constrain the TP

profile, surface gravity, radius, radial velocity, and the ratio of 12CO/13CO (discussed

further below). The posterior for the H2S abundance is not well-constrained, with a

long tail out to low values. We only achieve an upper limit on the PH3 abundance and

do not identify any clear PH3 features in the observed spectrum. The NH3 abundance
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constraint comes from a small feature around 3 µm, previously tentatively identified

(Beiler et al. 2023) and confirmed in this work (see Methods for more information).

4.2.2 Effect of additional wavelength coverage

Figure 4.2 shows the retrieved TP profiles and posteriors of selected parameters

for four retrievals on different combinations of data sets: JWST NIRSpec/G395H data

alone, JWST plus Spitzer/IRS, JWST plus IRTF/SpeX, and the full SED retrieval.

Adding in either the Spitzer or SpeX data yields more precise constraints that also

shift slightly towards higher gravity and metallicity. The inclusion of the SpeX data

provides more additional precision than that gained with Spitzer; including the Spitzer

observations has little effect if the SpeX data are also included. Adding in extended

wavelength coverage also yields tighter TP profile constraints in the deep atmosphere,

particularly the SpeX data, reflective of the near-infrared probing the hottest temper-

atures and highest pressures. For the full SED retrieval, the TP profile is constrained

within ± 35 K for ∼0.4 - 40 bars. Furthermore, including the SpeX data in our analysis

allows us to consider the alkali abundances, yielding a bounded posterior for K and an

upper limit of log(Na) ≲ -4.

We can extrapolate the best fit model from each retrieval over the wavelengths

for the full data set for comparison to the observed data for 2MASS 0415-0935, as

shown in Figure 4.3. For the JWST and JWST plus Spitzer retrievals, we assume the

median alkali abundances from the full SED retrieval, as the modeled near infrared flux

would be greatly overestimated without any alkali opacity. All four models are almost

indistinguishable over the NIRSpec/G395H wavelengths, and only minor differences
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Figure 4.1: Observed NIRSpec/G395H spectrum of T8 dwarf 2MASS 0415-
0935 and the best-fit retrieval model. The observed spectrum and error bars are
shown in grey, the best-fitting model from a retrieval on just the JWST/NIRSpec data
is shown in light blue, and the best-fitting model from a retrieval on all three datasets
is shown in orange.
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can be seen across the Spitzer/IRS region. The best fit models are most distinct in the

near infrared, particularly in the peaks of y, J, and H band. These discrepancies are

consistent with the strong effect the SpeX data has on the retrieved constraints shown

in Figure 4.2. However, different assumed alkali abundances could potentially bring the

JWST and JWST plus Spitzer models into better agreement with the observations.

4.2.3 Constraint on 12C16O/13C16O

We include the 12CO/13CO isotopologue ratio as a free parameter in our re-

trieval model. We are able to get a bounded constraint on this ratio with the NIR-

Spec/G395H data, finding 12CO/13CO = 97.44+8.78
−8.32 for the retrieval on the full SED

of 2MASS 0415-0935. To validate this constraint, we follow the methods of Y. Zhang

et al. (2021a) and perform a full retrieval including 13CO as well as a reduced retrieval

without 13CO. The best-fitting models of the full and reduced retrievals are shown in

Figure 4.4a compared to the observed spectrum. We construct a 13CO model by taking

the difference between the best fit model of the full retrieval and the same model with-

out 13CO. The observational residuals of the reduced model are compared to this 13CO

model in Figure 4.4b; the residuals clearly overlap the 13CO lines in multiple places.

The cross-correlation function (CCF) between the residuals of the reduced model and

the 13CO model is shown in Figure 4.4c, as well as the scaled auto-correlation function

(ACF) of the 13CO model itself. The clear CCF peak at 0 km/s indicates a strong

detection of 13CO. We also calculated the Bayesian information criterion (BIC) of the

best-fitting model for each retrieval to similarly determine if the inclusion of 13CO is

justified. The difference in BIC between the two models, ∆BIC = 357, indicates that
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Figure 4.2: Retrieval results for different combinations of observations of
2MASS 0415-0935. (a) The retrieved TP profiles. The results from retrieving on
the JWST/NIRSpec data only are in brown, JWST/NIRSpec and the Spitzer/IRS are
in light blue, JWST/NIRSpec and the IRTF/ SpeX are in teal, and from including all
three datasets are in orange. The black dashed line shows the TP profile from fitting the
full SED to the Sonora Elf Owl grid (as discussed in Section REF). (b) The posterior
distributions of selected parameters from each retrieval run, following the same colors
as in panel (a). The legend lists the median value and 2σ uncertainties for each distri-
bution. While the abundances of PH3 and Na are also free parameters in our model,
we only retrieve upper limits of log(PH3) ≲ -7.5 for all cases and log(Na) ≲ -4 for the
retrievals including the SpeX data.

136



0.0

0.5

1.0

1.5

Fl
ux

 [W
/m

2 /m
]

1e 9
(a)

K
H2O H2O

CH4

H2O CH4

SpeX

1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4

Wavelength [ m]

0
5

Re
sid

ua
ls 1e 10

(b)

0

1

2

3

Fl
ux

 [W
/m

2 /m
]

1e 10
(c)
 H2O
 + 
 NH3

 CH4 CO2

CO
H2O

JWST

3.00 3.25 3.50 3.75 4.00 4.25 4.50 4.75 5.00

Wavelength [ m]

2.5
0.0
2.5

Re
sid

ua
ls 1e 11

(d)

0

2

4

Fl
ux

 [W
/m

2 /m
]

1e 11
(e)

 H2O
 CH4

 NH3

Spitzer

6 7 8 9 10 11 12
Wavelength [ m]

5
0
5

Re
sid

ua
ls 1e 12

(f)

JWST
JWST + Spitzer

JWST + SpeX
JWST + SpeX + Spitzer
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correlation detection. (a) Portion of the G395H spectrum (grey data points) where
CO is dominant, compared to the best fit model from a retrieval with both 12CO and
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including 13CO is strongly preferred (∆BIC > 10 indicates very strong evidence against

the model with higher BIC; Kass & Raftery (1995)).

4.3 Discussion

4.3.1 Physical Parameters of 2MASS 0415-0935

We can calculate various additional physical parameters from our full SED

retrieval results (see Methods), such as the bolometric luminosity LBol, effective tem-

perature Teff , mass, metallicity [M/H], and the C/O ratio, as listed in Table 4.1.

Comparing our retrieved log(g) and calculated Teff to the Sonora Bobcat evolution

models (Marley et al. 2021) in Extended Data Figure 4.6, we can see our constraints

are consistent with an age of 4.0 - 6.0 Gyr and a mass of ∼ 37 - 45 MJup.

Multiple previous studies have similarly studied the SED of 2MASS 0415-0935,

albeit with different data sets and techniques. Table 4.1 additionally lists the calculated

physical parameters from two such studies. Both Filippazzo et al. (2015) and Zalesky

et al. (2022) find a lower effective temperature and larger radius than in the present

work (though the error bars of Filippazzo et al. 2015 are significantly larger), which

balance out to yield similar Lbol. While our retrieved radius is smaller than reported for

2MASS 0415-0935 in previous works, it does not decrease so much as to be physically

implausible, an increasingly common issue in brown dwarf retrieval studies (e.g. Lueber

et al. 2022; Hood et al. 2023). While Zalesky et al. (2022) get a very similar log(g) to our

value, their slightly subsolar metallicity and markedly supersolar C/O are inconsistent

with the constraints presented here. As the retrieval framework used in this work is a
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modified version of that of Zalesky et al. (2022), these discrepancies possibly stem from

differences in opacity data used or more likely just the inclusion of longer wavelength

data with which we can probe a wider number of chemical species in the atmosphere.

4.3.2 Comparison to Grid of Forward Models

To further contextualize our results, we compare the results of our retrieval to

the Sonora Elf Owl grid of forward models (Mukherjee et al. in prep) which includes

the effects of disequilibrium chemistry. Chemical abundances in the visible atmosphere

are governed by the interplay of chemical conversion and vertical mixing timescales -

when the latter is shorter than the former, the species in question will be out of chemical

equilibrium. For the Sonora Elf Owl models, the vertical mixing is parameterized with

the vertical eddy diffusion coefficient Kzz, where a higher Kzz will lead to more vigorous

mixing and a shorter mixing timescale. The strength of this vertical mixing can affect

the abundances of many species considered in our retrieval, including H2O, CH4, CO,

CO2, NH3, and PH3.

We used a Bayesian grid fitting technique to compare all three datasets of

2MASS 0415-0935 to the Sonora Elf Owl grid (see Methods). The resulting constraints

for the grid parameters are listed in Table 4.1. While the effective temperature and

radius from the Sonora Elf Owl fit are similar to those from our full SED retrieval,

the grid model fit prefers a significantly lower surface gravity, metallicity, and C/O. As

shown in Extended Data Figure 4.6, the decreased gravity at this effective temperature

implies a much younger (∼0.4 - 0.6 Gyr) and less massive (∼ 15 MJup) object when

compared to Sonora Bobcat evolution models. The TP profile of the closest Elf Owl
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grid point is shown in Figure 4.2a compared to our retrieved TP profiles. When the

IRTF/SpeX spectrum is included, the retrieved TP profiles deviate from the the adiabat

of the Elf Owl model deeper than ∼ 10 bars.

The best fit spectrum from the Elf Owl grid fit is shown in Figure 4.5b, com-

pared to the NIRSpec/G395H data and the best model from our full SED retrieval. The

model residuals from the data shown in Figure 4.5c highlight that the Elf Owl model

particularly struggles to reproduce the flux from ∼3.8 - 4.3 µm, the region of the spec-

trum mostly dominated by CO2 and PH3 (representative cross sections of each molecule

are shown in Figure 4.5a in addition to Extended Data Figure 4.7). In particular, the

model from the Elf Owl grid fit has too much PH3 and too little CO2 to match the data

over these wavelengths.

The chemical abundances as a function of pressure for the closest Elf Owl grid

model to the fitted parameters are shown in Figure 4.5d, compared to the constant-with-

height abundances from our full SED retrieval. Overplotted in gray is the flux average

contribution function for our best fit model. For the regions of the atmosphere we are

probing, our retrieved abundances for H2O, CH4, NH3, and CO are all higher than those

in the Elf Owl grid model. The biggest discrepancies though are CO2 and PH3, the latter

of which we only retrieve an upper limit for, consistent with where the model spectrum

struggles to match the observed data. The difficulty in having enough CO2 to match

the observed features while reproducing the rest of the observed spectrum indicates the

assumed chemical timescale for CO2 may be incorrect or the vertical mixing may be

faster where CO2 quenches in the atmosphere. 2MASS 0415-0935 joins a number of T

142



and Y dwarfs for which PH3 is expected but not detected (Morley et al. 2018; Miles et al.

2020; Beiler et al. 2023) suggesting a need for significant revisions to our understanding

of phosphorous chemistry.

1.0

0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Fl
ux

 [W
/m

2 /m
]

1e 10

(b)

JWST + SpeX + Spitzer Retrieval
Elf Owl Grid Retrieval
G395H

25

20

15

lo
g 1

0(
Cr

os
s S

ec
tio

n)
 

[c
m

2 /m
ol

] (a) CO2 PH3

3.0 3.5 4.0 4.5 5.0
Wavelength [ m]

1

0

1

Re
sid

ua
ls

1e 10
(c)

10 9 8 7 6 5 4 3
log10(Volume Mixing Ratio)

3

2

1

0

1

2

lo
g 1

0(
Pr

es
su

re
) [

ba
r]

(d)

H2O
CH4
NH3

CO

CO2
PH3

Grid Retrieval Abundances
Flux Average Contribution Function

0.0 0.2 0.4 0.6 0.8 1.0
Contribution Function

Figure 4.5: Comparison to grid retrieval results from the Sonora Elf Owl grid.
(a) The absorption cross-sections of CO2 (pink) and PH3 (green) at 1 bar and 650 K.
(b) The JWST/G395H data in grey, compared to the best fitting model from our free
retrieval on all three datasets in orange, and the best fitting interpolated spectrum from
the Sonora Elf Owl grid in blue. (b) The observational residuals of both models from
panel (a). The errorbars of the G395H data are represented by the grey shaded region.
(c) The uniform-with-altitude mixing ratios of H2O (brown), CH4 (light blue), NH3

(teal), CO (orange), and CO2 (pink) from our retrieval on all three datasets are shown
by the vertical shaded regions, which span the 1σ uncertainties of each abundance.
The retrieved upper limit on the mixing ratio of PH3 is indicated by the green line
and accompanying arrow. The corresponding abundance profiles from the interpolated
Sonora Elf Owl grid are shown by the dashed lines. Overplotted in light grey is the flux
average contribution function.
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4.3.3 Implications for Future NIRSpec/G395H Observations of Brown

Dwarfs

Taking inventory of major carbon- and oxygen- bearing molecules:

Our retrieval results on solely the JWST NIRSpec/G395H observations of 2MASS 0415-

0935 allows us to constrain all major carbon- and oxygen-bearing molecules (H2O,

CO, CO2, and CH4) to within ∼0.15 dex, allowing robust estimations of the object’s

metallicity and C/O ratio. While the posteriors for each parameter shift and tighten

with the addition of observations at other wavelengths, the G395H observations alone

can provide significant insight into the atmosphere of this brown dwarf.

Measuring 12CO/13CO: 2MASS 0415-0935 is the fourth and coldest substel-

lar object with a measured 12CO/13CO ratio. The measured 12CO/13CO = 97+25
−18 for

the young L5 dwarf 2MASS J03552337+1133437 (Y. Zhang et al. 2021b) is similar to

our measured value for 2MASS 0415-0935, both of which are close to the measured solar

value of 93.5 ± 0.7 (Lyons et al. 2018). In contrast, both the widely-separated super

Jupiter TYC 898-760-1 b and the hot Jupiter WASP 77 Ab show enchanced13CO, with

12CO/13CO = 31+17
−10 and 20+23

−10, respectively (Y. Zhang et al. 2021a; Line et al. 2021).

Our ability to place tight constraints on the 12CO/13CO ratio for 2MASS 0415-0935 in-

dicates the strong promise of JWST NIRSpec/G395H measuring this isotopologue ratio

in addition to molecular abundances for a large sample of substellar objects in order to

better tease out different formation pathways.

Testing our understanding of chemistry and vertical mixing: The

precise constraints on chemical abundances we retrieve for 2MASS 0415-0935 allow us
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to identify shortcomings with the Sonora Elf Owl grid of models in fitting the NIR-

Spec/G395H observations, particularly in matching observed PH3 and CO2 features.

The increased spectral resolution of the observations presented here aid in disentan-

gling the PH3 and CO2 features, which can blend and mask each other at lower resolu-

tions(Beiler et al. 2023). Atmospheric retrieval studies on a large sample of cool brown

dwarfs observed with NIRSpec/G395H will be an important step in identifying how

our knowledge of the chemistry and physics that govern these atmospheres needs to be

revised.

4.4 Methods and Extended Results

4.4.1 Observations and Data Reduction

JWST Program 2124 obtained both NIRSPEC G395H spectra and MIRI

F1000W, F1280W, and F1800W photometry to fill out the peak of the spectral en-

ergy distribution (SED) and the tail of the SED for 12 brown dwarfs. NIRSPEC data

was obtained using the F290LP filter, the G395H grating, the S200A1 aperture and the

SUB2048 subarray. The resultant wavelength coverage ranged from 2.87 to 5.14 micron

with a resolution of ∼2700. Acquisition images were first obtained for each target using

the WATA method, the CLEAR filter, and the NRSRAPID readout pattern. W0415

was observed with NIRSPEC on 16 October 2022 with 11 groups per integration, 3

integrations per exposure and 3 total dithers for a summation of 9 total integrations

in 168.488 seconds of exposure time. Recorded time including overhead for the W0415

NIRSPEC observation was 1.03 hours.
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For the reduction of all JWST data, we relied on the pipeline outputs which

update with calibration data as it is received from the telescope.

4.4.2 Retrieval Model

For our atmospheric retrieval analysis we used the CHIMERA framework which

has been successfully applied previously to brown dwarf spectra (Line et al. 2017; Zalesky

et al. 2019). We specifically use the version of CHIMERA (Zalesky et al. 2022) which

uses graphical processing units (GPUs), modified as outlined in (Hood et al. 2023) for

use on medium-resolution spectra. We use the affine-invariant MCMC ensemble sampler

package emcee(Foreman-Mackey et al. 2013) to sample posterior probabilities. The free

parameters in our model and our adopted prior ranges are listed in Extended Data

Table 4.5. We include uniform-with-altitude volume mixing ratios of H2O, CH4, CO,

CO2, H2S, NH3, and PH3. For retrievals including the SpeX spectrum we also include

mixing ratios of the alkalis K and Na, as they are expected to contribute important

opacity at the near-infrared wavelengths. The opacity sources for each included chemical

species are listed in Extended Data Table 4.5. Extended Data Figure 4.7 shows the

cross sections for each molecule at a representative pressure and temperature over the

wavelengths of the G395H observations. As in Line et al. (2021), we include the 12C16O

and 13C16O lines separately weighted by the terrestrial ratio of 12C:13C = 89:1 built

into the HITRAN/HITEMP line lists. The CO isotopic abundance is parameterized as

the log10 of the isotopic ratio relative to terrestrial.

We also include errorbar inflation exponents (Line et al. 2015) for each data

set analyzed, to account for underestimated data uncertainties or missing physics in
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the modeling framework. There are 15 independent temperature-pressure (TP) pro-

file points, which are subject to a smoothing hyperparameter(Line et al. 2015). The

TP profile points are interpolated onto a finer 70 layer pressure grid for the radiative

transfer. Other free parameters include the surface gravity, a radius-to-distance scaling

factor, and three cloud parameters: cloud volume mixing ratio, cloud pressure base, and

sedimentation efficiency (Ackerman & Marley 2001). For the cloud opacity we used Mie

scattering theory assuming a Mg2SiO4 cloud with optical properties from Wakeford &

Sing (2015).

We generate the model spectrum piecewise at ∼ 10× the spectral resolution

of the incorporated datasets. For the G395H data, the spectral resolution of R∼2700 is

sufficient to potentially see effects from radial and rotational velocities. Thus, we incor-

porate these properties as free parameters as well, as described in Hood et al. (2023). In

brief, the radial velocity is applied using the dopplerShift function from PyAstronomy

(Czesla et al. 2019). The rotation velocity is applied using the fastRotBroad function

from PyAstronomy, applied separately on the blue and red halves of the G395H model

to minimize errors from not using the slower wavelength-dependent rotation kernel. The

shifted and broadened model spectrum is then binned to the instrument wavelength ar-

rays using a tophat kernel, and scaled to the observed flux using the (R/D)2 parameter.

The choice of method used to smooth the forward model to the spectral resolu-

tion of the observations can affect the v sin i constraints from our retrieval. In addition

to the tophat binning, we explored convolving the model with a Gaussian kernel meant

to capture the wavelength-dependent resolving power of the instrument (assuming the
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instrument line shape is Gaussian and Nyquist sampled) and then interpolating the

smoothed model onto the input data wavelength grid. With this method, we no longer

constrain the v sin i of this object and the median radial velocity decreases by 3 km s−1.

However, no other posteriors significantly change. As such, to avoid making as many

assumptions about the exact instrument line profile, all reported values and posteriors

are from retrievals using the tophat binning method. However, we caution that the

resulting RV and v sin i constraints may not be reliable. Extended Data Figure 4.8

shows the corner plot summary of the posterior probability distribution, including the

RV and v sin i.

4.4.3 Sonora Elf Owl Grid Retrieval

The Sonora Elf Owl grid includes cloud-free 1D radiative–convective equilib-

rium model atmospheres with vertical mixing induced disequilibrium chemistry across

a large range of Teff (275-2400 K), log(g) (3.25-5.5), the mixing parameter Kzz (102-109

cm2/s), atmospheric metallicity (0.1× to 10× Solar), and C/O ratio (0.22 to 1.14). The

model grid was computed using the open-sourced Python-based PICASO atmospheric

model (Mukherjee et al. 2023; Batalha et al. 2019).

To make an even comparison with the retrieval results, the calculated TP pro-

file and atmospheric chemistry from the Elf Owl grid is first used to recompute the

thermal spectra from the Elf Owl grid using the same gaseous opacities which has been

used for the retrieval analysis in this work. These recomputed high-resolution (R∼

30000) spectra are then used to perform a Bayesian grid fitting analysis on the observed

spectra of 2MASS 0415-0935. The Python Scipy based linear interpolating function
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RegularGridInterpolator (Virtanen et al. 2020) is used to linearly interpolate the Elf

Owl grid spectra at each wavelength point as a function of Teff , log(g), log10Kzz, metal-

licity, and C/O ratio. This spectral interpolator is then wrapped within the DYNESTY

Bayesian sampler Speagle (2020). We assume uniform priors for Teff , log(g), log10Kzz,

metallicity, and C/O ratio within the extent of these parameter values covered by the Elf

Owl grid. We also use a uniform prior for the object radius between 0.6 to 1.2 Jupiter

radius. Additionally, uniform priors between 0-50 km/s are also used for both the ro-

tational broadening velocity and radial velocity of the object. For each iteration of the

Bayesian sampler, the interpolator is used to generate the model spectrum for the drawn

atmospheric parameters. The interpolated spectrum is then rotationally broadened us-

ing the fastRotBroad function of the PyAstronomy package Czesla et al. (2019). The

rotationally broadened spectrum is also doppler shifted with the dopplerShift function of

the PyAstronomy package. The high-resolution spectrum is then scaled by the sampled

object radius and finally binned down to the wavelength bins of the observed data. The

model spectra and the observed data are then used to calculate a log-likelihood metric

which the sampler tries to minimise while it iterates to find the best-fit model.

The obtained posterior distributions on the atmospheric and other parameters

are then used to estimate the best-fit parameter values and their uncertainties. It should

be noted that this technique doesn’t take the model interpolation uncertainties into

account while estimating the posterior distributions of each atmospheric parameter.

Previous work has shown that the uncertainties on the estimated parameters can be

somewhat boosted when the interpolation uncertainties are taken into account while
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fitting the data (e.g., Z. Zhang et al. 2021).

4.4.4 Calculation of Physical Parameters

Table 4.1 lists a number of physical parameters of 2MASS 0415-0935 cal-

culated from our retrieval on all three datasets (IRTF/SpeX, JWST/NIRSpec, and

Spitzer/IRS), as well as the fit of these data to the Sonora Elf Owl grid of models and

two previous studies of this object. To calculate these properties and their uncertain-

ties from the parameters in our retrieval framework, we take 5000 random samples of

the posterior. We calculate elemental abundances from our precise molecular volume

mixing ratio constaints, with C/H = (CH4 + CO + CO2)/H, N/H = NH3/H, O/H =

(H2O + CO + 2CO2)/H, S/H = H2S/H, and P/H = PH3/H. We note that the total

nitrogen abundance, and the resulting metallicity, is likely a lower limit as as a signifi-

cant amount of the object’s nitrogen could be in the form of N2 instead of NH3. As in

previous works (Line et al. 2021; Zalesky et al. 2022), we account for potential deple-

tion of atmospheric oxygen due to condensation by multiplying the oxygen abundance

by 1.3 (the correction factor needed assuming 3.28 O atoms per Si atom from silicate

cloud formation; Burrows & Sharp 1999). However, this oxygen correction factor has

been called into question (Calamari et al. 2022) and therefore better understanding of

potential oxygen sinks in brown dwarf atmospheres may be needed to more confidently

connect measured atmospheric oxygen abundances to the bulk value.

From these elemental abundances, we calculate the metallicity M/H as the sum

of the abundances and the metallicity relative to solar [M/H] = log10(M/H0415−0935 /

M/Hsolar) assuming the solar abundances from Lodders & Palme (2009) for consistency
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with the Sonora family of models. We also calculate the C/O ratio from the C and

O abundances. To calculate the LBol and corresponding effective temperature Teff

implied by our retrieval results, we generate a low-resolution spectrum over 0.3 to 250

µm for each sample in our posterior.

4.4.5 Extended Results

3 µm NH3 Feature

Beiler et al. (2023) recently reported a newly identified NH3 feature at 3 µm

in the JWST NIRSpec/PRISM spectrum (R ∼ 100) of the Y0 dwarf WISE J035934.06-

540154.6, although the detection is tentative given the signal-to-noise and spectral res-

olution of the data as the NH3 feature only impacts two data points. As shown in

Extended Data Figure 4.7, the Q branch of the v1 band of NH3 overlaps with a window

in CH4 and H2O opacity in this region. We can confidently confirm the presence of this

3 µm NH3 feature in the NIRSpec/G395H spectrum of 2MASS 0415-0935. Extended

Data Figure 4.9 shows the best fitting model from our JWST retrieval compared to the

same model with significantly reduced NH3 abundance, showing the importance of NH3

opacity in reproducing the observed flux over ∼30 data points at this wavelength. This

NH3 feature also explains our ability to constrain the NH3 abundance with the G395H

spectrum alone as shown in Figure 4.2. Adding in the Spitzer/IRS data which covers

the strong NH3 feature at 10.5 µm does slightly shift and tighten our abundance con-

straint, but not substantially. Thus, future NIRSpec/G395H observations hold promise

to constrain the NH3 abundance for a multitude of cool brown dwarfs even when longer
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wavelength observations are not available.

Elemental Abundances in Solar System Context

We normalize the calculated elemental abundances of 2MASS 0415-0935 (see

above) by the protosolar values for comparison with solar system values as done in

Atreya et al. (2016) and Line et al. (2021), with [X/H] = log10(
nx/nH

nx,⊙/nH,⊙
). Figure 4.10

shows these abundances compared to those of the solar system giants (Atreya et al.

2016; Li et al. 2020) and assuming the protosolar elemental abundances (Lodders &

Palme 2009). The calculated nitrogen abundance from the retrieved NH3 abundance is

[N/H]=0.073+0.007
−0.005; however, we plot this [N/H] as a lower limit since much of nitrogren

content might instead be in N2. While we plot an upper limit for [P/H] derived from

our retrieved upper limit on the PH3 abundance, our understanding of phosphorous

chemistry needs to be revised (as discussed in the main text) so there may actually

be much more phosphorous present in a different form. We get tight and bounded

constraints for [C/H] = 1.36+0.07
−0.06 and [O/H] = 1.17+0.05

−0.05, consistent with a slightly

super-solar metallicity and with a precision that in some cases greatly exceeds that for

solar system objects.

4.5 Extended Data Tables and Figures
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Table 4.2: Free Parameters in Our Retrieval Model

Parameter Description Prior Range

log10(fi) log10 of the uniform-with-altitude volume -12 - 0
mixing ratios of H2O, CH4, CO, NH3,H2S,
PH3, Na, and K

13CO/12CO log10 isotopic ratio relative -3-3
to terrestrial (1/89)

log(g) log surface gravity [cm s−2] 0 - 6
(R/D)2 radius-to-distance scale [RJup/pc] 0 - 1
T(P) temperature at 15 pressure levels [K] 0 - 4000
bj errorbar inflation exponent for each dataset 0.01·min(err2j )

- 100·max(err2j )

γ TP profile smoothing hyperparameter 0 - ∞
log(Cloud VMR) log of the cloud volume mixing ratio -15 - 0
log(Pc) log of the cloud base pressure -2.8 - 2.3
fsed sedimentation efficiency 0 -10
RV radial velocity [km s−1] 0 - 100
v sin i rotational velocity [km s−1] 0 - 100

Table 4.3: Opacity Sources for Our Retrieval Model

Species Opacity Sources

H2-H2, Richard et al. (2012)
H2-He CIA
H2O Polyansky et al. (2018)
CH4 Hargreaves et al. (2020)
CO Li et al. (2015),12CO and 13CO included separately

weighted by the built-in terrestrial ratio
NH3 Coles et al. (2019)
H2S Tennyson & Yurchenko (2012),

Azzam et al. (2015),
isotopologues Rothman et al. (2013)

K Allard et al. (2016)
Na Allard et al. (2019)
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Figure 4.6: Comparison of retrieved physical parameters of 2MASS 0415-
0935 to Sonora Bobcat evolutionary models (Marley et al. 2021). Isochrones
are shown in black and cooling tracks are shown in grey in the surface gravity-efferctive
temperature plane. The median values and uncertainties of these properties from our
full SED retrieval are represented by the blue point and error bars, while the results
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Figure 4.8: Summary of the posterior probability distribution of the retrieval
analysis on all three datasets (JWST/NIRSpec, IRTF/ SpeX, Spitzer/IRS).
For space constraints, we do not plot the posteriors for the temperature-pressure profile
smoothing parameter γ, the error inflation terms for each dataset, or the cloud parame-
ters, none of which showed strong correlations with other free parameters in our model.
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Figure 4.9: Evidence of NH3 absorption around 3 µm. (a) The JWST NIR-
Spec/G395H data (grey data points) compared to the best fit model from our JWST-
only retrieval (brown) and the same model but where the volume mixing ratio of NH3

has been reduced to log10(NH3) = -10 (blue). (b) The observational residuals of each
model from panel (a). The reduced NH3 model clearly struggles to fit the observed
spectrum ∼ 3µm, confirming this small region as an NH3 absorption feature.
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Figure 4.10: Comparison of elemental abundance constraints for 2MASS 0415-
0935 to the solar system objects, adapted from Atreya et al. (2016) and Line
et al. (2021) Elemental abundances from Atreya et al. (2016) for Jupiter are shown
in orange, Saturn in brown, and Uranus and Neptune in yellow, while more recent
measurements for Jupiter from JUNO (Li et al. 2020) are shown in red. The blue points
and limits indicate the elemental constraints for 2MASS 0415-0935 derived from our
retrieved abundances (see Methods). While we do retrieve tight constraints on the NH3

abundance, the N/H value is shown as a lower limit as a significant amount of nitrogen
may likely instead be in the form of N2 in this object’s atmosphere.
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Chapter 5

Summary and Future Directions

In the past decade, substellar astrophysics has shifted focus from just detecting

exoplanets and brown dwarfs to characterizing their atmospheres in depth. In this thesis,

I have modeled substellar atmospheres and their observed spectra to determine what we

can uniquely learn when increasing the spectral resolution of our observations. I have

considered both transmission spectra of sub-Neptunes at R ≳ 25,000 for high-resolution

cross-correlation spectroscopy, and medium-resolution (R∼ 3000-6000) emission spectra

of brown dwarfs. The following sections contain a summary of each project and avenues

for relevant future work, followed by a general look at the future of the field.

5.1 High-Resolution Cross-Correlation Spectroscopy of sub-

Neptunes

Observed transmission spectra of sub-Neptunes at low spectral resolution are

often featureless, hindering our ability to characterize their atmospheres due to hazes
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or clouds that obscure molecular features. Chapter 2 showed the promise of applying

high-resolution cross-correlation spectroscopy methods to sub-Neptunes, as the cores

of the strongest lines are formed above the clouds. We modeled transmission spectra

for GJ 1214b-like planets with thick photochemical hazes over 1 - 5 µm at R∼25,000

- 100,000. In addition, we compared the cross-correlation function often used to a

likelihood function derived for use in atmospheric retrievals of these kinds of observations

(Brogi & Line 2019), finding the likelihood function more useful and particularly able to

detect the presence of haze opacity. We presented the signal-to-noise needed to detect

a host of molecules like H2O, CH4, CO, CO2, and HCN as a function of wavelength

range and spectral resolution. We then compared these requirements to the capabilities

of current and future instruments under relatively ideal conditions, finding CO and

H2O should be detectable for observations of GJ 1214b in H and K bands with current

instruments. High-resolution spectrographs behind AO on upcoming thirty meter class

telescopes should enable the detection of molecular absorption signatures with minutes

of observing time.

5.1.1 Future Directions

The most obvious future direction is to observe the transmission spectrum of

GJ 1214b with a high-resolution spectrograph. I was awarded 10 hours (6 transits) of

IGRINS time on the 8-meter Gemini South telescope in the 2022A semester as P.I. to

do so, but only one transit was observed due to weather and instrument maintenance

needs. A second attempt at taking these observations would be a clear way to test

the predictions of this work. However, detecting CO or H2O in the atmosphere of
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GJ 1214b from these observations will require figuring out the best way to remove

stellar contamination from the M dwarf host star. M dwarfs are often very active,

posing problems of variability and even saturation to current techniques (Brogi & Birkby

2021). Furthermore, M dwarf stars have much more complicated spectra than hotter

stars, including features from the very molecules one would attempt to detect in the

atmosphere of the planet. While a challenge, this will be a critical step in pushing this

technique to smaller planets in the future.

However, recent phase curve observations of GJ 1214b with JWST’s MIRI in-

strument indicate the need for a high metallicity atmosphere (≧ 1000x solar) with a

thick and highly-reflective aerosol layer to match the observations, although a steam

atmosphere with high haze production would also be consistent (Kempton et al. 2023;

Gao et al. 2023). Thus, the 50x solar metallicity and hydrocarbon haze (too absorptive)

assumed for our model are unlikely characteristics of GJ 1214b specifically. The lower

scale height implied by such a high metallicity atmosphere most likely means that longer

exposure times and higher spectral resolutions may be needed to detect molecular ab-

sorption features than are presented in Chapter 2. Kempton et al. (2023) also report

a tentative detection of H2O absorption, but the feature is somewhat degenerate with

the presence of CH4 or HCN. Future observations of GJ 1214b with JWST are likely to

provide even better insight into its atmosphere. Applying a similar analysis framework

to that presented in Chapter 2, but with modeled atmospheres that are consistent with

JWST observations of GJ 1214b, may allow for a better understanding of the observ-

ability of these hazy sub-Neptunes with high-resolution cross-correlation spectroscopy.
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Furthermore, one could simulate the potential constraints from joint analysis of JWST

observations with ground-based high-resolution spectroscopy, in order to identify the

optimal observing strategies needed to fully characterize GJ 1214b’s atmosphere.

5.2 Atmospheric Retrieval With Ground-Based Medium-

Resolution Spectra of Brown Dwarfs

Atmospheric retrieval analyses of brown dwarf spectra have allowed for con-

straints on the compositions and thermal structure of a number of objects, but these

studies have typically focused on low-resolution data R ∼ 100 (e.g., Line et al. 2017;

Zalesky et al. 2022). Chapter 3 presented a first foray into applying atmospheric re-

trieval methods to a medium-resolution (R∼6000) FIRE spectrum of the T9 dwarf

UGPS J072227.51-054031.2 (U0722). We detail a number of modifications and tests

performed when adapting the CHIMERA retrieval framework to data at this resolu-

tion, hopefully providing a “cookbook” for future modelers to consult when similarly

moving to increased spectral resolution. For example, choices like CH4 line list, alkali

wing opacity, and how to deal with order stitching in the data, can all strongly affect re-

trieved constraints on atmospheric parameters. Compared to analysis of low-resolution

observations of the same object, constraints on atmospheric abundances from the FIRE

retrieval improve by an order of magnitude or more, leading to near-stellar precision (∼

0.02 dex). However, our retrieved radius is unphysically small at ∼ 0.5 RJup, calling

into question the accuracy of our results and adding to a growing number of brown

dwarfs with too small radii from retrievals.
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5.2.1 Future Directions

One avenue for extending this work is just applying the best retrieval practices

identified in Chapter 3 to a larger sample of brown dwarfs observed with FIRE. The

sample with existing FIRE observations includes 14 other late T dwarfs, including the

benchmark HD 3651B which orbits a K-type star. Performing an atmospheric retrieval

on the FIRE observations of HD 3651B in particular would offer a great way to validate

the framework and retrieved constraints by comparing our results to the metallicity

and age of the host star, as was done for low-resolution observations by Line et al.

(2015). Archival data sets of brown dwarf observations at this resolution or even higher

exist for many other instruments as well, especially those used for brown dwarf radial

velocity surveys. For one example, the very high quality R ∼45,000 spectrum of a T6

dwarf analyzed by Tannock et al. (2022) could be an interesting testbed for pushing

this retrieval framework to even higher spectral resolutions.

Taking advantage of the wealth of literature on brown dwarf spectra will re-

quire further improvements on the modeling side, however. More retrieval frameworks

in addition to CHIMERA should be adapted for use at this spectral resolution, perhaps

similarly taking advantage of the computational power of GPUs, so results from different

groups can be compared to one another. Continued work on opacity data, from improv-

ing accuracy of line positions to the treatment of pressure-broadened alkali line wings,

will be crucial to accurately matching the observed features. Concentrated theoretical

work focusing on the prevalence of small radii for brown dwarfs in retrieval studies,

perhaps using simulated data sets from the best currently-available self-consistent mod-
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els, could hopefully shed light on the source of the issue. Furthermore, extension to

medium-resolution spectra of warmer objects like early T and L dwarfs may require

a more sophisticated treatment of clouds within the forward model than is used here.

Better quality data from JWST, discussed more in Chapter 4, could also yield further

insight into modeling shortcomings. Comparing the JWST NIRSpec spectrum of an

object with the FIRE spectrum, for example, could provide insight into any important

instrumental systematics that bias results from the FIRE data. As we do not yet know

if JWST observations will be sufficient to constrain the H2S abundance of an object,

combining JWST observations with ground-based spectra from FIRE or higher resolu-

tion instruments could also allow for precise abundance constraints for the important

carbon-, oxygen-, nitrogen-, and sulfur-bearing species.

5.3 Atmospheric Retrieval With JWSTMedium-Resolution

Spectra of Brown Dwarfs

The launch of JWST promises unprecedented quality observations of exoplan-

ets and brown dwarfs, particularly for wavelength ranges difficulty to reach from the

ground. Chapter 4 presented the first retrieval analysis using the maximum resolution

of JWST’s NIRSpec instrument, using the G395H (R∼2700, 2.87 - 5.14 µm) filter for

observations of the T8 dwarf 2MASS 0415-0935. We also incorporated previous obser-

vations of this object with IRTF/SpeX and Spitzer/IRS to study the full spectral energy

distribution of this object. We are able to fit the observed spectral features remarkably

well with small residuals considering the high signal-to-noise of the data. We get precise
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constraints on the abundances of all the major oxygen- and carbon- bearing species in

the atmosphere (H2O, CH4, CO, and CO2) in addition to NH3, enabling robust deter-

minations of the metallicity and C/O. Our constrained abundance for CO2 and upper

limit for PH3 are in disagreement with predictions from disequilibrium chemistry grid

models, indicating we need to revise our understanding of the chemical behavior of these

species. At this spectral resolution, we are also able to constrain the isotopologue ratio

of 12CO/13CO = 97+9
−8, making 2MASS 0415 the coldest (∼ 760 K) object with such

a measurement outside of our solar system. Our measurement of 12CO/13CO = 97+9
−8

is similar to the solar value and the only other brown dwarf measurement (Y. Zhang

et al. 2021b) but significantly higher than the values measured for a hot Jupiter and

widely-separated super Jupiter (Line et al. 2021; Y. Zhang et al. 2021a), hinting at

different formation scenarios for the two types of objects.

5.3.1 Future Directions

Chapter 4 shows the promise of NIRSpec/G395H observations for obtaining

near-stellar precision constraints on abundances, including isotopologues. Observing

many other brown dwarfs with this grating and instrument combination offers the po-

tential for a uniform retrieval analysis to obtain abundance measurements for a large

sample of objects. Abundances of CO, CH4, and CO2 will particularly offer insight into

the workings of disequilibrium chemistry, especially over a range in effective tempera-

tures. PH3 has not yet been observed in cool brown dwarfs even when expected (this

work, Morley et al. 2018; Miles et al. 2020; Beiler et al. 2023), so potentially observing

any clear spectral signatures of PH3 or at least strong upper limits on its abundance for
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a larger sample of objects will provide better guidance on our understanding of phospho-

rous chemistry. In addition, studying NIRSpec/G395H observations for a large sample

of brown dwarfs could easily triple or quadruple the number of extrasolar objects with

measured 12CO/13CO ratios, allowing for a better understanding of the distribution of

this value across the brown dwarf population. Other potential isotopologues should also

be considered for possible signatures in these observations, such as deuterium or 18CO

(Morley et al. 2019; Zhang et al. 2022).

However, G395H is not the only high-resolution grating available for NIRSpec.

Performing a similar retrieval analysis on various combinations of observations using the

G140H or G235H gratings (∼ 0.8 - 3.0 µm) in addition to G395H may allow for even

more precision on retrieved parameters than is reported here. Even for low-resolution

JWST observations, it would be interesting to repeat the same analysis but swap in

NIRSpec PRISM and MIRI observations for the IRTF/SpeX and Spitzer/IRS data

sets considered here, to see if just the higher signal-to-noise significantly affects the

constraints obtained from analyzing the whole spectral energy distribution.

5.4 Future of Atmospheric Characterization

The launch of JWST marks the dawn of a new era for the atmospheric char-

acterization of exoplanets and brown dwarfs. Observations with JWST stand to revo-

lutionize our understanding of substellar atmospheres with unprecedented data quality.

Extremely large telescopes (ELTs) offer another important avenue forward, particu-

larly with instruments capable of high contrast imaging combined with high-resolution
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spectroscopy. Furthermore, jointly analyzing high-resolution observations with ELTs

with lower resolution observations from JWST offers an important pathway for com-

plete and accurate characterization of substellar atmospheres. Looking further into the

future, a potential next Great Observatory consisting of a large ( 6 m aperture) in-

frared/optical/ultraviolet space telescope, as has been recommended by the National

Academies’ Decadal Survey on Astronomy and Astrophysics 2020, could find potential

clues of life on planets outside of our solar system.

The promise of such novel and high quality data on the horizon require similar

rapid development of modeling tools in order to fully take advantage of these improve-

ments in instrumentation and observation. Laboratory astrophysics will be a crucial

piece of this effort for refined studies of important modeling inputs like opacity data

and aerosol properties. The full range of modeling techniques, from atmospheric re-

trievals to 1D and 3D self-consistent models, will need to be improved and tested in

order to gain a better understanding of the assumptions and parameterizations that

are valid for different types of objects and observations. We will need direct and open

collaboration among researchers working on all aspects of substellar atmospheric charac-

terization, including investigators of Solar System science, laboratory studies, formation

models, atmosphere models, observations, and instrumentation. Together, we can hope

to further our understanding of the formation and evolution of substellar objects, and

in the process our own place in the vast and diverse ecosystem of alien worlds.
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