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Grand canonically optimized grain boundary
phases in hexagonal close-packed titanium

Enze Chen 1,2,3,4 , Tae Wook Heo 2, Brandon C. Wood 2, Mark Asta 1,3 &
Timofey Frolov 2

Grain boundaries (GBs) profoundly influence the properties and performance
of materials, emphasizing the importance of understanding the GB structure
and phase behavior. As recent computational studies have demonstrated the
existence of multiple GB phases associated with varying the atomic density at
the interface, we introduce a validated, open-source GRand canonical Inter-
face Predictor (GRIP) tool that automates high-throughput, grand canonical
optimization of GB structures. While previous studies of GB phases have
almost exclusively focused on cubic systems, we demonstrate the utility of
GRIP in an application to hexagonal close-packed titanium. We perform a
systematic high-throughput exploration of tilt GBs in titanium and discover
previously unreported structures and phase transitions. In low-angle bound-
aries, we demonstrate a coupling between point defect absorption and the
change in the GB dislocation network topology due to GB phase transforma-
tions, which has important implications for the accommodation of radiation-
induced defects.

Grain boundaries (GBs) are interfacial defects in crystalline materials
that have long been studied for their influence onmaterials properties
and performance1. Given their ability to exist in multiple stable and
metastable states, which have been termed GB phases2 or
complexions3, it is desirable to obtain an atomic-level understanding
of the GB structures and possible phase transition pathways between
them4,5. The GB phase transitions are believed to have a profound
influence on an array of phenomena, such as diffusion6 and GB
migration7 in materials.

Recent experiments have provided direct8 and indirect9 evidence
for GB phase stability, coexistence, and transitions inmetallic systems;
however, given the vast five-dimensional space characterizing the
macroscopic degrees of freedom (DOF) for GBs, it is not yet clear
where these phases may appear. Atomistic simulations provide a
powerful tool to guide such searches and unveil the microscopic
mechanisms underlying the formation of GB phases10. Previous ato-
mistic modeling studies have discovered a diverse array of GB phases
present in face-centered cubic (FCC)4,11,12, body-centered cubic

(BCC)13,14, diamond cubic15,16, and other cubic systems17,18. One notable
feature shared by the aforementioned works is the ability to add or
remove atoms from the GB region in the simulation cell, i.e., grand
canonical optimization (GCO), which was required to access new
ground states and metastable states. While the exchange of atoms at
an interface could naturally occur in real polycrystalline materials due
to diffusion, irradiation, and mechanical deformation at finite tem-
perature, this variation is omitted in the majority of computational
simulations employing the γ-surface method19. The γ-surface method
is the traditional technique for simulating GBs where only relative
translations are allowed between two bulk slabs before the atoms are
relaxed using conjugate gradient energy minimization to their equili-
brium positions at 0 K. It is often adopted for its simplicity, but the
deficiencies exposed by the previous studies suggest that more DOF
must be considered during optimization in order to find the true
ground-state structure in certain GBs. A few alternative approaches
from the literature for atomistic modeling of GBs include γ-surface
with atom deletion20, vacancy loading21, high-temperature molecular
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dynamics (MD) simulations4,15,22, Monte Carlo sampling23,24, and evo-
lutionary algorithms11,17,24–26 that can access a greater diversity of
structures and atomic densities at the interface, with a concomitant
trade-off in computational complexity. These algorithms have opti-
mized GB structures in a variety of systems, although seldom in a high-
throughput manner22,23, and it remains unclear if the ubiquity of GB
phases that they have yielded extends to lower-symmetry crystalline
systems that are common in nature and engineering applications.

A particular system of immense technological relevance is the
hexagonal close-packed (HCP) crystal structure, which is considerably
more complex than cubic systems, as it displays anisotropy in its
crystalline lattice vectors and has a basis containing more than one
atom. The HCP structure is adopted by elemental metals such as Mg,
Zr, andTi, the last ofwhich (α-Ti) will be the focus of thiswork. Ti alloys
are important structural alloys for aerospace, biomedical, and energy
applications, particularly where high specific strength and strong
corrosion resistance are desired27. The importance of GBs in the α-Ti
system is highlighted in recent studies that used grain refinement to
mitigate low-temperature oxygen embrittlement in α-Ti28 and 3D
electron backscatter diffraction tomap out the complete GB character
distribution in this system29. In a previous study30, we used an evolu-
tionary algorithm to discover a ground-state structure for the
f11�24g½1�100� twin boundary (TB) in α-Ti that was in closer agreement to
density functional theory (DFT) calculations and high-resolution
transmission electron microscopy results than previously reported
structures. In addition to these experimental works, there are also
several atomistic simulation studies in the literature that systematically
model symmetric tilt grain boundaries (STGBs) in α-Ti along the
[0001]31,32, ½1�100�33–36, and ½1�210�36,37 tilt axes. Despite the simplicity of
STGBs—only a tilt axis and tilt angle (2θ) are required to describe the
crystallographic misorientation between two bulk crystals—they
include coherent TBs as an important subclass, several of which are
experimentally observed in deformation microstructures and thus
important for mechanical behavior in α-Ti27,28,30. STGBs are also model
systems to study the geometric relationships of defects at the
interface37; however, as the previous studies utilized the γ-surface
method, it is important to clarify the effects of GCO on STGB structure
in α-Ti and more broadly whether interfacial phases exist in HCP
metals.

Herein, we perform GCO of low-index STGBs in α-Ti using an
open-source GRand canonical Interface Predictor (GRIP) tool that we
developed to rigorously sample microscopic DOF at the GB. We use
this tool along with empirical potentials to perform GB structure
search, discovering new ground-state structures and GB phases. We
further employ high-temperature MD simulations to explore the
f21�30g½0001� STGB and demonstrate GB phase [meta]stability and
phase transitions through a dislocation-pairing mechanism. We con-
clude by discussing the broader implications of these results on GB
phase behavior in HCP systems and how the GRIP tool can benefit
future studies for diverse crystal structures.

Results
Grand canonical optimization—the GRIP tool
GB structure prediction is a long-standing challenge in materials
modeling that requires rigorous and often advanced sampling of
possible interfacial structures. Previous studies of GBs in HCP
metals generated the interfaces using the common γ-surface
method19, which is not guaranteed to yield the true ground state
configuration in general11,15. In the traditional approach, conjugate
gradient minimization from different starting points representing
distinct relative translations of the grains across the boundary
simply allows the atoms to fall into a nearby local minimum,
which may be far away from the ground state. For example,
complex GB core configurations may exist that require significant
rearrangement of the constituent atoms11,15.

The other significant limitation of the γ-surfacemethod is that it is
not grand canonical: All GBs created using this method are composed
of the same number of atoms derived from the constituent perfect
half-crystals. This poses a substantial constraint because many other
structures, including true ground states, can be realized out of a dif-
ferent number of atoms at the interface4,13,15. For STGBs and a fixed
reconstruction area, the number of distinct atomic densities that can
give rise to different GB structures is given by the total number of
atoms in one atomic plane parallel to the boundary, which we denote
Nbulk

plane. This quantity is the limit because removing a full plane of atoms
from a crystal will return the exact same configuration up to a relative
grain translation.

Herewe address these shortcomings through the development of
an open-source tool GRIP to perform grand canonical GB structure
search. During the optimization, we systematically explore all possible
microscopic DOF by sampling different relative grain translations and
atomic densities (see Methods for details). The latter is accomplished
by randomly removing a fraction of atoms between 0 and Nbulk

plane from
the boundary plane. For a fixed translation and number of GB atoms,
we optimize the GB structure using dynamic sampling (performed
here using MD simulations) at different temperatures within a wide
window between room temperature and 1200 K (approximately Tα→β
for Ti), and for different durations up to 0.6 ns. At the end of each MD
run, we perform conjugate gradient energy minimization at 0 K until
convergence before calculating the GB energy, Egb (see Eq. (1) in
Methods). While it is well known that the quench rate impacts the
success rate of generating the low-energy state15, this dependence is
largely obviated when the equilibrium GB structure forms during the
finite temperature simulations, fromwhich a rapid quench is expected
to yield the low-energy state. The random and diverse GB structure
initialization coupled with the extensive dynamic sampling for each
microscopic DOF done by hundreds of parallel calculations ensures a
rigorous GB structure exploration.

To further underscore the need for rigorous sampling, Fig. 1
shows the structural diversity and success rates from randomly sam-
plingMD simulation parameters, namely temperature (T) and duration
(MDsteps). Figure 1a shows the range of Egb as a function ofTwhen the
duration is fixed, and only at intermediate temperatures does the
algorithm find the ground-state structure. For this representative
boundary, the U shape of the Egb vs. T plot illustrates the inefficient
frozen dynamics of the GB structure at low temperatures and the
generation of disordered liquid-like GBs at very high temperatures.
From this data, we can compute the probability of finding the ground
state—calculated as the fraction of ground-state structures out of all
sampled structures at each T—which peaks at approximately 1200 K
and is zero for very low and very high temperatures (Fig. 1b). These
panels illustrate the existence of an optimal temperature range that is
sensitive to the structuralDOFof each system andoutside ofwhich the
GBmay fail to be optimized. Analogously, simply choosing an optimal
T (e.g., 1000 K) is insufficient, as too few MD steps will never achieve
the ground state, as shown in Fig. 1c. The energy range,ΔEgb, is plotted
in Fig. 1d to show how the spread generally decreases as the MD
duration increases; however, we emphasize that the optimal para-
meters are not known a priori. These optimal parameters can vary
significantlynotonlywith theboundarycharacter describedby thefive
macroscopic DOF, but also for larger area reconstructions of the same
boundary. GRIP performs amore thorough sampling of structures and
optimization parameters compared to regular MD simulations with
open surfaces. The periodic boundary conditions (PBCs) allow for
convenient calculation of GB energy and atomic density, thereby
enabling robust, high-throughput optimization of large GB datasets.

As motivated in the Introduction, we showcase the performance
of GRIP in the following sections through a detailed analysis of STGBs
in HCP α-Ti. Importantly, however, we note that we also comprehen-
sively benchmark our tool by reproducing well-studied literature
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results for tilt and twist GBs in elemental cubic metals4,14 and more
challenging covalently-bonded, lower-symmetry systems15,23 (Supple-
mentary Fig. 1). Even in the thoroughly studied BCC W system14, we
discover a ground-state structure with a different GB atomic density
and markedly different dislocation network in the GB than previous
reports (Supplementary Fig. 2). Such results, while not discussed fur-
ther in this work, underscore the opportunities of having a robust
method for exploring GB phase space across disparate chemical sys-
tems. These discoveries position GRIP as a tool capable of advancing
the state-of-the-art in GB structure prediction through its extensive
dynamic sampling of the relevant DOF.

Survey of GB phases in HCP α-Ti
The two-atom basis of HCP Ti presents additional considerations
during optimization, and Fig. 2 illustrates one nuance in having two
possible cases of calculating Nbulk

plane. For the orientation shown in
Fig. 2a, all atoms found inside the planar region have the same z-
positions indicated by the dashed magenta line. Such orientations are
analogous to cubic systems and have only one distinct surface termi-
nation. For the second case shown in Fig. 2b, the atoms belonging to

the same plane can have two distinct z-positions, giving rise to two
structurally different surface terminations. These two distinct termi-
nations are possible because HCP has two basis atoms. In all orienta-
tions, the thickness of the planar region, dhkl, corresponds to the
smallest normal component of a lattice vector connecting two atoms
on the same sublattice with different z-positions. We further note that
this definition of a plane of atoms works for both cases, allowing us to
uniformly apply it in calculating GB atomic density, [n] (see Eq. (2) in
Methods).

Figure 3 shows the results of the GRIP searches for two repre-
sentative boundaries evaluated using a modified embedded-atom
method (MEAM) potential38, illustrating the need for grand canonical
structure optimization for GBs in HCP Ti. Panels (a) and (d) show plots
of Egb vs. [n], which was introduced for cubic crystals in our previous
work4,11. Each point on the plot corresponds to a particular GB struc-
ture obtained after energy minimization. The thorough exploration
enabled by GRIP generates hundreds of distinct structures covering
different densities and energies.

For the f11 2 130g½0001� GB, the structure search identifies twoGB
phases with different atomic densities [n] = 0 and [n] = 0.75. The
structures are illustrated in panels (b) and (c), respectively. The [n] = 0
phasedoes not require insertionor removal of atoms and ismetastable
at 0 K. It is composed of well-separated cores of edge dislocations with
Burgers vector bI =

1
3 h1�210i, as identified in green by the dislocation

extraction algorithm (DXA) in OVITO39,40. The predicted ground state
of this boundary has [n] = 0.75 and thus cannot be generated by using
the simplistic γ-surface approach or sampling different terminations.
Its structure is significantly different from the [n] = 0 state, where the
dislocation cores overlap and the boundary structure appears com-
pletely flat. The energy of the ground state (corresponding to
[n] = 0.75) is 1% lower than that of the metastable phase ([n] = 0). We
perform additional MD simulations at high temperature (up to
T = 1000K) for 20 ns with PBCs and observe that both structures
remain stable for the entire duration. We finally note that this GB is a
single-surface termination type of boundary where all atoms belong-
ing to a bulk plane have the same z-coordinate.

The GRIP search for the f31�40g½0001� GB shown in Fig. 3d illus-
trates that sampling the microscopic descriptor [n] allows GRIP to
identify all relevant distinct GB configurations, even for orientations
with two distinct surface terminations. Similar to the previous
boundary, the prediction of the ground-state structure at [n] = 0.5 also
requires an insertion (or removal) of half of the atoms in one f31�40g
plane; however, different from the first example, this particular
ground-state structure can also be generated using the γ-surface
approach that considers two possible surface terminations. The dif-
ferent surface terminations are obtained in a straightforward manner
by removing half of a plane that contains two layers of atoms, as
visualized in Supplementary Fig. 3. We emphasize that while sampling
terminationsmay suffice in somecases, it is clearly restricted to atomic
densities of 0 and0.5, therebyperforming very limited optimization of
the atomic structure. In our search, for example, the GRIP tool finds a
GB structure at [n] = 0 with Egb = 0.509 Jm−2 (green circle), approxi-
mately 18% lower in energy than the best γ-surface structure (blue
triangle). For comparison, the ground-state structure and the two
metastable states at [n] = 0 are shown in panels (e), (f), and (g).

Our structure searches performed for 150GBswith three different
tilt axes show that the need for GCO and presence of multiple GB
phases is a general phenomenon in HCP Ti. Figure 4 summarizes the
results fromGRIP for the family of [0001] STGBs studied. Each subplot
is equivalent to the gray boundary in Fig. 3a, denoting the minimum-
energy structures at different [n] and the square marks the ground
state. Evidently as many of the minima are located at [n] = 0.5, GCO is
necessary to find the ground state inmultiple [0001] STGBs. Similar to
f31�40g, the γ-surface method often performs poorly for these GBs,
getting higher energies and different structures than the GRIP tool.

Fig. 1 | Success rate as a function of search parameters in the Grand canonical
InterfacePredictor (GRIP).The success rate offinding the ground state is sensitive
to the search parameters, including temperature and duration of the molecular
dynamics (MD) sampling. The optimal parameters are not known a priori and vary
for each particular grain boundary (GB) and reconstruction, demonstrating why
rigorous sampling of the parameter space is critical. a We plot the GB energy, Egb,
against the temperature, T, for a representative GB search, where each point is a
single iteration of GRIP. The U shape of the plot illustrates the inefficient frozen
dynamics of the GB structure at low T and the generation of disordered liquid-like
GBs at very high T. b The fraction of ground-state structures (Pgrd.st.) out of all
structures sampled at each temperature are plotted. c We plot Egb against the
number of MD steps, where each point is a single iteration. A sufficiently large
number of MD steps is required to obtain the ground state, even at an optimal T.
d ΔEgb is plotted against the number of MD steps. The least-squares regression line
shows the general convergence in energy at longer duration.

(a) (b)

Fig. 2 | Calculation of the number of atoms per plane, Nbulk
plane, in hexagonal

close-packed (HCP) crystals. The accurate calculation of Nbulk
plane ensures that grain

boundary structures with all possible atomic densities are explored. Because HCP
crystals have two basis atoms, two different cases are possible when (a) all atoms
inside the plane have the same z-position, or (b) they have two distinct z-positions
resulting in two structurally different surface terminations. In both cases, Nbulk

plane is
calculated as the total number of atoms found inside the boxed region spanned by
the hexagonal interplanar spacing, dhkl (calculated using Eq. (3) in Methods). The
distinct z-positions of atoms belonging to the same plane are indicated by the
dashed magenta lines.
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The colormap of the ground states reveals three distinct intervals that
correspond to different GB structural units. The low-angle GBs in the
intervals θ ≤ 6.58° and θ ≥ 23.41° are composed of isolated bI edge
dislocations (green markers) that for the lowest angles do not require
GCO. The near-energy-degenerateminimaat [n] = 0.5 are composedof
the same type of dislocations, with the extra atoms accommodated by
dislocation climb, resulting in GB structures with unevenly spaced GB
dislocations. Different GB dislocations stabilize at θ ≈ 10.89° with twice
the Burgers vector of bII =

1
3 h2�420i (purple markers). We investigate

the transition between these two states in this GB in detail in the next
section. For high-angle GBs in the interval 13.90° ≤ θ ≤ 21.79°, the
ground states at [n] = 0.5 are composed of structural units that match
the dislocation core structures of bII, as outlined in Supplementary
Fig. 4. Additional energy maps for select ½1�100� and ½1�210� STGBs with
low and high tilt angles out of 134 total studied are shown in Fig. 5, and
results for the embedded-atom method (EAM) potential41 are pre-
sented in Supplementary Figs. 5 and 6, and Supplementary Note 1. We
caution that a reliable interatomic potential (IAP) is crucial for accurate
structure prediction; moreover, energy differences between different
IAPs may be much larger than the energy differences between distinct
GB phases42 (evident in Supplementary Fig. 11). We also perform select
DFT calculations using the optimized GRIP structures as inputs to
confirm the stability of the GB dislocation core structures and the
relative energies between phases (see Supplementary Fig. 7). Taken
together, these results demonstrate the ubiquitous need for grand
canonical sampling in locating the ground-state GB structures for
multiple tilt axes in HCP Ti.

Phase transitions and coexistence
Themultiple GB phases predicted by GRIP opens up an opportunity to
explore GB phase transformations in HCP Ti; specifically, we focus on
low-angle STGBs and investigate transformations that change the
topology of the dislocation network arrangement. By elucidating the
transformation pathways, we are able to predict the structure of a

nucleus with a distinct dislocation network topology embedded inside
a different parent dislocation network. We use point defects to drive
the transformation and we study the coupling between defect
absorption and changes in the dislocation network topology. While
low-angle GB phase transformations due to solutes and temperature
have been previously reported by experimental observations and
simulations in a fewmetals8,14,43–45, a clear connection between intrinsic
point defects and distinct, equilibrium, low-angle GB phases remains
missing.

We select the f21�30g½0001� STGB, which marks the transition
between the two different GB dislocation types at a misorientation
angle of θ ≈ 10. 9°. The structure search performed on this GB is
illustrated in Fig. 6, where we identify two distinct GB phases corre-
sponding to atomicdensities [n] = 0 (green circle) and [n] =0.5 (orange
square). Both structures correspond to GB energy cusps with respect
to [n] and the structures of the two phases at 0 K are shown in Fig. 6b
and c, respectively. The ground state ([n] = 0) is composed of an array
of bI =

1
3 h1�210i edge dislocations, while the second phase is composed

of bII =
1
3 h2�420i edge dislocations with Burgers vector twice that of the

ground state and consequently half the line density within the GB
plane. The optimized dislocation core structures are consistent with
the ‘T’ and ‘A’ structural units, respectively, reported by Wang and Ye
using constrained molecular statics31. We perform MD simulations of
each structure at temperatures as high as 1150 K for up to 20 ns to
confirm that they are dynamically stable and indeed represent two GB
phases. The other two energy cusps at [n] = 0.33 and [n] = 0.67 are the
mixed states expected from the lever rule, where the GB region is
patterned by weighted fractions of bI and bII dislocations corre-
sponding to the proportions between [n] = 0 and [n] = 0.5, as shown in
Supplementary Fig. 8.

Because the twoGB phases are composed of different numbers of
atoms, first-order transitions between the two structures can be trig-
gered by changing the concentration of point defects4. The requisite
high, local non-equilibrium concentrations of vacancies or interstitials

Fig. 3 | Representative grain boundary (GB) structure searches using theGrand
canonical Interface Predictor (GRIP). a GB energy Egb vs. GB atomic density [n],
where each point is a distinct structure. The plot reveals two GB phases of
Σ49f11 2 13 0g½0001�, marked with a blue triangle and red square, which are shown
in (b) and (c), respectively. b The [n] = 0 GB phase, composed of edge dislocations,
is metastable at 0 K. c The [n] = 0.75 GB phase is the ground state, which requires

grand canonical optimization. d Egb vs. [n] for Σ13f31�40g½0001�. On the right, two
orthogonal projections are shown for each minimum-energy structure obtained
using (e) GRIP at [n] = 0.5 (red square), (f) the γ-surfacemethod (blue triangle), and
(g) GRIP at [n] = 0 (green circle). The atoms are colored according to the common
neighbor analysis in OVITO40,70.
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may occur, for example, as a result of radiation damage, rapid cooling
from high temperatures, or deformation by creep. To mimic these
conditions, we insert extra atoms into interstitial sites in the ground-
state structure, triggering a local transformation of the GB structure
illustrated in Fig. 7. During the transformation, the bI dislocations of
the ground-state structure pair up into bII dislocations and absorb the
extra atoms. Analogously, adding Ti atoms to the left half of the
metastable structure and performing high-temperature MD triggers a
dislocation-unpairing transition (bII → 2bI) as shown in Fig. 7b. The
transformed states remain stable at finite temperature and the trans-
formation canbe reversedby introducing vacancies near theGB,which
we show in Supplementary Fig. 9. Effectively, this sequence of states
and partial transformations illustrate the possibility of GB
transformation-mediated creep46,47. Indeed, such a bicrystal can grow
(shrink) by periodically alternating its GB structure and absorbing only
half a plane of atoms (vacancies) at a time. If only one GB phase were
present, the whole plane of atoms would have to be absorbed in
concert throughdisconnectionmotionbefore returning to theoriginal
GB structure.

The simulated heterogeneous states containing two different GB
phases show stable coexistence in the closed system at high tem-
peratures. While not visible in Fig. 7a, b, the two phases are separated
by a linedefect called aGBphase junction,which is a dislocation aswell
as a force monopole48. The Burgers vector of this junction is non-zero
because the GB phases have different dimensions49. The structure of
this defect becomes more apparent when considering nucleation in
fully 3D. To illustrate the shape of the nucleus during such a trans-
formation,we increase the cross-section of theGBandplace interstitial
atoms of Ti (light blue) in a relatively small section. During the

subsequent high-temperature simulation at T = 1000K, the extra
atoms diffuse to the boundary core and locally trigger the pairing
transition. The equilibrium structure of the obtained nucleus is illu-
strated in Fig. 7c. The transformation changes the dislocation network
topology as the dislocations of theparent structure shown in green (bI)
pair up on the nucleus boundary to form three individual purple seg-
ments (bII). GB phase nucleation by absorption of point defects has
been previously investigated in high-angle boundaries4,14. The impor-
tant distinction of the transformation studied here is that it occurs in a
low-angle GB; therefore, the core structure of the GB phase junction is
represented by a collection of dislocation nodes where two disloca-
tions pair up into one.

Discussion
In this work, we perform grand canonical GB structure search to dis-
cover several GB phases in an HCP metal, α-Ti. While GBs in α-Ti have
been investigated extensively31–37, prior simulations were restricted to
a fixed number of atoms derived from perfect surface terminations
with no point defects (see Supplementary Note 1). By rigorously
exploring atomic densities at GBs, we show that the minimum-energy
structures can be found for atomic densities inaccessible to the γ-
surface method for both high-angle and low-angle GBs across the
misorientation range. The ubiquitous need for GCO and presence of
multiple GB phases with different atomic densities is consistent with
phenomena previously illustrated in elemental cubic metals with
FCC4,11,12 and BCC13,14 crystal structures.

Subsequent high-temperature MD simulations guided by this
detailed sampling of phase space yield the discovery of an unexpected
GB phase transformation mechanism. The two phases shown in Fig. 6
are composed of periodic arrays of edge dislocations with distinct
localized cores that contain different atomic densities in the GB. In the
transition between these phases, dislocations of a less dense GB (bI,
[n] = 0) pair up to forma newdislocation core (bII, [n] = 0.5), leading to
a doubling of the Burgers vector and absorption of interstitial atoms.
Previous studies of GB phase transitions in low-angle GBs revealed
defect absorption by individual dislocation cores without the change
of the Burgers vector11,14 and other studies demonstrated the change in
the dislocation network topology due to temperature50, interstitial

Fig. 4 | Grain boundary (GB) energy map of [0001] symmetric tilt GBs. The
algorithm finds unexplored ground states andmultiple GB phases within the entire
misorientation range. Each subplot is analogous to the boundary of the plot of
energy Egb vs. density [n] in Fig. 3a, marking the minimum-energy structures at
differentGBatomicdensities. The squaresmark the ground state for each tilt angle,
the larger circles mark ametastable state, and the blue trianglesmark the γ-surface
structure. The green and purple marker colors correspond to different GB phases
(commensurate with the dislocation core colors in Fig. 6). Also shown are the tilt
angles θ and Miller–Bravais indices {hkil}.

(b)

(a)

Fig. 5 | Additional energy maps of symmetric tilt grain boundaries (STGBs) in
titanium. Five different misorientations are selected for the (a) 1�100 tilt axis and
(b) 1�210 tilt axis as representative boundaries. Minima (indicated with orange
squares) at [n] = 0.5 indicate that grand canonical optimization is broadly required
to find the ground states in all families of STGBs studied in α-Ti. Also shown are the
tilt angles θ and Miller–Bravais indices {hkil}.
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absorption44,45, and solute segregation43. It is also well established and
expected that individual dislocations absorb point defects by climb51;
yet here, wedemonstrate a differentmechanismwhere the dislocation
network topology and the number of constituent atoms are coupled
through distinct, equilibrium GB phases. This coupling suggests an
important mechanism for point-defect absorption in polycrystalline
materials with non-equilibrium concentrations of point defects pro-
duced by rapid quenching, irradiation, or additive manufacturing
approaches that can yield dense dislocation cellular walls52. This work
thus provides important insights into the ways in which low-angle GBs
and dislocation arrays interact with point defects44,45,53. Additionally,
we use high-temperature MD simulations with open surfaces to
demonstrate first-order structural transformations between the

different GB phases (Supplementary Fig. 10). The work here, focused
on an HCP metal, may be particularly relevant for engineering mate-
rialswith such structures that experience radiation damage, such as Zr-
based nuclear fuel cladding54.

Herein, we further extend the notion of the number of atoms in a
GB plane (Nbulk

plane) to non-cubic, multi-basis crystals like HCP. Previous
studies on elemental cubic metals calculated this quantity as the total
number of atoms located in one planar cut parallel to the GB, i.e., all
these atoms are equidistant in the z-direction. This is not always the
case for HCP metals or any multi-basis crystal, as visualized in Fig. 2.
Generally, Nbulk

plane includes all atoms located inside a region with height
equal to theminimum non-zero normal component of a lattice vector.
In this work, we show that if the GB structure search considers only

(a) (b)

(c)

0.78 nm

1.55 nm

Fig. 6 | Grain boundary (GB) phases of Σ7f21--30g½0001�. a The plot of GB energy
Egb vs. atomic density [n] reveals two GB phases. The ground state at [n] = 0 and a
metastable phase at [n] = 0.5 are shown in (b) and (c), respectively. Both states are
composed of edge dislocations indicated by green and purple lines (identified

using the dislocation extraction algorithm inOVITO39,40). The Burgers vector of the
metastable boundary is twice that of the ground state. The non-hexagonal close-
packed atoms of the dislocation cores are colored according to the common
neighbor analysis70 and structural units are outlined in black in (b) and (c).

Fig. 7 | Topological grain boundary (GB) dislocationnetwork transformation in
f21--30g½0001�. a Adding Ti atoms (light blue) to the left half of the ground-state
structure and performing high-temperature molecular dynamics (MD) simulations
triggers a dislocation-pairing transformation 2bI → bII in a quasi-2D geometry. The
toppanels clearly showhow the green dislocation lines pair up to formpurpleones.
The gray atoms are hexagonal close-packed coordinated while red and dark blue

atoms highlight different dislocation core structures. b Analogously, adding Ti
atoms (dark red) to the left half of the metastable structure triggers a dislocation-
unpairing transition locally, bII → 2bI. c Topological transition of the GB dislocation
network upon defect absorption. The view of the GB plane shows a paired-
dislocation GB island (nucleus in purple) inside the parent ground state (green
dislocation lines).
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those terminations of the surface by complete atomic layers, it is
restricted to sampling states with [n] = 0 or [n] = 0.5 solely. Impor-
tantly, we demonstrate that this restriction misses lower-energy GB
structures with intermediate values of [n]. A thorough search must
consider all different atomic densities in the GB, as generalized by the
framework presented here.

We implement this framework for handling the structural DOF
and predicting GB phases in the open-source GRIP tool, written in
Python with minimal dependencies (see Code availability). The algo-
rithm rapidly samples the configurational space described by relative
translations and different atomic densities and moves the system
toward equilibrium. The relevant DOF—e.g., atomic density, recon-
structions, temperature—are specified by the user in a single input file
and the code exhaustively explores the GB phase space by sampling as
many structures as possible in parallel. The energy calculations pre-
sented here use empirical IAPs to perform the dynamic sampling, but
other techniques such as DFT canbe used as well, as those calculations
are decoupled from the structure optimization steps; however, the use
of IAPs enables us to access low-angle GBs and larger reconstructions
with thousands of atoms, as demonstrated here in simulations up to
3 × 13 reconstructions to validate the dislocation character. This
methodology can thus take advantage of the increasing availability of
computational resources and the advent of high-fidelity, machine-
learned IAPs to enable quantum-accurate atomistic simulations of
large systems with extended defects55. Advances in sampling and
structure generation algorithms will further expand the diversity of
results and the modular structure of the code enables different tech-
niques to be easily plugged in. Of particular interest would be exten-
sions to multicomponent systems, which could be handled using a
Monte Carlo approach23,24 for compositional DOF and would enable
grand canonical sampling of GB structures in technologically relevant
alloy chemistries.

Methods
GB structure search
We perform atomic-level optimization of GB structures using the
open-source, Python-based GRand canonical Interface Predictor
(GRIP) code (see Code availability), which rigorously explores struc-
tural DOF through dynamic sampling. Bicrystal slabs can be auto-
matically generated using the Atomic Simulation Environment (ASE)56

library for orientations where all orthogonal directions contain integer
indices. Alternatively, they may be supplied as external files, which we
create in this study for α-Ti using a combination of ASE and

Pymatgen57. Figure 8 shows the orientation of the simulation cell, such
that the y-axis is the tilt axis direction, the x-axis is the orthogonal in-
plane direction, and the z-axis is the out-of-plane normal direction. We
ensureperiodicity in the GBplane (xy-plane) and an integermultiple of
the interplanar spacing that totals at least 3.5 nm in the z-direction for
each slab to minimize cell size effects. We note the z-direction is
aperiodic and there is only one GB in themiddle of the simulation cell.
While any size cell can be used in principle, for computational tract-
ability in this high-throughput study, we choose to simulate only
[0001], ½1�100�, and ½1�210� STGBs where all Miller–Bravais indices for
the plane and the in-plane x-direction are less than or equal to 15,
resulting in 16, 40, and 94 STGBs for each of the tilt axes, respectively
(150 total).

For an individual GB, each iteration of the algorithm has three
stages. During the first stage, the initial configuration is created by
uniformly sampling a specific set of GBDOF. Specifically, the algorithm
randomly samples anm × n replication of the unit GB cell (here, up to
3 × 3), randomly translates the upper slab in the xy-plane, and removes
a randomly chosen (from the user-specified interval) fraction of atoms
from the GB. The simulation box size scales with the replications to
maintain in-plane periodicity. To further increase the structural
diversity of the initial GB configurations, we have implemented ran-
dom swaps of atoms on crystal lattice sites and interstitial sites in the
GB region. The algorithm identifies interstitial sites near the GB as the
vertices of the Voronoi diagram of the GB region.

During the second stage, it performs dynamic sampling to opti-
mize the GB structure consistent with the imposed DOF. In this study,
we used standard finite-temperature MD simulations using the Large-
scaleAtomic/MolecularMassively Parallel Simulator (LAMMPS)58 in the
canonical (NVT) ensemble with a Langevin thermostat and a time step
of 2 fs as our dynamic sampling technique. The temperature and
duration of the MD are also randomly sampled based on the user-
specified ranges and only the atoms in the GB region are allowed to
move freely during the dynamic sampling phase. It is straightforward
to substitute this MD optimization with other, more sophisticated
sampling techniques implemented in LAMMPS or other codes. For this
study, we choose a GB region of 1 nm thickness on each side, a tem-
perature between 300 K and 1200 K, and a duration up to 0.6 ns.
Finally, the temperature is quickly rampeddown to 100K for 2 ps.With
some probability (here, 5%) the algorithm skips the dynamic sampling
for one iteration and jumps to the third stage.

In the third stage, each GB structure following MD sampling is
fully relaxed at 0 K using a conjugate gradient minimization scheme,
where atoms in the GB and buffer regions can move freely while the
semi-rigid region is constrained tomove together.Here, we specify the
buffer region to be 0.6 nm beyond each side of the GB region,
and larger values lowered Egb by no more than 1%. The convergence
criteria are 10−15 for relative energy (dE/E in successive iterations) and
10−15 eV Å−1 for forces, with a maximum of 105 evaluations for each
criterion. The algorithm repeats these stages on each processor
independently until termination, saving each relaxed structure to disk
and periodically deleting duplicates. Duplicates are defined as struc-
tures with the same value of Egb and [n] to three decimal places, and
the algorithmwill keep the structure with a smaller reconstruction and
relative translations.

For each relaxed structure, the GB energy, Egb, is computed
according to:

Egb =
Egb
total � Ngb

totalE
bulk
coh

Agb
plane

ð1Þ

where Egb
total andNgb

total are the total energy and number, respectively, of
atoms in the GB and buffer regions, Ebulk

coh is the cohesive energy per
atom in bulk α-Ti, and Agb

plane is the area of the GB plane. We also track

rigid

semi-rigid

u
p

p
e

r
lo

w
e

r

buffer

buffer

GB region

GB region

Fig. 8 | Simulationcell setup for theGrandcanonical InterfacePredictor (GRIP).
The cell is oriented such that the y-axis is the tilt axis direction, the x-axis is the
orthogonal in-plane direction, and the z-axis is the out-of-plane normal direction.
Periodic boundary conditions aremaintained in the grain boundary (GB) plane (xy-
plane). GRIP begins by translating the upper crystal and removing atoms from the
GB (magenta line). During dynamic sampling, atoms in the GB regions are free to
move while atoms in the buffer and semi-rigid regions in the upper slab are con-
strained to move together, and atoms in the lower two regions are fixed. During
relaxation, atoms in both buffer regions are free to move while the semi-rigid
region is still constrained. For the γ-surface method, the upper slab is only allowed
to translate as a whole before relaxation is applied.
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the fraction of atoms in one plane or GB atomic density, [n], according
to:

½n�= Ntotal mod Nbulk
plane

Nbulk
plane

2 ½0,1Þ ð2Þ

where Ntotal is the total number of atoms in the simulation cell and
Nbulk

plane is the number of atoms in one plane of the bulk structure. Pre-
vious calculations of Nbulk

plane simply counted the number of atoms at a
single z value in the bulk4,11; however, due to the 2-atom basis of the
HCP crystal structure, atoms associated with one plane may be offset
in the z-direction, as we show in Fig. 2. Therefore, we calculateNbulk

plane as
the number of atoms within a region equal to the minimum non-zero
normal component of a lattice vector; in HCP α-Ti, this is equivalent to
the interplanar spacing of the hexagonal lattice (dhkl) given by59:

1

d2
hkl

=
4
3

h2 +hk + k2

a2

 !
+

l
c

� �2

ð3Þ

where h, k, and l are the Miller indices, and a and c are the HCP lattice
constants. We note this extended definition ofNbulk

plane reduces to taking
a planar slice for unary, single-basis systems like elemental BCC and
FCC metals, consistent with previous studies4,11.

We compare the results of structure optimization using two dif-
ferent interatomic potentials, an embedded-atom method (EAM)
potential for Ti–Al from Zope andMishin41 and a modified embedded-
atom method (MEAM) potential for Ti from Hennig, et al.38 For each
STGB and potential, we also optimize the structure using the γ-surface
method19 for comparison, using a 2 × 4 replication of the same
bicrystals and translating the top slab in increments of 0.025 nm in the
x- and y-directions prior to a conjugate gradient energy minimization.

High-temperature MD simulations
To study GB phase stability and transitions, we perform high-
temperature MD simulations using methods adapted from previous
work4. Briefly, we replicate the optimized GB structures in the x- and y-
directions until the simulation cell is around 10 nm in the x-direction
and 3 nm in the y-direction along the tilt axis. We freeze the bottom 1
nm layer of atoms and constrain the top 1 nm layer to be semi-rigid
throughout the simulation (up to 20 ns). We use periodic boundary
conditions (PBCs) in the y-direction and both PBCs and open surfaces
with 1 nm of vacuum in the x-direction. We scan a range of tempera-
tures between 600 K and 1200 K.

To induce a phase transition, we either insert additional Ti atoms
at interstitial sites in the GB region or delete Ti atoms from a region
near the top of the GB region. TheseMD simulations are performed in
the canonical (NVT) ensemble between 600 K and 1200 K for up to
20 ns, using the MEAM potential and associated structures. For clarity
of visualization, we relax all structures at 0 K using a conjugate gra-
dient minimization scheme.

DFT calculations
To validate select GB structures, we perform additional density func-
tional theory (DFT) calculations using the Vienna Ab initio Simulation
Package (VASP)60–63 with projector augmented-wave potentials64 and
the generalized gradient approximation exchange correlation func-
tional of Perdew, Burke, and Ernzerhof65. The semi-core 3p states are
treated as valence states (Ti_pv potential). We use Monkhorst-
Pack66k-point grids with a density of 5000 k points per reciprocal
atom and apply Methfessel–Paxton smearing67 with a width of 0.1 eV.
The plane wave cutoff energy is 500 eV and the convergence criteria
are set at 10−5 eV for energy and 0.02 eV Å−1 for forces. We create the
input structure by extracting a section near the GB region of the
optimized structure from GRIP of approximately 4.5 nm in thickness
(200–300 atoms) and adding 1 nm of vacuum on top. The axes are

rescaled to match equilibrium DFT values and atomic positions are
fully relaxed while the cell shape and volume are fixed to maintain
stresses in the GB plane. The energy of the GB is computed as the
difference in total energy of a structure with the GB and a second bulk
structure in the same orientation with the same number of atoms and
vacuum but without a GB, divided by the planar area.

Data availability
The data that support the findings of this study, including input and
relaxed structures and the scripts used to generate them, are available
in Zenodo under accession code https://doi.org/10.5281/zenodo.
1259012569. The data used to generate the plots in this study are pro-
vided in the Source Data file. Other data are available from the corre-
sponding authors upon request. Source data are provided with
this paper.

Code availability
The GRand canonical Interface Predictor (GRIP) tool that implements
the GB structure optimization algorithm described here can be found
at https://github.com/enze-chen/grip. The specific version used in this
study is available in Zenodo under the same accession code69.
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