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CentRoute: Centralized routing protocol for motes

Why centralized routing for motes Centralization point Heterogeneous DeSign Pl’inciple
. Use the advantages of one platform to offset the
. Hgterogeneous systems: Collections ot motes and - — ® disadvantages 0§an £her platf i
microservers working together Qe \

®

o Utilize heterogeneity: shift routing decisions from

resource-constrained motes to resource-rich microservers Corollaries for mote routing:

 (Centralize decision making on a microserver to make

. . routing decisions based on a complete set of information
Centralized routing / '\ . g | p

o Reduce memory requirements of motes
*  Addresses problems of distributed protocols  Program a significant part of the protocol in a familiar and

 Provides global view of the entire mote network at each sink @ resource-rich 32-bit environment

Problems with Distributed Proactive Routing on Motes
Distributed Decision-Making with RAM Constraints

«  Mote-specific problems: « Selection of the next hop to a destination is

based on neighbor table

— Distributed decision making in conjunction with
9 : — Memory requirements are O(neighborhood size)

storage constraints leads to routing instabilities
and inconsistencies

— Limited RAM also creates scalability challenges
In terms of network density and network size

Memory constraints place upper bound on
table size
« Cache eviction policies used
« Subject to thrashing, especially in dense

« Additional problems networks
— Proactive nature leads to increased energy Node A has node B in Node B doesn’t have node A « Leads to routing instabilities (“flapping”)
consumption neighbor table and as a in neighbor table and thus

— Distance-vector leads to count-to- |nf|n|ty scenarios next hop to a destination doesn ’tforward the paCket * Independent deC|S|OnS by nOdeS based on
and routing loops artificially constrained information lead to
J100p further

inconsistencies

CentRoute: Protocol Details and Performance

Protocol Details Performance
. . . 12':' T I | | | I | | E I | | | | | | |
 Runs on both motes and their sink (microserver) CentFloute +—— CentFoute ——
HE’TJ’#& S A 1 MHE’TJ’#& S
— Motes forward control data to microserver 100 7 e ] By .k " 1
. . . . . . ) g e o e - % el #* T &
_D§c1s1on—mak1ng logic implemented exclusively on S ol . gl L\ 2 Frpr g
microserver Z g
* On-demand protocol Ll g0 7
o L
— Tree maintained by data packets 2 a0t 3,
.. : 2 5
* Dynamic single-sink support “ ol | > |
— Sink selected at runtime
— Motes only send data to (and keep state for) one sink at : 2. 8 12 18 0. Bd o &z ¥ # 8. G5 46 Do 2 B =
a time Mote neighbor density ([number of motes) Mote Meighbor density (number of motes)
_ Multi-sink ambiguity resolved in microserver tier Impquved connectivity at medium qnd high Very low control overhead due to on-demand nature
: , L densities due to lack of per-mote neighbor state
* Source Routing used 1n both directions
° 100 Neighbor | CentRoute MintRKoute  Multihop
Tree FOl’mlllatl()Il S " density loop prob.  loop prob.  loop prob.
3 sof J/AS— L A i (motes) (%) (%o) (%)
e Motes broadcast beacons only when they wish to | | 4 0 0.47 211
N S 5 0 0.01 1.92
o 60 |
jomn a tree o 8 12 0 0.02 1.88
* Any motes attached to the tree forward join 5 | ] 16 0 0.03 2 48
beacons towards shepherd via unicast g fg g g-gi iﬁgﬁ
e Microserver picks best path using an ETX metric S 2} _ 13 0 004 312
and sends a unicast source-routed reply to the mote S Eﬁ?ﬁ%ﬁ&'f --------- 32 0 0.02 727
l ,+-'"'"_/ l l ulti op T
e Mote attaches to tree and uses the last mote on the "o 50 100 150 200 250 300 . . . .
: Time (sec) Eliminates loops through centralized decision making,
reverse path as its parent . . 4 ab ; Jocisi
Shepherd Shepherd
SN 7N ,
@ @ @ @ Usage RAM ROM R—‘LMI cost
(bytes) per neighbor Current status & Future Work
€ ) CentRoute | 1274 17184 0
2 by MintRoute | 1680 12588 18
Multihop | 1560 17202 19 Current Status .
ez Shepherd * Deployed at Botanical Gardens.
e Field deployment at James Reserve pendin
@‘(/ N 2 fof . Lower memory usage on the Fut b i; b S
mote due to absence of O(N) u que wor , - , o
© state e Utilize global view & centralization nature to design a transmission
d)

The CentRoilte phased-join operation scheduler for Cyclops image transfer over multiple hops

UCLA - UCR - Caltech - USC - CSU - JPL - UC Merced





