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Abstract—The growth of pollen tubes is of significant interest in plant cell biology, as it provides an understanding of internal cell dynamics that affect observable structural characteristics such as cell diameter, length, and growth rate. However, these parameters can only be measured in experimental videos if the complete shape of the cell is known. The challenge is to accurately obtain the cell boundary in noisy video images. Usually, these measurements are performed by a scientist who manually draws regions-of-interest on the images displayed on a computer screen. In this paper, a new automated technique is presented for boundary detection by fusing fluorescence and brightfield images, and a new efficient method of obtaining the final cell boundary through the process of Seam Carving is proposed. This approach takes advantage of the nature of the fusion process and also the shape of the pollen tube to efficiently search for the optimal cell boundary. In video segmentation, the first two frames are used to initialize the segmentation process by creating a search space based on a parametric model of the cell shape. Updates to the search space are performed based on the location of past segmentations and a prediction of the next segmentation. Experimental results show comparable accuracy to a previous method, but significant decrease in processing time. This has the potential for real-time applications in pollen tube microscopy.

Index Terms—Growth of pollen tubes, image fusion, seam carving for segmentation, pollen tube model, pollen tube segmentation, pollen tube video segmentation.

I. INTRODUCTION

THE life cycle of the pollen tube from germination to sperm delivery at the ovary is an active area of research in plant biology. Pollen tubes are single cell organisms that are important in the process of sexual reproduction since they are responsible for delivering male sexual material to the ovary. To complete this task, a pollen navigates female tissue by selectively extending a particular part of the cell wall, a process called polar growth [1], [2]. This growth is influenced by many factors (various ions, proteins, pressure), and the interplay between them is another active field of research [1], [3]–[6]. Plant biologists study pollen tubes to determine how these proteins and ions affect external cell characteristics such as cell size, length, growth rate, etc [7].

These external characteristics can only be obtained if the contour of the cell is known: hence the importance of accurate cell segmentation. Furthermore, segmentation is also an important step in automating mathematical growth models that require cell measurements such as length, size and orientation [3], [5], [8], [9].

Image segmentation methods can either be edge-based or intensity-based. Edge-based segmentation methods (e.g., active contours, level sets [10]) seek to minimize an energy cost function by deforming a curve according to image gradients. The optimal curve location lies along image gradients. Other edge-based methods use a predefined criteria to link edges in the image to obtain the best connected edges in the image [11], [12]. Intensity-based segmentation methods (e.g., graph cut [13], [14], region growing [15]) rely on the object having pixel values that are statistically distinct from the background pixels. Region growing adds pixels to the foreground if their value is similar to that of the foreground pixel. Graph cut works by arranging image pixels like the nodes of a graph with a source node and a sink node. The algorithm finds the optimal separation (cut) that sets the pixels as either source or sink pixels. This cut is difficult to obtain in cases where the intensity of the object closely matches the intensity of the background. Active Appearance Models (AAM) learn a series of shapes by combining both gradient and texture information [16], [17]. These models usually require a training phase. A new shape is detected as a linear combination of the previously learnt shapes. Given the potential for tremendous variation in cell shapes between experiments, such a model will require constant retraining.

The idea of fusing information from multiple agents to solve a problem is not new in image processing [18]–[24]. Fusion can be done at an intermediate step or at the final step of the process. Han and Bhanu [18], fuse color and infrared video to enhance human detection in color images. Images from infrared sensors have better silhouettes since they are not strongly affected by lighting conditions. These silhouettes are used to improve image registration and the detection of humans in color images. A similar fusion strategy is used by Zou and Bhanu [20] for tracking humans using audio and video data. Audio and video features are fused at the feature-level to improve the performance of human tracking.

Parvin et al. [21] use an iterative voting technique to detect cell centers. The voting is done by projecting image edges inwards using progressively focused kernels. This method distinguishes individual cells even when they are overlapping. This method is geared towards detecting object centroids at very small scales. While these methods are sufficient for detection,
segmentation is a challenge due to the complexity of the images (complex human motion; multiple overlapping cells at a small scale). Tarabalka et al. [24] propose a graph cut method for segmenting videos with spatio-temporal constraints. This method is extended to multi-modal images with the constraint that the segmentation of one modality should be included in that of the other. The segmentation works on groups of images while enforcing continuity in the pixel labeling. The above methods also do not require any human interaction (agents) to validate initial detection estimates.

Warfield et al. [19] propose a statistical method for fusing results from many agents to a single segmentation by maximizing the likelihood of the final segmentation given the performance criteria of the agents. This method was later improved by Liu et al. [23] to include image intensity values. This approach is similar to that proposed in Asman and Landman [22] where many agents \((N \geq 8)\) are used to statistically arrive at a single segmentation. While these methods would provide accurate segmentations, they require input from multiple agents who understand the presented image. This knowledge greatly improves the quality of the initial segmentations as agents can tell which parts of the image are object/background.

In this paper, we present a method for obtaining a final segmentation by fusing images from two modalities. This model is an extension of our previous work [25]. The key contributions of the method include: 1) a more accurate model for describing the shape of a pollen tube in 2D. Model equations are parametric in nature and provide a means of determining the validity of the initial segmentation. 2) A faster method for obtaining the cell boundary based on energy minimization within the restricted search space. This is based on ideas from seam carving that have been used for media retargeting [26]. 3) Temporal updates to the search space based on previous segmentations and motion vectors between the last two segmentations. 4) The two sensors used in this study are fluorescence and brightfield image modalities. Fluorescence images provide localization information, from which the location of the cell wall in the image can be estimated. A fused edge indicator function (FEIF) is computed by combining estimates from the fluorescence image and gradients from brightfield images. This combination serves to amplify desired edges (those in the search space) in the brightfield image while simultaneously attenuating undesired edges. The optimal boundary is located within the search space using the proposed method. This particular way of localizing optimal boundary within two boundary estimates is novel in the image processing field. 5) Experimental results are presented using multi-modal videos for diverse pollen tube growth scenarios.

In the following, we provide a theoretical description of the key aspects of our method in Section II, the results and comparisons of our method with other segmentation algorithms are given in Section III, and the conclusions of this paper are presented in Section IV.

II. THEORETICAL DEVELOPMENT

In this section, we present the theoretical development of our method. Figure 1 is a block diagram highlighting the key steps of our method. Fluorescence images used in this study show the localization of the protein RIC3 [2]: bright pixels indicate high concentrations of RIC3. An initial estimate of the cell is obtained by segmenting the fluorescence image using intensity-based methods (e.g. graph cut [14]). From this segmentation, we determine the likely location of boarder/boundary pixels. For a given object shape, we require a means of determining whether or not the shape is a valid pollen tube. Since the initial segmentation is not performed by an expert (a human who can glean the cell shape even when the outline is not complete), we need a way of validating the initial segmentation. If the object does not match the description of a pollen tube, then we fill-in the missing parts of the object by performing shape estimation. Combining this shape estimate with the likelihood of border pixels narrows the search space for the cell wall. Finally, we fuse the boundary estimate with image gradients from the corresponding brightfield image. This serves to attenuate undesired edges. The cell boundary is determined as the path of least energy from one end of
the search space to the other. Finally, the search space is updated by the locations of the last N-segmentations through a voting matrix and a prediction of the location of the next segmentation. This prediction is based on the motion vectors between the previous two results.

A. Geometry of a Pollen Tube

A pollen tube is a 3D, cylindrical tube with a spherical dome. In most theoretical developments, it is assumed to be symmetrical in the axial (growth) direction and hence approximated as a 2D cylinder with a circular tip. In [25] we proposed two functions that can be used to represent a straight pollen tube with a vertical orientation in the image plane.

In this paper, we modify those functions to accommodate certain characteristics that pollen tubes exhibit during growth such as turning and bulging (see Figure 2c, 2d). Let \( g(s) = (x(s), y(s)) \) be the points along the contour of a 2D pollen tube. The equations representing the variation of these points from one end of the tube to the other is given by:

\[
x(s) = A + \frac{K - A}{(1 + \zeta e^{-B(s-\mu)})^{1/\zeta}} + \alpha e^{-0.5\left(\frac{s-\mu}{\sigma_l}\right)^2} + \beta e^{-0.5\left(\frac{s-\mu}{\sigma_r}\right)^2} \tag{1a}
\]

\[
y(s) = m(s - \mu) \text{sign}(\mu - s) + m\mu - \gamma e^{-0.5\left(\frac{s-\mu}{\sigma_y}\right)^2} \tag{1b}
\]

where \([A, K, B, \alpha, \beta, \zeta, \mu, (\mu, \sigma_l), (\mu, \sigma_r)]\) are 11 parameters that control the dynamics of the x-coordinate, and \([m, \mu, \gamma, \sigma_y]\) are the parameters that control the dynamics of the y-coordinate. \(\mu\) is common to both functions.

In equation (1a), the first two terms constitute a generalized logistic function which dictates the overall dynamics of the x-coordinate. The third and fourth terms are most influential in deforming the shape from the expected logistic behavior on the left and right sides respectively. During vertical growth with minimal bulging, both \(\alpha\) and \(\beta\) are much smaller than \(A\) or \(K\) and the parameters \((A, K)\) represent the left and right walls of the tube respectively. \(\mu\) is the index of the coordinate of the tube vertex, and \(\zeta\) depends on initial conditions. In the case of turning, tip bulging, and other growth behavior, the interpretation of the parameters of equation (1a) is no longer straightforward.

Equation (1b) attributes the behavior of the y-coordinate of the shape to a combination of a triangle function and a Gaussian function. The Triangle function (first two terms) dictates the overall shape of the sequence. The last term (Gaussian term) flattens out the middle of the shape and contributes to the curved nature of the tip. \(m\) is the gradient of the triangle function and is either \(-1\) or \(1\). \(a\) is the index of the vertex. This index is more reliable than \(\mu\) from equation (1a) because the y-coordinate is robust to turning or bulging of the cell shape. This is due to the assumption that all pollen tubes are growing from the bottom of the image to the top.
\(\gamma\) is the height of the Gaussian function that flattens out the middle of the sequence and \(\sigma_y\) is the standard deviation. Table I summarizes the parameters of equation (1) and lists their bounds.

Figure 2(a) shows an artist’s rendition of two overlapping pollen tube shapes and marks the locations of the parameters used in equation (1). Figure 2 also shows some sample growth scenarios of pollen tubes (blue solid lines) and the result of fitting equation (1) to the extracted shape shown in blue. The Mean Squared Error (MSE) of the function is also indicated.

Table II shows the parameters obtained from the shapes shown in Figures 2b to 2e.

### Table I

Table Describing the Parameters Used in Equations (1) and Their Limits. \(c_o\) Refers to the Width of the Image in Pixels and \(L\) Refers to the Number of Points in the Shape Contour.

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Position of the left wall of the pollen tube (when there is no slanting)</td>
<td>(0, c_o)</td>
</tr>
<tr>
<td>B Position of the left wall of the pollen tube (when there is no slanting)</td>
<td>(0, c_o)</td>
</tr>
<tr>
<td>(\zeta) Index of the location of the vertex in the sequence</td>
<td>(\frac{1}{3}[-L, L])</td>
</tr>
<tr>
<td>(\alpha) Amount of deviation of the curve along the left wall. Value is (&lt; 0) if bulging and (&gt; 0) if indentation</td>
<td>(\frac{1}{3}[-L, L])</td>
</tr>
<tr>
<td>(\beta) Amount of deviation of the curve along the right wall. Value is (&lt; 0) if indentation and (&gt; 0) if bulging</td>
<td>(\frac{1}{3}[-L, L])</td>
</tr>
<tr>
<td>(\mu_1) Turning point of the shape deviation in the left wall</td>
<td>(\frac{1}{3}[0, L])</td>
</tr>
<tr>
<td>(\mu_r) Turning point of the shape deviation in the right wall</td>
<td>(\frac{1}{3}[0, L])</td>
</tr>
<tr>
<td>(\sigma_1) 33% of the width of the shape deviation in the left wall</td>
<td>(\frac{1}{3}[0, L])</td>
</tr>
<tr>
<td>(\sigma_r) 33% of the width of the shape deviation in the right wall</td>
<td>(\frac{1}{3}[0, L])</td>
</tr>
<tr>
<td>(m) Gradient of the first half of the sequence</td>
<td>(-1) or (1)</td>
</tr>
<tr>
<td>(\gamma) Height of the flattening Gaussian function</td>
<td>(\frac{1}{3}[-L, L])</td>
</tr>
</tbody>
</table>

### Table II

Table of Parameter Values from Fitting Equation (1) to the Shapes Shown in Figure 2. In All Instances, \(m = -1\)

<table>
<thead>
<tr>
<th>Figure</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>A</td>
</tr>
<tr>
<td>2(b)</td>
<td>166.64</td>
</tr>
<tr>
<td>2(c)</td>
<td>142.01</td>
</tr>
<tr>
<td>2(d)</td>
<td>175.54</td>
</tr>
<tr>
<td>2(e)</td>
<td>0.00</td>
</tr>
<tr>
<td>2(f)</td>
<td>10</td>
</tr>
</tbody>
</table>

B. Shape Initialization and Boundary Candidates

The fluorescence images used in this study show the localization of RIC3. Regions of the cell containing this protein emit light of a specific wavelength when excited with light of a different wavelength. Since RIC3 is only found inside the cell (and not expected to be in the media surrounding the cell), this modality provides excellent localization for the entire cell. However, there are certain problems that arise from fluorescence microscopy for cell detection: 1) the protein of interest is not uniformly distributed within the cell; 2) certain regions of the cell are out of focus when the cell tip grows out of the plane of focus; 3) photobleaching: prolonged excitation of the specimen causes a reduction in the intensity of the emitted light. These cases produce dark regions in the cell that lead to incomplete detections of the cell shape.

An initial estimate of the location for the cell wall boundary is obtained using the fluorescence image. Due to the influence of the microscope point spread function, the likelihood of classifying a pixel as an object (pollen tube) pixel follows a Gaussian distribution, centered on the expected brightness of the detected region \(\mu_{\text{body}}\). Consequently, the likelihood
of a pixel belonging to the object boundary increases as the pixel intensity approaches the lowest cut-off value of the segmented pixels belonging to the pollen tube. We propose that the intensities of the pixels along the cell wall should satisfy the following distribution:

$$P_{cw}^l(i \in \text{border}) = \frac{1}{\sqrt{2\pi}\sigma_{\text{body}}} e^{-0.5 \left( \frac{d(i) - \mu_{\text{wall}}}{\sigma_{\text{body}}} \right)^2} \quad (2)$$

where $\mu_{\text{body}}$ and $\sigma_{\text{body}}$ are the mean and standard deviation of the pixel intensities in cytoplasm region (as detected by the initial segmentation), and $\mu_{\text{wall}} = \min(I_{\text{body}}) - \sigma_{\text{body}}$. This limit focuses the search of the cell wall region to those pixels whose intensities are close to the threshold of the initial segmentation.

To initialize the search space for the cell wall, we consider two possibilities: incomplete vs. complete initial segmentations. These two are highlighted in Figure 3. The classification of the initial segmentation is important in deciding whether shape estimation is needed. The initial segmentation is classified using the following criterion:

$$C_{\text{init}} = \begin{cases} \text{incomplete} & R_{\text{equation}(1)}^2 < 0.90 \\ \text{complete} & \text{Otherwise} \end{cases} \quad (3)$$

where $C_{\text{init}} = \{ (x, y) \}$ is the contour of the initial segmentation and $R_{\text{equation}(1)}^2$ is the r-squared value derived from fitting equation (1) to $C_{\text{init}}$. $R_{\text{equation}(1)}^2 = 1 - \frac{\sum_i ((y(x) - \bar{y}(x))^2 + (s(x) - \bar{s}(x))^2)}{\sum_i ((y(x) - \bar{y}(x))^2 + (s(x) - \bar{s}(x))^2)}$. $(\bar{x}, \bar{y})$ are the modeled contour points from equation (1) and $(x, y)$ are the mean of the data points $(x, y)$ respectively.

If the initial segmentation does not satisfy equation (1) (as in Figure 3(a)), then there are parts of the cell that were not captured by segmenting the fluorescence image. This region is most likely the cylindrical part of the cell, since it is this region that suffers from the issues mentioned above. Since we have equations to describe what a complete pollen tube should look like, we can estimate the missing parts of the cell and complete its geometry. Let the points $\rho = \{ \rho_1, \rho_2 \}$ represent the line of symmetry of the detected shape after the initial segmentation. The best predictor of the shape of the cylinder is either a linear function (for a straight pollen tube) or an exponential function (for a curved tube):

$$f_{\text{sym}}(\rho, w) = \begin{cases} w_1 \rho_1 + w_2 \rho_2 + w_3 = 0 & \text{if } R_{\text{lin}}^2 \geq R_{\text{exp}}^2 \\ w_1 e^{w_2 \rho_1} + w_3 e^{w_4 \rho_1} - \rho_2 = 0 & \text{Otherwise} \end{cases} \quad (4)$$

where $R_{\text{lin}}^2$ is the R-squared value obtained by fitting either the linear or exponential function to the line of symmetry of the cell shape. Using equation (4), the estimated optimal location of the cell wall is obtained using:

$$P_{\text{shape}}^C(i) = \frac{1}{\sqrt{2\pi}\sigma_m} e^{-0.5 \left( \frac{d(i, f_{\text{sym}}(\rho, w)) - C_{\text{shape}}}{\sigma_m} \right)^2} \quad (5)$$

where $d(i, f_{\text{sym}})$ is the distance of pixel $i$ from the line of symmetry $f_{\text{sym}}$, $C_{\text{shape}}$ is the radius of the cylindrical part of the cell. $\sigma_m = \frac{\omega}{2}$ where $\omega$ is the radius of the search space within which the cell boundary is expected to be found. This is a user-defined parameter.

If the initial segmentation is complete according to equation (1), then the search space is a band of pixels around the object contour that are within a distance of $\omega$ pixels from the object contour. The search space follows the contour of the initial segmentation as shown in Figure 3b and is described by the equation:

$$P_{\text{shape}}^C(i) = \frac{1}{\sqrt{2\pi}\sigma_m} e^{-0.5 \left( \frac{d(i, C_{\text{init}}) - C_{\text{shape}}}{\sigma_m} \right)^2} \quad (6)$$

where $C_{\text{shape}}$ is the contour of the initial segmentation and $d(i, C_{\text{init}})$ is the distance of point $i$ to the contour $C_{\text{init}}$. For subsequent images in the video sequence, $P_{\text{shape}}^C$ will be updated based on the motion of individual contour points between consecutive segmentations. This process is described in Section II-E.

Combining equations (2), (5) and (6) gives:

$$P_{cw} = P_{cw}^l \times P_{\text{shape}}^C, \quad P_{\text{shape}} = \begin{cases} P_{\text{shape}}^C & \text{If complete} \\ P_{\text{shape}}^C & \text{Otherwise} \end{cases} \quad (7)$$

which indicates the most likely location for the cell wall in the image. Shape estimation (equation (5)) is beneficial to the final result when the initial segmentation is incomplete.

C. Fused Edge Indicator Function (FEIF)

A fused edge indicator function is obtained by combining the result of equation (7) with the gradient-magnitude of the brightfield image. Brightfield images are formed by capturing the intensity of transmitted light through a specimen. The amount of light transmitted through a particular region depends on the refractive index of that region. The refractive index ($\eta$) of a material is the ratio of the speed of light in vacuum ($c$) to the speed of light in the material ($v$): $\eta = c/v$. Regions of the sample with relatively high refractive indices (cell wall, mitochondria, golgi body, nucleus, etc)
Fig. 4. Transformation of the search space around the contour of an object into a 2D grid for easy searching: [Left] Search space (gray region) for the final segmentation showing 6 seams $s_j$ (blue - red) out of many. The points belonging to the same seam are equidistant from the inside curve $g_{in}$. Measurement points lie in a normal direction between the inside and outside curves. [Right] Search space after transformation. Each column represents a seam and each row is a set of measurements from the inside of the space to the outside. The first row has measurements from the start point and the last column has measurements from the end point. Each colored line represents one of many potential segmentations.

will absorb more energy than regions with lower refractive indices (cytosol, media). This causes pixels associated with the former regions to be darker than their surroundings in the image. Since these cytosolic bodies are not necessarily touching, the cell body becomes crowded with edges due to changes in the amount of transmitted light in adjacent patches. At the cell wall/boundary, we would expect to see a contiguous region of dark pixels surrounding the object. However, the orientation of the light source affects the occurrence of this contiguous region. In some images, the cell has a region of lower-intensity pixels on one side, and a region of higher-intensity pixels on the other side. Both regions have high gradients, but one is a minima while the other is a maxima region in intensity. As such, thresholding the image for either one of these regions will not yield a complete cell boundary.

Utilizing the localization estimate from equation (7) serves two purposes: (1) eliminate the false edges found within the cell due to changes in the refractive indices of adjacent patches; (2) emphasize/reinforce the edges that are along the cell boundary. We propose the following fused edge indicator function based on the model suggested by [27]:

$$ h = \frac{1}{1 + (P_{CW})_n \|
abla (G_\sigma \ast I) \|} $$

where $\ast$ is the convolution operation, $G_\sigma$ is a Gaussian smoothing function, $\sigma$ is its standard deviation, and $(\bullet)_n$ is a normalization function such that $(\bullet)_n \in [0,1]$. This normalization ensures that only the gradients in the undesired regions are attenuated.

D. Detecting The Cell Boundary

The final object segmentation is obtained by finding the line of least energy in the search space starting from one end of the cylindrical part to the other end. In [25] we used level set evolution [10] to find this contour. Parameters for curve evolution were chosen to ensure that the function terminated within the search space. Here we present a new and faster method of obtaining the cell contour using the well known seam carving method [26], which has been widely used for image retargeting by removing (or adding) an optimal 1D vertical or horizontal path of pixels in an image. The authors add that this solution can be obtained using either dynamic programming or graph cut. We shall present a brief summary of the seam carving method and show how the segmentation task restructured as a seam carving problem.

Consider an image $I$ of size $(p \times q)$. A vertical path/seam $(\theta_j \in \Theta = \{\theta_1, \ldots, \theta_n\})$ through $I$ is a collection of pixel locations of length $p$ from the top of the image to the bottom of the image with only one pixel from each row [26], i.e. $\theta_j = [(x(j), j)]_{j=1}^p : |x(j) - x(j + 1)| \leq 1$. To reduce the number of columns in image $I$ by 1, we have to remove a vertical seam/path. The targeted seam ($\theta^*$) is the seam that has the lowest energy, i.e.

$$ \theta^* = \arg \min_{\theta} E(\theta) $$

where $E$ is an appropriate energy function.

A global solution to equation (9) can be obtained using the following scheme: starting from the second row of $I$ and for each pixel, check the 8-connected neighbors in the previous row and add the value of the smallest neighbor to the current pixel value. Repeat this procedure up to and including the last row. The smallest value of the last row denotes the seam with the smallest energy. Back-track from this location to the first row, noting the visited locations. The list of locations constitutes the global solution of equation (9).

For our segmentation problem, we are looking for a path of pixels from specified start/end positions that belong to the contour of the cell. This path/contour will have the smallest cost among all available contours. This problem can be recast as a seam carving problem with the following adaptations: 1) since the cell always intersects with the edges of the field-of-view, we use these locations to define start/end positions for the object contour. These positions have the same length (determined by the width of the initial search space) and correspond to the top/bottom of the path needed in seam carving (see Figure 4); 2) we use a transformation $\Psi : (i, j) \rightarrow (\kappa, \lambda)$ to convert the search space to a homogenous region where the
seam carving method can be applied. $\Psi$ is defined as:

$$
\Psi : (i, j) \rightarrow (\kappa, \lambda) : \begin{cases}
\kappa = d_{\perp}(i, j), g_{in} \\
\lambda = d(i, j), \text{start point}
\end{cases}
$$

(10)

where $\kappa$ is the perpendicular distance ($d_{\perp}$) of point $(i, j)$ from the curve $g_{in}$. This signifies traversing the search space from the inside contour to the outside contour in a normal direction and is represented by the different colors and measurement symbols in Figure 4. $\lambda$ denotes the distance of a point from the starting point of the curve that this point belongs to, i.e. $\lambda$ signifies traversing the search space from start point to end point. $H(\kappa, \lambda)$ holds the pixel value from position $(i, j)$ of the FEIF $(h)$.

Similar to seam carving, let $\chi_{j}$ be the set of vertical seams of length $\lambda$ in the transformed search space $H$. The seam with least energy is found by minimizing the following equation (similar to equation (9)):

$$
\chi^{*} = \arg \min_{\chi} \sum_{j=1}^{N} H(\chi_{j})
$$

(11)

We can now use dynamic programming to solve equation (11) for the optimal contour in $H$.

E. Updating the Search Space (Wall Location Estimates)

The above segmentation procedure holds for groups of images where each group contains one fluorescence and one brightfield image. In Section II-B the initialization of $P_{shape}$ forms a uniform region around the observed initial segmentation (see Figure 3). While frames from a video sequence can be segmented independently of each other according to the above procedure, there is some additional benefit of knowing that the images are from the same video sequence, i.e. using past segmentations to aid in future segmentations. Over time, the search space should incorporate previous data but also anticipate future growth trends based on immediately observed data. In this section, we discuss methods of updating the search space during video segmentation.

The search space is updated based on an accumulation of previous segmentations and the motion vectors between the two most recent segmentations. This combination allows the space to emphasize the locations of previous segmentations while also adjusting for the next segmentation. This is expressed as a weighted sum:

$$
P_{shape} = (1 - \omega)P_{next} + \omega P_{emph}
$$

(12)

where $\omega \in [0, 1]$ is a weighting term. In our experiments, we set $\omega = 0.9$ which emphasizes the previously registered segmentation locations (including the current segmentation) as the candidates for the next segmentation. $P_{emph}$ contains a history of the previous segmentations. This history is captured in a voting space, $V$, which accumulates the votes that each pixel location has received as belonging to the cell contour. After each segmentation, the votes of the pixel locations that belong to the contour are incremented by 1. $V$ is used in the search space as:

$$
P_{emph} = P_{prev} ((G_{\sigma} \ast V)_{\sigma} + 0.5)
$$

(13)

where $G_{\sigma}$ is a smoothing Gaussian, $(\bullet)_{\sigma}$ is a normalization such that $(\bullet)_{0} \in [0, 1]$. The above equation amplifies the locations that have received more than half the votes at each iteration and attenuates those locations that have received less than half the votes. This strategy eventually eliminates less visited locations.

To anticipate the next segmentation region, the search space uses the motion vectors between the previous two segmentations ($\chi^{t-1}$ and $\chi^{t}$) [28]. The intuition for this development is that if a location has moved a distance of $D$ pixels, then we expect its next location to be centered $D$ pixels from the current location and moving in the same direction. The motion vectors are computed in the normal direction to $\chi^{t-1}$.

$$
P_{next}(i) = e^{-0.5 \frac{(d(i, \chi') - D_{n})^{2}}{\sigma_{n}^{2}}}
$$

(14)

where $d(i, \chi')$ is the distance between point $i$ and the curve $\chi'$, $D \in \{\text{motion vectors along } \chi'\}$ and $j$ is the index of the point on $\chi'$ that is closest to point $i$. This function creates a Gaussian search space around the expected segmentation of the next image: a predicted segmentation region. Combining the above equation with equation (13) updates the search space according to equation (12). This updated search space is used in segmenting the next image. Algorithm 1 outlines the pseudo-code of the video segmentation method.

III. EXPERIMENTAL RESULTS

A. Datasets

There are seven bi-modal datasets of growing pollen tube videos used in this study. These videos are used to perform 10 experiments to demonstrate the strength of our method in obtaining new segmentations that are either close to (Exp. 1-7) or far from (Exp. 8-10) the previous segmentations. Table III gives some properties of each video and the analysis sampling rate for each experiment. The acquisition rate column indicates the microscope waiting time between consecutive pairs of fluorescence and brightfield images.
The sampling time indicates the time between analyzed images (not processing time). Each dataset consists of a fluorescence video and a brightfield video of the same pollen tube. Each dataset is made during an experiment by taking successive fluorescence and brightfield images at each imaging time point. These images are then made into videos, one for each modality and the two videos make up the dataset. The images are of size $512 \times 512$ pixels (Exp. 1 - 6) and $512 \times 200$ pixels (Exp. 7) with a pixel scale of $0.0582 \mu m/pixel$ and were obtained using a Leica confocal microscope. In the analysis, image dimensions greater than 256 were resized to 256, i.e. $(512 \times 512) \rightarrow (256 \times 256)$ and $(512 \times 200) \rightarrow (256 \times 200)$.

As listed in Section II-B, fluorescence microscopy suffers from certain problems that give rise to an incomplete image of the pollen tube (Figure 5). These include the absence of fluorescent markers in certain regions of the cytoplasm as well as loss of intensity due to over-exposure to light from prolonged imaging. The experiments chosen in this study are representative of these cases. In Experiments 1, 3 and 6, the fluorescence videos show a complete pollen tube. Experiments 2, 4 and 5 have incomplete shapes in the fluorescence videos. These experiments also show that the cell can significantly change its shape over time. These changes would be difficult to track using shape models like Active Appearance Models [16] that will require user intervention to learn the new shape.

### B. Performance Metrics

The proposed method and other segmentation algorithms are tested on experimental videos of growing pollen tubes.

#### TABLE III

**Properties of the Experimental Videos**

<table>
<thead>
<tr>
<th>Exp. #</th>
<th>Acquisition rate [sec/frame]</th>
<th>Duration [sec]</th>
<th># of frames</th>
<th>Sampling time [sec]</th>
<th># Analyzed frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.00</td>
<td>501.00</td>
<td>167</td>
<td>3.00</td>
<td>167</td>
</tr>
<tr>
<td>2</td>
<td>3.00</td>
<td>459.00</td>
<td>153</td>
<td>3.00</td>
<td>153</td>
</tr>
<tr>
<td>3</td>
<td>3.00</td>
<td>228.00</td>
<td>76</td>
<td>3.00</td>
<td>76</td>
</tr>
<tr>
<td>4</td>
<td>3.00</td>
<td>228.00</td>
<td>89</td>
<td>3.00</td>
<td>89</td>
</tr>
<tr>
<td>5</td>
<td>3.00</td>
<td>228.00</td>
<td>184</td>
<td>3.00</td>
<td>184</td>
</tr>
<tr>
<td>6</td>
<td>3.00</td>
<td>228.00</td>
<td>98</td>
<td>3.00</td>
<td>98</td>
</tr>
<tr>
<td>7</td>
<td>0.14</td>
<td>58.80</td>
<td>424</td>
<td>0.42</td>
<td>141</td>
</tr>
</tbody>
</table>

The accuracy of each segmentation is computed using the following two metrics:

\[
Error = \frac{1}{N_c} \sum_i d(C_i^o, G^o) + \frac{1}{N_g} \sum_i d(G_i^o, C^o)
\]  

\[
Dc = \frac{2|C \cap G|}{|C| + |G|}
\]

where $C$ and $G$ are binary masks for the segmented and groundtruth cell regions respectively, $C^o$ and $G^o$ are the contours of the segmented and groundtruth regions respectively. $N_c$ and $N_g$ are the lengths of the segmented and groundtruth contours, and $d(i, j)$ is the distance of point $i$ to contour $j$.

In equation (15a) the first term determines how close the segmented contour is to the groundtruth contour, and the second term measures how close the groundtruth contour is to the segmented contour. Thus a segmentation with a lower Error value is more accurate than one with a higher value. The groundtruth masks (G) are obtained by manual drawing using ImageJ software [29]. The Dice coefficient (Dc) in equation (15b) measures the degree of overlap between the segmentation mask (C) and the groundtruth mask (G).

### C. Experiments and Discussion

We perform segmentation using three algorithms (graph cut, seam carving and level set) under two conditions: with temporal considerations (feedback) and without temporal considerations (based on individual images). Table IV gives a description of the symbols used in Figure 7. Methods (B, C) use the proposed fusion and feedback, method (D) uses the proposed fusion without feedback, and methods (F, G) do not.
use fusion or feedback. The results of each method are shown in Figure 7. The following color codes and abbreviations are used: (green, GC) the result of graph cut; (blue) the proposed method; (red, cLS) the result of level set on the FEIF [25]; (black, LS) the result of level set [10] on a brightfield image; (yellow, RG) the result of region growing on a brightfield image.

The level set based methods (C, E, F) were set to terminate after 2000 iterations or when the change in the area of the segmented region is less than 5%. This change is determined after every $10^6$ iteration during the segmentation.

1) Sample Detailed Results: Figure 6 shows sample images and results from Experiment #10 for the proposed method (B) as well as updates for the search space. Frame 11 is the second frame used for initialization of the search space (Section II-B) that is used to compute the segmentation (up black arrow). The segmentation from this frame is used to update the voting space (down, blue arrow) as well as compute motion vectors that are used to update the search space for the next segmentation (right, blue arrow). Subsequent frames will use updated search spaces. The next analyzed image (Frame 21) uses the updated search space for shape detection and the resulting segmentation is used to update voting space and the next search space. Between Frames 21 and 61, the voting space shows shifting of the left border of the cell which indicates both growth and a correction of the local segmentation. The search space at Frame 101 shows two focus regions at the tip. The first is caused by immediate increase in motion vectors in the tip region and the second is due to previous segmentations in that region. This highlights the predictive attributes of the search space. The voting space in Frame 351 shows strong cell walls in the cylindrical region because previous segmentations have been in these particular regions. The tip is not as bright, indicating that these locations do not have as much historical evidence as the cylindrical regions. Also, some translation occurred during the growth sequence and this is reflected by the left-shift in the voting space at the base of the cell.

2) Results Without Feedback: (See Figure 7). Methods (D, E) do not use feedback, but use the proposed fusion technique. As such, each image is segmented independently and the initialization step (with or without shape estimation) is performed for every image. These methods generally show lower average error and higher Dice coefficients than their counterparts using temporal information (B, C) as demonstrated in Figure 7. However method (D) has a significantly lower processing time compared to method (E).

3) Results With Feedback: (See Figure 7). The result for the proposed fusion and feedback mechanism is indicated by method (B). Experiments 3, 6, 7 and 10 show significant difference between temporal and non-temporal based methods. In Experiments 3 and 6, the pollen tube is growing straight with some turning at the end. The fluorescence images show complete pollen tubes, but the brightfield images show diminishing edge contrast at the cell wall. The non-temporal methods are unaffected since their search spaces have a broader impact region compared to those generated through temporal updates (see search space image in Figure 6, Frame 11 vs. Frames 61, 101, 351). Even though the Error values for method B are higher than the other methods for these experiments, the Dice coefficients indicate that the segmented regions from method B are close to the groundtruth regions.

Experiments 7 and 10 (same video, but different sampling time) highlight the strength of the proposed feedback method. This video shows a growing pollen tube that turns and continues growing. The fluorescence images initially show an almost complete pollen tube, but gets worse over the course of the video and the brightfield images initially show some regions of weak edges at the tip region. Method (B) is able to adapt to the changing growth criteria while the other methods show significantly higher errors. Furthermore, the Dice coefficients also show that the area of the proposed method closely agrees with the groundtruth while the other methods do not. (Figure 7(b), column 7). Methods (C and D) fail because the shape estimation process expects a straight pollen tube due to the orientation of the fluorescence region during the course of the video. An incorrect region is selected as the search space which leads to poor results.

4) Processing Time: From Figure 8(b) the median processing time for the proposed method (1.491 seconds) is below
Fig. 7. Boxplot of experimental results. (A - G) are described at the beginning of Section III-C. (a) Box plot of the Error of each segmentation method for the experiments listed in Table III. (b) Dice coefficient for each segmentation methods per experiment.

Fig. 8. Run time statistics for the segmentation methods. (a) Number of iterations required for the level set based methods (C, E, F). Median values are 400, 370 and 1115 iterations respectively. (b) Processing time per image for each algorithm over all experiments. Processing time was recorded on a 2.6GHz Intel core i5 laptop with 8GB of RAM.

the sampling time between consecutive imaging points in most of the experiments (3 sec). The standard deviation in the processing time is 0.4 seconds. Thus, this method can be applied during experimental imaging if the time between consecutive images is on average > 3 seconds. (mean + 3σ: Assuming a Gaussian distribution, a sampling time ≥ 2.691 seconds should account for at least 99% of processing times).

5) Sample Results: Figure 9 shows sample images from Experiment 1. In this sequence, the fluorescence video always has a complete cell shape, so the benefits of shape estimation are not evident. The brightfield images have a region of low gradient magnitudes in the tip region which causes the level set method (E) and region growing (F) methods to bleed out of the field of view (hence low Dice scores in Figure 7(b)). In particular, the failure of level set (E) and region growing (F) methods is significant since they do not benefit from the proposed fusion process. The proposed fusion method amplifies the weak gradients in the cell region and accurate segmentations are obtained. This situation occurs in Experiments 3, 6 and 8 where the fluorescence images show complete cell shapes.

Figure 10 shows sample results from Experiment #7. The fluorescence images show incomplete pollen tubes at the beginning of the video, which gets worse towards the end
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Fig. 9. Sample images from Experiment #7 showing the results of selected segmentation methods. Blue, method B (proposed); Red, method C; Cyan, method D; Magenta, method E. The color code matches Figure 7. The top row shows the pair of fluorescence and brightfield images for the indicated Frame number, and the bottom row shows the results of segmentation overlaid on the brightfield image. This represents the case were all fusion methods perform well.

Fig. 10. Sample images from Experiment #7 showing the results of selected segmentation methods. The top row shows the pair of fluorescence and brightfield images for the indicated Frame number, and the bottom row shows the results of segmentation overlaid on the brightfield image. The color code matches Figure 7. Without temporal updates, most of the methods fail and bleed out. The proposed method with temporal update (Blue) is able to adjust to the growth behavior.

Fig. 11. Sample results from Experiment 2 showing results with (and without) the proposed fusion method (lower right) and the method by Tarabalka et al. [24] (lower left). Blue = proposed method, Magenta = [25], Orange = level set without fusion. The top row shows the corresponding fluorescence and brightfield images.

of the video. These produce incomplete segmentations for graph cut (method A) and are the reason for its low accuracy shown in Figure 7a. As such, the segmentation greatly benefits from the initial shape estimation and fusion processes. The brightfield images have strong edges. There is also a shift in the orientation of the cell during the course of the video with respect to the initial orientation. The proposed method B is able to adapt to the changing growth behavior while the other methods that rely entirely on shape estimation fail.

6) Comparison With Other Methods: Figure 11 shows sample images from the comparison of our fusion method with that of Tarabalka et al. [24], which is a graph cut based method with spatio-temporal constraints for shape growth or shrinkage. In this case, the constraints on the modalities is that the result for the fluorescence image should be included in that of the brightfield image. The intensities in the brightfield image corresponding to the foreground of the fluorescence image are similar to some background intensities, hence their inclusion in the final segmentation. As shown, our fusion method performs better because we are searching for pixels belonging to a boundary, not pixels belonging to a region.

IV. CONCLUSIONS

We described a dynamic method for fusing information from two different image modalities (fluorescence and brightfield) to achieve a unified segmentation of a growing pollen tube. The fusion leverages the localization abilities of fluorescence images and, together with shape estimation, enhances edges in the brightfield Image. Shape estimation is made possible by understanding the 2D shape of the pollen tube and creating a search space in the image plane within which the cell boundary will be found. Given that there are many such candidates for the cell boundary, the optimal boundary is found by minimizing the energy of the curve from one end of the shape
to the other. During video segmentation, we perform updates of the search space based on the current segmentation and motion vectors between the last two segmentations. With this update, the method no longer has to perform shape verification since this is relegated to the initialization phase. Experimental results show that the proposed boundary detection scheme with feedback is more robust to changing growth dynamics compared to those that only rely on shape estimation. Also, in the search for the best contour, seam carving-based segmentation was faster than level set based methods. In general, fusing both modalities lead to better segmentation than without fusion.
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