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Off-chip interconnects for integrated circuits (ICs) today induce a diverse design space, spanning

many different applications that require transmission of data at various bandwidths, latencies and link

lengths. Off-chip interconnect design solutions are also variously sensitive to system performance, power

and cost metrics, while also having a strong impact on these metrics. The costs associated with off-chip

interconnects include die area, package (PKG) and printed circuit board (PCB) area, technology and bill of

materials (BOM). Choices made regarding off-chip interconnects are fundamental to product definition,

architecture, design implementation and technology enablement. Given their cross-layer impact, it is

imperative that a cross-layer approach be employed to architect and analyze off-chip interconnects up front,

so that a top-down design flow can comprehend the cross-layer impacts and correctly assess the system

xix



performance, power and cost tradeoffs for off-chip interconnects. Chip architects are not exposed to all

the tradeoffs at the physical and circuit implementation or technology layers, and often lack the tools to

accurately assess off-chip interconnects. Furthermore, the collaterals needed for a detailed analysis are

often lacking when the chip is architected; these include circuit design and layout, PKG and PCB layout,

and physical floorplan and implementation.

To address the need for a framework that enables architects to assess the system-level impact of

off-chip interconnects, this thesis presents power-area-timing (PAT) models for off-chip interconnects,

optimization and planning tools with the appropriate abstraction using these PAT models, and die/PKG/PCB

co-design methods that help expose the off-chip interconnect cross-layer metrics to the die/PKG/PCB

design flows. Together, these models, tools and methods enable cross-layer optimization that allows for

a top-down definition and exploration of the design space and helps converge on the correct off-chip

interconnect implementation and technology choice. The tools presented cover off-chip memory interfaces

for mobile and server products, silicon photonic interfaces, 2.5D silicon interposers and 3D through-silicon

vias (TSVs). The goal of the cross-layer framework is to assess the key metrics of the interconnect (such as

timing, latency, active/idle/sleep power, and area/cost) at an appropriate level of abstraction by being able

to do this across layers of the design flow. In additional to signal interconnect, this thesis also explores the

need for such cross-layer pathfinding for power distribution networks (PDN), where the system-on-chip

(SoC) floorplan and pinmap must be optimized before the collateral layouts for PDN analysis are ready.

Altogether, the developed cross-layer pathfinding methodology for off-chip interconnects enables

more rapid and thorough exploration of a vast design space of off-chip parallel and serial links, inter-die

and inter-chiplet links and silicon photonics. Such exploration will pave the way for off-chip interconnect

technology enablement that is optimized for system needs. The basis of the framework can be extended to

cover other interconnect technology as well, since it fundamentally relates to system-level metrics that are

common to all off-chip interconnects.
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Chapter 1

Need for Cross-Layer Off-Chip

Interconnect Optimization and

Exploration

Ever-increasing compute requirements have led to a consequent increase in off-chip interconnect

bandwidth. Power and cost considerations have led to various advancements in interconnect technology

to address this need for higher bandwidths. These include advanced signaling schemes on traditional

interconnect on a printed circuit board (PCB), 2.5D and 3D interconnect technology, and silicon photonic

interconnects. The tradeoffs for performance, power and cost of off-chip interconnects are often complex

and subtle, involving various layers of abstraction in the design flow to help assess them. At the same

time, the tradeoffs are so fundamental for system metrics and architecture that they must be considered

up front in the design cycle of a chip. This requires new enablement of system-level pathfinding for

off-chip interconnects, to allow reasonably accurate assessment of system-level metrics early in the design

cycle. System-level pathfinding requires a framework wherein the key cross-layer aspects of the off-chip

interconnect are modeled and exposed at a suitable level of abstraction. Such a framework would allow

architects to model and optimize the off-chip interconnect based on the system needs of performance,

power and cost. The key metrics for the off-chip interconnect include (i) timing, latency and bandwidth to

1



evaluate system performance; (ii) active, idle and sleep currents and supply voltage to evaluate system

power; and (iii) die area, die technology, bump and ball cost, package (PKG) and PCB area, stackup

and bill of materials (BOM) cost to evaluate system cost. In addition, thermal and power distribution

network (PDN) considerations are additional metrics that are important. Evaluating these metrics requires

a cross-layer model and assessment, as they are dependent on the architecture, design, implementation and

technology of the off-chip interconnects.

This thesis presents the models, tools and methods to address the need for cross-layer off-chip

interconnect optimization and exploration. The models include Power-Area-Timing (PAT) and PDN

impedance models. The tools and methods presented use such models for the key metrics for the off-chip

interconnect enumerated above at a suitable level of abstraction such that the model captures the key

tradeoffs within the physical design, circuit design and technology layers, while still being able to assess

the metrics without the detailed collaterals of design and layout of the die, PKG and PCB. The modeling

methods presented here employ various techniques to achieve the suitable level of abstraction, including

directed graphs, analytical models, lookup tables, metamodeling and machine learning techniques. The

tools include optimization tools and planning tools, including stand-alone excel frameworks, scripts to

assist existing flows, including place-and-route (P&R) and floorplanning, global optimizers, and application

program interfaces (APIs) that allow for easy integration into higher-level simulators. These tools integrate

into die, PKG and PCB design flows for floorplanning, package bump and ball planning and assignment,

interface and PDN definition, and interconnect technology exploration. As described below, the chapters

of this thesis cover different types of interconnects, the cross-layer challenges that each present, as well as

the tools and methods built to address these challenges and enable off-chip interconnect optimization and

exploration.

Shown in Figure 1.1 is the organization and scope of the chapters of this thesis. The columns show

the various interconnect types studied, including memory interconnect, 2.5D, 3D, photonic interconnect,

as well as PDN which forms a key piece of the connections off-chip. The rows show the system-level

metrics and considerations covered, including PPA+Cost (power, performance, area and cost), thermal,

HW/SW (hardware/software) co-design for off-chip interconnects, and die/PKG/PCB co-design. These

are the key system-level metrics and considerations impacted by off-chip interconnect, including the need
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for co-design of the system-on-chip (SoC) with the PKG/PCB and runtime considerations for off-chip

interconnects. Runtime considerations for off-chip interconnect include off-chip bandwidth and latency

management at runtime, workload allocation, and thermal and PDN mitigation techniques. Die/PKG/PCB

co-design is strongly connected with off-chip interconnect as the interactions between the three respective

design flows largely involve off-chip interconnect definition and design.

Various aspects of the cross-layer pathfinding framework for off-chip interconnect tie in with

die/PKG/PCB co-design. Floorplanning and pin planning, including bumps and balls, are key aspects

that define the top-down configuration, including the bandwidth, capacity/loading, latency, bus width,

signaling and clocking. The interconnect technology is also a key die/PKG/PCB co-design aspect, as

the technology roadmap for the PKG and PCB drive the interface definition. In addition to the signal

interconnect, PDN exploration is crucial, as a large part of the PKG and PCB are dedicated for PDN.

Figure 1.2 shows the design flows for SoC, PKG and PCB. The portion highlighted in yellow is where the

methods and tools presented in this thesis fit and enable die/PKG/PCB co-design. The SoC flow covers

an RTL (register-transfer level) to GDS (graphic data system) type flow, with the architecture definition

having been made before the RTL definition. The PKG and PCB flows start from the technology and size

definition and industrial design. The tools and methods in this thesis aid in connecting the dots between

the three flows, especially from architecture to pinmap, floorplanning and PKG/PCB definition. They

consider the key system metrics that affect die/PKG/PCB co-design, including the thermal, signal and

power integrity impact, in addition to performance, power, area and cost.

Chapter 2 describes a tool that enables memory interface exploration. Specifically, the chapter

presents CACTI-IO, an extension to CACTI [171] that includes power, area, and timing models for the

IO and PHY of the off-chip memory interface for various server and mobile configurations. CACTI-IO

enables design space exploration of the off-chip IO along with the DRAM and cache parameters. We

describe the models added and four case studies that use CACTI-IO to study the tradeoffs between memory

capacity, bandwidth, and power. The case studies show that CACTI-IO helps (i) provide IO power numbers

that can be fed into a system simulator for accurate power calculations; (ii) optimize off-chip configurations

including the bus width, number of ranks, memory data width, and off-chip bus frequency, especially for

novel buffer-based topologies; and (iii) enable architects to quickly explore new interconnect technologies,
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Thesis Overview

System Metric

Interconnect Types

Memory 2.5D 3D Photonic PDN

Die/PKG/PCB 

Co-Design

4 6 8

PPA+Cost 2, 3, 4 6 7 5 8

Thermal 6 5

HW/SW 

Co-Design

2, 4 6 5

Mapping of Thesis Chapters to System Metrics and Interconnect Types

Figure 1.1: Organization of this thesis.

1

Die/PKG/PCB Co-design

Figure 1.2: Die/PKG/PCB co-design and pathfinding.
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including 3D interconnect. We find that buffers on board and 3D technologies offer an attractive design

space involving power, bandwidth, and capacity when appropriate interconnect parameters are deployed.

Chapter 3 includes an early work focused on mobile memory interfaces that connect the SoC to

the SDRAM (Synchronous Dynamic Random Access Memory). A variety of interconnect technologies

and standards (dual inline memory modules (DIMMs), multi-chip package (MCP), package on package

(POP), stacked-die and 3D-stack) enable a controller integrated circuit (IC) to communicate with an

external SDRAM, or with multiple SDRAMs over a shared interconnect. Low-power requirements have

driven mobile controllers to mobile-SDRAM low-power double data rate (LPDDR) memory solutions.

However, LPDDR configurations do not scale to match the throughput and capacity requirements of

mobile processors, or of emerging tablet products that bring new and divergent tradeoffs among memory

subsystem metrics. As a result, identifying the memory configuration best suited to a given mobile

application becomes quite challenging. This chapter considers some of the basic methods and approaches

to enable a cross-layer framework for mobile memory interfaces. We highlight considerations that apply

when choosing a particular memory configuration for a mobile processor based on capacity, throughput,

latency, power, cost and thermal concerns. Further, we distinguish various choices according to interconnect

implementation and performance, including power and timing in the IO and interconnect. To do this, we

develop a three-part framework: (i) driving questions in the form of a decision tree; (ii) a calculator that

projects power and timing for mobile IO implementations; and (iii) propagated top-down requirements and

bottom-up capabilities that distinguish interconnect implementations.

Historically, server designers have opted for simple memory systems by picking one of a few

commoditized DDR memory products. We are already witnessing a major upheaval in the off-chip memory

hierarchy, with the introduction of many new memory products – buffer-on-board (BoB), latency-reduced

DIMM (LRDIMM), hybrid memory cube (HMC), high bandwidth memory (HBM), and non-volatile

memories (NVMs) to name a few. Chapter 4 extends CACTI-IO to custom memory solutions for server

designs. We use the resulting capability to explore and define two new memory solutions: (i) we introduce

a new relay-on-board chip that partitions a DDR channel into multiple cascaded channels; and (ii) we

design a custom DIMM to reduce energy and improve performance, where the data channel is split into

three narrow parallel channels and the on-DIMM interconnects are operated at a lower frequency. In
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addition, this allows us to design a two-tier error protection strategy that reduces data transfers on the

interconnect. The cascaded channel and narrow channel architectures serve as case studies for the new

tool, and show the potential for benefit from re-organizing basic memory interconnects.

Chapter 5 considers cross-layer floorplan optimization for silicon photonic NoCs (PNoCs). Many-

core chip architectures are now feasible, but the power consumption of electrical networks-on-chip does

not scale well. PNoCs are more scalable and power efficient, but floorplan optimization is challenging.

Prior work optimizes PNoC floorplans through simultaneous P&R, but does not address cross-layer

effects that span optical and electrical boundaries, chip thermal profiles, or effects of job scheduling

policies. This chapter proposes a more comprehensive, cross-layer optimization of the silicon PNoC

and core cluster floorplan. Our simultaneous placement (locations of router groups and core clusters)

and routing (waveguide layout) considers scheduling policy, thermal tuning, and heterogeneity in chip

power profiles. The core of our optimizer is a mixed integer-linear programming (MILP) formulation that

minimizes NoC power, including (i) laser source power due to propagation, bend and crossing losses;

(ii) electrical and electrical-optical-electrical conversion power; and (iii) thermal tuning power. Our

experiments vary numbers of cores, optical data rate per wavelength, number of waveguides and other

parameters to investigate scalability and tradeoffs through a large design space. We demonstrate how the

optimal floorplan changes with cross-layer awareness: metrics of interest such as optimal waveguide length

or thermal tuning power change significantly (up to 4X) based on power and utilization levels of cores,

chip and cluster aspect ratio, and laser source sharing mechanism. Exploration of a large solution space is

achieved with reasonable runtimes, and is perfectly parallelizable. Our optimizer thus affords designers

with more accurate, cross-layer chip planning decision support to accelerate adoption of PNoC-based

solutions.

Chapter 6 describes a cross-layer co-optimization methodology for 2.5D interconnects. 2.5D

integration technology is gaining attention and popularity in manycore computing system design. 2.5D

systems integrate homogeneous or heterogeneous chiplets in a flexible and cost-effective way. The design

choices of 2.5D systems impact overall system performance, manufacturing cost, and thermal feasibility.

This chapter proposes a cross-layer co-optimization methodology for 2.5D systems. We jointly optimize

the network topology and chiplet placement across logical, physical and circuit layers to improve system
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performance, reduce manufacturing cost, and lower operating temperature, while ensuring thermal safety

and routability. A key aspect of the co-optimization methodology is the inter-chiplet routing optimization

based on an MILP that optimizes the link lengths and also accommodates a new type of link called a

gas-station.

Chapter 7 considers 3D interconnect and clocking. 3D interconnect between two dies can span

a wide range of bandwidths and region areas, depending on the application, partitioning of the dies, die

size, and floorplan. We explore the concept of dividing such an interconnect into local clusters, each

with a cluster clock. We combine such clustering with a choice of three clock synchronization schemes

(synchronous, source-synchronous, asynchronous) and study impacts on power, area and timing of the

clock tree, data path and 3DIO. We build a model for the power, area and timing as a function of key system

requirements and constraints: total bandwidth, region area, number of clusters, clock synchronization

scheme, and 3DIO frequency. Such a model enables architects to perform pathfinding exploration of

clocking and IO power, area and bandwidth optimization for 3D integration.

Chapter 8 focuses on the PDN, which is a critical component in modern SoC designs. With the

rapid development in applications, the quality of PDN, especially package (PKG) PDN, determines whether

a sufficient amount of power can be delivered to critical computing blocks. In conventional PKG design,

PDN design typically takes multiple weeks including many manual iterations for optimization. Also, there

is a large discrepancy between (i) quick simulation tools used for quick PDN quality assessment during

the design phase; and (ii) the golden extraction tool used for signoff. This discrepancy may introduce

more iterations. In this work, we propose a learning-based methodology to perform PKG PDN quality

assessment both before layout (when only bump/ball maps, but no package routing, are available) and after

layout (when routing is completed but no signoff analysis has been launched). Our contributions include

(i) identification of important parameters to estimate the achievable PKG PDN quality in terms of bump

inductance; (ii) the avoidance of unnecessary manual trial and error overheads in PKG PDN design; and

(iii) more accurate design-phase PKG PDN quality assessment. We validate accuracy of our predictive

models on PKG designs from industry.

Chapter 9 summarizes the thesis and provides directions for future research enabled and motivated

by this thesis.
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Chapter 2

Tools that Enable Interconnect Search and

Power-Area-Timing Optimization

Cross-layer pathfinding for off-chip interconnects requires interconnect exploration during the

architecture definition of the design. The early exploration of off-chip interconnects is critical, as they are

bottlenecks for key system metrics of performance, power and cost of the die, package and PCB. However,

the performance, power and cost of off-chip interconnects are determined by circuit and physical layer

analyses, which are often quite hard to comprehend by system architects. This makes it very important

to build tools that enable architects to search over the off-chip interconnect solution space, and optimize

interconnect power-area-timing tradeoffs. Such tools would need to expose the cross-layer analyses, while

still maintaining the right level of abstraction suitable for pathfinding by architects.

In this chapter, we explore and present a tool that helps achieve this goal - namely, CACTI-IO,

which has been integrated into the CACTI toolkit [171].

2.1 Introduction

The interface to the DRAM (Dynamic Random Access Memory), including the PHY, I/O circuit

(IO), and interconnect, is becoming increasingly important for the performance and power of the memory

subsystem [73, 112, 91, 108, 233, 196]. As capacities scale faster than memory densities [59], there
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is an ever-increasing need to support a larger number of memory dies, especially for high-end server

systems [195], often raising cooling costs. Mobile systems can afford to use multi-chip package (MCP)

or stacked-die point-to-point memory configurations; by contrast, servers have traditionally relied on a

dual-inline memory module (DIMM) to support larger capacities. With modern server memory sizes

exceeding 1 TB, the contribution of memory power can reach 30-57% of total server power [196], with a

sizable fraction (up to 50% in some systems) coming from the off-chip interconnect. The memory interface

incurs performance bottlenecks due to challenges with interface bandwidth and latency. The bandwidth of

the interface is limited by (i) the data rate, owing to the DRAM interface timing closure, signal integrity

over the interconnect, and limitations of source-synchronous signaling [103, 50], and (ii) the width of the

bus, which is often limited by size and the cost of package pins.

CACTI [171] is an analytical memory modeling tool which can calculate delay, power, area,

and cycle time for various memory technologies. For a given set of input parameters, the tool performs

a detailed design space exploration across different array organizations and on-chip interconnects, and

outputs a design that meets the input constraints. CACTI-D [139] is an extension of CACTI with on-chip

DRAM models.

Target 
Bandwidth

Capacity, 
DRAM and 

Configuration

Interconnect 
and 

Technology

Off-Chip 
Power/

Area/Timing 
Models

Exploration in 
CACTI-IO

Full System 
Simulator

Optimal 
On-chip and 

Off-chip 
Configuration

On-chip + Off-
chip System 
Power and 

Peformance

Figure 2.1: CACTI-IO: Off-chip modeling and exploration within CACTI.
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In this chapter we describe CACTI-IO [58], an extension to CACTI, illustrated in Figure 2.1.

CACTI-IO allows the user to describe the configuration(s) of interest, including the capacity and organiza-

tion of the memory dies, target bandwidth, and interconnect parameters. CACTI-IO includes analytical

models for the interface power, including suitable lookup tables for some of the analog components in

the PHY. It also includes voltage and timing uncertainty models that help relate parameters that affect

power and timing. Voltage and timing budgets are traditionally used by interface designers to begin

building components of the interface [26, 103, 122, 101] and budget the eye diagram between the DRAM,

interconnect, and the controller as shown in Figure 2.2. The Eye Mask represents the portion of the eye

budgeted for the Rx (receiver). The setup/hold slacks and noise margins represent the budgets for the

interconnect and the T x (transmitter).

Tbit = Tck/2

Setup Slack Hold SlackEye Mask

Noise Margin to Vhigh

Noise Margin to Vlow

Figure 2.2: Memory interface eye diagram for voltage and noise budgets.

Final optimization of the IO circuit, off-chip configuration, and signaling parameters requires

detailed design of circuits along with SPICE analysis, including detailed signal integrity and power integrity

analyses; this can take months for a new design [103]. CACTI-IO is not a substitute for detailed analyses,

but rather serves as a quick estimate for the system architect to enable the right tradeoffs between the large

number of non-trivial IO and off-chip parameters. Up-front identification of the off-chip design space at an

architectural level is crucial for driving next-generation memory interface design.
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The main objectives for the CACTI-IO tool are as follows.

(1) Obtain IO power numbers for different topologies and modes of operation that can be

fed into a full-system simulator. The tradeoffs between performance, power, and capacity in the memory

subsystem are non-trivial [163, 139], but previous studies often do not explore alternatives to a standard

DDR3 configuration for the memory interface. Furthermore, most modeling tools, including McPAT [78]

and DRAMSIM [149], do not model the interface power and timing, and have no visibility into the details

of the PHY and IO. CACTI-IO provides IO power numbers for Read, Write, Idle (only clock active), and

Sleep modes that can easily be integrated into a system simulator. This enables architects to compare

on-chip and off-chip sources of power across modes.

(2) Enable co-optimization of off-chip and on-chip power and performance, especially for

new off-chip topologies. Historically, off-chip parameters (i.e., signaling properties and circuit parameters)

have been limited to standardized configurations including DIMMs, with operating voltage, frequency,

data rates, and IO parameters strictly governed by standards. A major drawback and design limiter –

especially when operating at high frequencies – in this simplistic design context is the number of DIMMs

that can be connected to a channel. This often limits memory capacity, creating a memory wall. Recent

large enterprise servers and multicore processors instead use one or more intermediate buffers to expand

capacity and alleviate signal integrity issues. Such a design still adheres to DRAM standards but has

more flexibility with respect to the interconnect architecture that connects memory and compute modules,

including serial interfaces between the buffer and the CPU. While current and future memory system

capacity and performance greatly depend on various IO choices, to date there is no systematic way to

identify the optimal off-chip topology that meets a specific design goal, including capacity and bandwidth.

CACTI-IO provides a way for architects to systematically optimize IO choices in conjunction with the

rest of the memory architecture. Below, we illustrate how CACTI-IO can help optimize a number of

off-chip parameters – number of ranks (fanout on the data bus), memory data width, bus frequency, supply

voltage, address bus fanout, and bus width – for given capacity and bandwidth requirements. CACTI-IO

can also be used to evaluate the number of buffers needed in complex, high-end memory configurations,

along with their associated overheads.

(3) Enable exploration of emerging memory technologies. With the advent of new interconnect
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and memory technologies, including 3D TSS (through-silicon stacking) based interconnect being proposed

for DRAM [66] as well as new memory technologies such as MRAM (magnetic RAM) and PCRAM

(phase-change RAM) [113], architects are exploring novel memory architectures involving special off-chip

caches and write buffers to filter writes or reduce write overhead. Most emerging alternatives to DRAM

suffer from high write energy or low write endurance. The use of additional buffers plays a critical role

in such off-chip caches, and there is a need to explore the changing on-chip and off-chip design space.

When designing new off-chip configurations, many new tradeoffs arise based on the choice of off-chip

interconnect, termination type, number of fanouts, operating frequency and interface type (serial vs.

parallel). CACTI-IO provides flexible baseline IO models that can be easily tailored to new technologies

and used to explore tradeoffs at a system-level.

In summary, the key contributions of this chapter are:

• Models for power, area, and timing of the IO, PHY, and interconnect for server and mobile configu-

rations;

• CACTI-IO, an extension to CACTI that includes these models; and

• Four industry-driven case studies that use CACTI-IO to optimize parameters of the off-chip topology,

including the number of ranks and memory data width.

In the remainder of this chapter, Section 2.2 describes the interface models, including those for

power, voltage margins, timing margins, and area. Section 2.3 describes how the models can be ported for

a different technology. Section 2.4 shows comparisons of the model against SPICE. Section 2.5 presents

CACTI-IO using four case studies, showing a summary of the power and timing as well as optimal off-chip

configurations. Section 2.6 summarizes our conclusions.

2.2 IO, PHY, and Interconnect Models

In this section, we give complete details of the IO, PHY, and interconnect models included in

CACTI-IO. Power and timing models for interconnect and terminations have been well-documented and

validated over the years [26, 4, 13]. Our goal here is to show the framework of the baseline models, which

can then be adapted to any customized configuration needed, including new interconnect technologies.
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2.2.1 Power Models

Power is calculated for four different modes: WRITE (peak activity during WRITE), READ (peak

activity during READ), Idle (no data activity, but clock is enabled and terminations are on), and Sleep

(clock and terminations are disabled, in addition to no data activity). The mode of the off-chip interconnect

can be chosen by setting the iostate input parameter to W (WRITE), R (READ), I (IDLE) or S (SLEEP).

CACTI-IO off-chip power models include the following.

(1) Dynamic IO Power. The switching power at the load capacitances is described in Equation

(2.1), where Npins is the number of signal pins; Dc is the duty cycle when the link is enabled; α is the

activity factor for the signal switching (number of 0 to 1 transitions per clock period, i.e., α = 1 for a clock

signal); i denotes various nodes along the interconnect, with possibly different swings in a terminated or

low-swing scheme; CTotali is the capacitance at node i; Vswi is the swing of the signal at node i; Vdd is the

supply voltage; and f is the frequency of operation.

Pdyn = NpinsDcα(∑
i

CTotaliVswi)Vdd f (2.1)

(2) Interconnect Power. The power dissipated on the interconnect (Pdyn interconnect) is given by

Equation (2.2). Energy/bit (E interconnect
bit ) is given by Equation (2.3), where Z0 is the characteristic impedance

of the line, tL is the flight time (time taken for the signal to traverse the line length), and tb is the bit period.

For high-end servers, generally 2tL > tb since the interconnect is long, while for mobile configurations,

generally 2tL < tb. For an FR-4 based interconnect used on printed circuit boards, tL is approximately 180

ps/inch. The interconnect is generally modeled as a transmission line when tL > tr/3 (tr is the rise-time of

the signal), unlike an on-die RC network [4].

Pdyn interconnect = NpinsDcαE interconnect
bit f (2.2)

E interconnect
bit =


tLVswVdd

Z0
if 2tL ≤ tb

tbVswVdd
Z0

if 2tL > tb

(2.3)

(3) Termination Power. The IO termination power is provided for various termination options,
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including unterminated (as used in LPDDR2 and Wide-IO), center-tap (as used in DDR3), VDDQ (as in

DDR4), and differential terminations (as used in M-XDR). The voltage swing set by the terminations is

fed into the dynamic power equation described in Equation (2.1).

The termination power is then calculated for source and far-end terminations. Pterm ol is the

termination power when the line is driven to 0 (Vol), and Pterm oh is the termination power when the line

is driven to 1 (Voh). The average power is reported assuming that 0 and 1 are equiprobable during peak

activity. Vdd is the supply voltage, VT T is the termination voltage and RT T is the termination resistance.

Pterm oh = (Vdd−VT T )(Voh−VT T )/RT T (2.4)

Pterm ol =VT T (VT T −Vol)/RT T (2.5)

Pavg = (Pterm oh +Pterm ol)/2 (2.6)

PTotavg term = ∑Pavg (2.7)

Terminations are used to improve signal integrity and achieve higher speeds, and the values depend

on the interconnect length as well as the frequency or timing requirements. Terminations on the DQ (data)

bus typically use an ODT (on-die termination) scheme, while those on the CA (command-address) bus

use a fly-by termination scheme to the multiple loads. Figures 2.3 and 2.4 show the DDR3 DQ and CA

termination schemes along with the static current consumed by them as used in Micron’s power calculator

[220].

(i) Unterminated. No termination power.

(ii) Center-tap termination, as in DDR3. The DQ WRITE, DQ READ, and CA powers are

described in Equations (2.8) - (2.10) respectively. RON is the driver impedance, RT T 1 and RT T 2 are the

effective termination impedance of the used and unused ranks, respectively. R|| is the effective impedance

of both the ranks seen together. For the CA case, RT T is the effective fly-by termination. RS1 and RS2 are

the series resistors used for better signal integrity.
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Figure 2.3: DDR3 DQ dual-rank termination.

PDQ Term =
V 2

dd
4
·
(

1
RT T 1

+
1

RT T 2
+

1
RON +R||

)
(2.8)
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Figure 2.4: DDR3 CA termination.

PDQ Term =
V 2

dd
4
·

(
1

RT T 1
+

1
RT T 2

+
1

RON +RS1 +Rread
||

)
(2.9)

PCA Term =
V 2

dd
4
·
(

1
50+RT T

)
(2.10)

CACTI-IO calculates the voltage swing as follows. This calculation feeds into the dynamic power

calculation of Equation (2.1). The swing is calculated at the two loads and on the line as shown in Figure

2.3 for both WRITE and READ modes.

WRITE:

Vsw−line =
Vdd ·R||

(RON +R||)
(2.11)

Vsw−load1 =
Vdd ·RT T 1(RS2 +RT T 2)

(RS1 +RT T 1 +RS2 +RT T 2)(RON +R||)
(2.12)
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Vsw−load2 =
Vdd ·RT T 2(RS1 +RT T 1)

(RS1 +RT T 1 +RS2 +RT T 2)(RON +R||)
(2.13)

where R|| = (RT T 1 +RS1)||(RT T 2 +RS2) (2.14)

READ:

Vsw−line =
Vdd ·Rread

||

(RON +RS1 +Rread
|| )

(2.15)

Vsw−load1 =
Vdd ·RT T 1(RS2 +RT T 2)

(RT T 1 +RS2 +RT T 2)(RON +RS1 +Rread
|| )

(2.16)

Vsw−load2 =
Vdd ·RT T 2RT T 1

(RT T 1 +RS2 +RT T 2)(RON +RS1 +Rread
|| )

(2.17)

where Rread
|| = (RT T 1)||(RT T 2 +RS2) (2.18)

(iii) Differential termination for low-swing differential interfaces. The power for a typical

differential termination scheme is as follows.

Pdi f f term = 2 ·VddVsw/RT T (2.19)

In some cases, differential low-swing transmitter circuits could use a small voltage-regulated supply to

generate a voltage-mode output [233]. In such a situation, the termination power would be one half of the

value given in Equation (2.19).

(iv) VDDQ and VSSQ terminations. We next present a power equation for a VDDQ-termination

for DDR4 [178] and LPDDR3 [214]. The DDR4 and LPDDR3 specifications use a VDDQ termination

scheme [207], i.e., a single termination resistor connected to the VDDQ supply. This is similar to other

POD (pseudo-open-drain) schemes used by JEDEC [207]. The equations for the voltage swing for such a
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termination scheme are the same as for DDR3 above in Equations (2.11) - (2.18). However, the signal is

referenced to VDDQ rather than VDDQ/2, resulting in the power equation of Equation (2.20), where R|| is

calculated for WRITE and READ modes similar to the DDR3 DQ case (Equations (2.14) and (2.18)). The

power shown in Equation (2.20) assumes 50% 0’s and 50% 1’s on the line. It must be noted that driving a

1 in this case results in no termination power. The CA termination would be similar to the DDR3 fly-by

scheme.

PDQ Term = 0.5 ·V 2
dd ·
(

1
RON +R||

)
(2.20)

Termination schemes that are VDDQ or VSSQ terminated can benefit from significant idle power reductions

by idling the bus at the same polarity of the termination. LPDDR3 supports the unterminated, full-swing

interface as well.

(4) PHY Power. The PHY includes analog and digital components used to retime the IO signals

on the interface. A wide range of implementations [73, 112, 91, 108, 33, 144] exist for the PHY that vary

in power and are fine-tuned to specific design requirements. Currently, the user can change the inputs

for the PHY power based on a specific implementation. Tables 2.1 and 2.2 respectively show the active

dynamic power per bit and static power for the entire PHY of an example PHY implementation for a x128

3D configuration. The building blocks are representative of typical PHY components [73, 112, 91, 108,

33, 144]. Table 2.3 shows the dynamic and static power for an example DDR3-1600 PHY. At lower data

rates, certain components are not required, indicated by N/A in Tables 2.1 and 2.2.

The building blocks listed include blocks that typically retime a source-synchronous interface

using a forwarded clock scheme [26]. The Datapath refers to the data transmit path until the input to the

IO T x and the data receive path after the IO Rx. The Phase Rotator is a delay element used to generate

a T/4 delay to center-align the data-strobe (DQS) with respect to the data (DQ) pins. It could be a DLL

or any other delay element that meets the requirements on the edge placement error (Terror) described in

Section 2.2. The Clock Tree is the local clock-tree within the PHY that distributes the clock to all the

bit lanes. The Rx refers to the IO receiver, which typically consumes some static power for DDR3 SSTL

(stub-series terminated logic), owing to a pseudo-differential Vre f based receiver first stage. Some PHY

implementations have a Duty Cycle Correction that corrects duty-cycle distortion, Deskewing that reduces
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static skew offsets, Write/Read Leveling that lines up the various data byte lanes with the fly-by clock and

a PLL dedicated for the memory interface. The static skew (Tskew setup, Tskew hold) on the interface and the

duty-cycle distortion (TDCD) can be reduced if the PHY implements a deskewing scheme and a duty-cycle

corrector.

Specific implementations could have other blocks not listed here, but the framework supports easy

definition of dynamic and static active and idle power for each of the building blocks. Each building block

in the PHY has an idle and sleep state, similar to the IO. CACTI-IO provides these PHY parameters for

a few standard configurations included within it. If a new PHY architecture is being investigated, the

architect will have to work with the PHY datasheet or IP provider to obtain the model inputs. Frequency

scaling can be implemented suitably by going into idle and sleep states for the various blocks based on the

frequency of operation. These blocks often have wakeup times when entering active mode from idle and

sleep modes, and these wakeup times can be modeled within CACTI-IO. Table 2.4 shows example wakeup

times for the building blocks in the PHY. The wakeup times fall into a few broad categories:

• Closed loop blocks need large (order of µseconds) wakeup times to lock the loop. Sometimes designs

try to optimize lock times but tradeoffs with loop dynamics and jitter performance need careful

consideration [96].

• Mixed-signal or analog blocks may need bias setup times, which could range from µseconds to few

nanoseconds, depending on the type of bias (e.g., a bandgap or a self-referenced receiver).

• Digital settings on mixed-signal blocks, e.g., delay line settings or voltage reference settings could

change from active to idle and sleep modes. Changing these often requires settling time on the order

of a few nanoseconds.

• Digital datapaths may need clock synchronization during frequency changes, and this could cause a

wakeup time of a few clock cycles.

The wakeup time reported by CACTI-IO can be used by a system simulator to take into account the latency

associated with such frequency scaling.

The above four components of the IO and PHY power are combined as follows, according to the

mode of the interface.
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Table 2.1: PHY active dynamic power per bit for 3D configurations.

Building Block Dynamic Power (mW/Gbps)
500 Mbps 1 Gbps 2 Gbps

Datapath 0.1 0.2 0.5
Phase Rotator N/A 0.1 0.2

Clock Tree 0.05 0.2 0.4
Duty Cycle Correction N/A N/A 0.05

Deskewing N/A N/A 0.1
PLL N/A N/A 0.1

Table 2.2: PHY static power for a x128 3D configuration.

Building Block Static Power (mW)
500 Mbps 1 Gbps 2 Gbps

Phase Rotator N/A 1 10
PLL N/A N/A 5

Table 2.3: PHY dynamic power per bit and static power for a x64 DDR3-1600.

Building Block Dynamic Power Static Power
(mW/Gbps) (mW)

Datapath 0.5 0
Phase Rotator 0.01 10

Clock Tree 0.05 0
Rx 0.5 10

Duty Cycle Correction 0.05 0
Deskewing 0.1 0

Write/Read Leveling 0.05 0
PLL 0.05 10

Table 2.4: PHY wakeup times from sleep and idle modes.

Building Block Sleep to Idle to
Active Active

PLL 10 µs 0
Phase Rotator 5 µs 0

Rx 2 µs 2 ns
Bandgap 10 µs 0

Deskewing 3 ns 0
V re f Generator 0.5 µs 0

WRITE or READ:

PTotal Active = Pdyn +Pdyn interconnect +Pterm +Pstatic/bias (2.21)

IDLE:
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PTotal Idle = Pterm +Pstatic/bias +Pdyn clock (2.22)

SLEEP:

PSleep = Pleakage (2.23)

The duty cycle spent in each mode can be specified using the duty cycle input parameter.

2.2.2 Voltage and Timing Margins

The minimum achievable clock period Tck depends on the voltage and timing budgets (i.e., eye

diagram and/or BER (bit error rate) compliance).

Traditionally, the memory interface budgets have been based on a worst-case analysis approach

shown in Figure 2.2, where the budgets are divided between the DRAM, the interconnect, and the controller

chip or SoC (system-on-chip). With increasing speeds there is a need for a statistical analysis approach

similar to serial links [15] during detailed design analysis. However, for architectural exploration, we

continue to use worst-case budgets in our initial framework, with the option of accounting for optimism or

pessimism based on prior correlation between the two approaches, or with measurements. This correlation

factor also helps address different BER requirements for server DIMM modules that include error correction

(ECC) schemes [103, 195, 123].

(1) Timing budgets. The key interface timing equations are based on DRAM AC timing parame-

ters in the JEDEC specification [177, 213]. There are nuances to the system timing based on the controller

and PHY design, but most rely on measuring setup and hold slacks to ensure positive margins.

It is interesting to note that while the DQ bus is DDR in almost all DRAMs today, the CA bus is

mostly SDR (single data rate), except for LPDDR2 and LPDDR3 where the CA bus is DDR [177, 213]. In

addition, the CA bus provides an option for 2T (two clock cycles) and 3T (three clock cycles) timing to

relax the requirements when heavily loaded. This is done since the CA bus is typically shared across all

memories in the DIMM.

The jitter on the interface is the true limiter of the timing budget, and optimizing the interface

for low jitter is the key challenge. The common sources of jitter include T x jitter, ISI (inter-symbol

interference), crosstalk, SSO (simultaneously switching outputs), supply noise, and Rx jitter [103].
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Jitter can be estimated from various deterministic (DJi) and random (RJi) sources as follows [103].

QBER is a Q-function at the desired BER [103], and σi is the standard deviation of the random source. The

user can calculate the jitter at the desired BER and enter it into Equations (2.27) - (2.38).

Tjitter = ∑
i

DJi +
√

∑
i

RJ2
i (2.24)

RJi = 2 ·QBER ·σi (2.25)

Tjitter(F0) = Tjitter avg +∑
i
(Tjitter(Fi = Fi0)−Tjitter avg) (2.26)

Here, factor Fi is a parameter that affects Tjitter [103]. F0 is the value of a set of factors Fi = Fi0 for which

we calculate the jitter, Tjitter(F0), as an estimate assuming there is no interaction between the factors Fi

[103]. This is done efficiently by running a Design of Experiments (DOE) for a set of orthogonal array

experiments as defined by the Taguchi method [103, 137]. Tjitter avg represents the average jitter from

all the experiments in the orthogonal array, while Tjitter(Fi = Fi0) represents the average jitter from all

experiments where Fi = Fi0. For cases where Fi0 is not part of the orthogonal array, a piecewise linear

approximation is employed.

The key interface timing equations are described below. Tjitter hold (resp. Tjitter setup) are the

half-cycle jitter for hold (resp. setup) between DQ and DQS, and Tjitter is the full-cycle jitter. Depending

on the implementation, either Tjitter setup or Tjitter hold may be quite small as the DQ and DQS track each

other from a common source clock in a forwarded clock scheme, but the other edge of the eye would

incur the half-cycle jitter. Terror is the edge placement error of the T/4 delay element, Tskew is the static

skew in the interface, and Trise/ f all(Vre f−>VIH/IL) is the rise/fall time at the Rx input from Vre f (the switching

reference voltage) to VIH/IL (the Rx thresholds). TSoC hold and TSoC setup are the hold and setup times at the

SoC inputs during READ. TDCD−SoC is the DCD of the SoC clock output. Tcor margin is a correlation term

that allows the user to account for either a measurement correlation to the timing equations. The remaining

parameters in the equations below are JEDEC DRAM parameters [177, 213].
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(i) DQ-DQS WRITE:

(
Tck

4

)
−TDCD−SoC−Terror−Tjitter hold−Tskew hold >

TDHbase +Trise/ f all(Vre f−>VIH/IL)−Tcor margin

(2.27)

(
Tck

4

)
−Terror−Tjitter setup−Tskew setup >

TDSbase +Trise/ f all(Vre f−>VIH/IL)−Tcor margin

(2.28)

(ii) DQ-DQS READ:

TQSH/QSL−TDCD−SoC−Terror−Tjitter hold−Tskew hold

> TSoC hold−Tcor margin

(2.29)

(
Tck

4

)
−Terror−Tjitter setup−Tskew setup−TDQSQ

> TSoC setup−Tcor margin

(2.30)

(iii) CA-CLK (DDR for LPDDR2/3):

(
Tck

4

)
−TDCD−Terror−Tjitter hold−Tskew hold >

TIHbase +Trise/ f all(Vre f−>VIH/IL)−Tcor margin

(2.31)

(
Tck

4

)
−Terror−Tjitter setup−Tskew setup >

TISbase +Trise/ f all(Vre f−>VIH/IL)−Tcor margin

(2.32)

For DDR3 the CA interface is SDR, and the above timing is relaxed to a half-cycle, as follows:

(
Tck

2

)
−Tjitter hold−Tskew hold >

TIHbase +Trise/ f all(Vre f−>VIH/IL)−Tcor margin

(2.33)

The CA timing can be further relaxed if the 2T or 3T timing option is enabled in the DDR3 DRAM.
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2T:

Tck−Tjitter hold−Tskew hold >

TIHbase +Trise/ f all(Vre f−>VIH/IL)−Tcor margin

(2.34)

3T: (
3 ·Tck

2

)
−Tjitter hold−Tskew hold >

TIHbase +Trise/ f all(Vre f−>VIH/IL)−Tcor margin

(2.35)

The setup equations are similarly relaxed.

(iv) CLK and DQS:

(
Tck

2

)
−TDCD−Tjitter setup/hold +Tcor margin >

TCH/CL absTjitter < TJIT +Tcor margin

(2.36)

Tjitter hold +Tskew hold +TDCD <

(
Tck

2

)
−TDSH +Tcor margin (2.37)

Tjitter setup +Tskew setup <

(
Tck

2

)
−TDSS +Tcor margin (2.38)

(2) Voltage Budgets. A voltage budget can be developed for voltage margins as follows [26],

which once again is based on a worst-case analysis, where VN is the voltage noise, KN is the proportionality

coefficient for the proportional noise sources (that are proportional to the signal swing Vsw), VNI is the noise

due to independent noise sources and VM is the voltage margin. Crosstalk, ISI (inter-symbol interference),

and SSO (simultaneously switching outputs) are typical proportional noise sources [26], while the Rx-offset,

sensitivity, and independent supply noise are typical independent noise sources.

VN = KN ·Vsw +VNI (2.39)

KN = Kxtalk +KISI +KSSO (2.40)

VNI =VRx−o f f set +VRx−sens +Vsupply (2.41)
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VM =
Vsw

2
−VN (2.42)

A DOE analysis for the voltage noise coefficient, KN , can be performed in a similar manner as

described above for Tjitter.

2.2.3 Area Models

The area of the IO is modeled as shown below in Equation (2.43), where NIO is the number of

signals, f is the frequency, and RON and RT T 1 are the impedance of the IO driver and the on-die termination

circuit respectively as shown in Figure 2.3. A0, k0, k1, k2, and k3 are constants for a given technology and

design. They need to be fitted based on data from the PHY IP provider or datasheet.

AreaIO = NIO ·
(

A0 +
k0

min(RON ,2 ·RT T 1)

)
+

NIO ·
(

1
RON

)
· (k1 ∗ f + k2 ∗ f 2 + k3 ∗ f 3)

(2.43)

The area of the last stage of the driver is proportional to 1/RON or the drive current, and the

fanout in the IO for the predriver stages is proportional to f , the frequency of the interface, to reflect the

proportional edge rates needed based on the frequency. In the event that the on-die termination (2 ·RT T 1) is

smaller than RON , the driver size is determined by 1/(2 ·RT T 1). A0 is the fixed area of the rest of the IO,

which includes ESD protection.

The case studies in Sections 2.5.3 and 2.5.5 discuss area results and the importance to keep area in

mind when widening the bus. Further area tradeoffs of interest that can be explored using the tool can be

found in the technical report [209].

2.3 Technology Portability

The models described in Section 2.2 above are dependent on on-die as well as off-chip technology.

As with prior CACTI versions, the IO and off-chip parameters that scale with process technology are taken

from ITRS [202]. The underlying assumption is that the DRAM technology scales to meet the speed bin

that it supports [207], since if DRAM technology is scaled, the speed bin that the IO parameters belong to

are suitably scaled as well, including load capacitances (DRAM DQ pin capacitance (CDQ), DRAM CA
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pin capacitance (CCA)), and AC timing parameters in Equations (2.27) - (2.38). LPDDRx use different

technologies compared to DDRx to save leakage power, so their capacitances and timing parameters

are different from a DDRx memory of the same speed bin. Voltage also scales with DRAM technology,

typically when a DRAM standard changes, e.g., DDR2 used 1.8V IO supply voltage, while DDR3 uses

1.5V IO supply voltage [207]. Sometimes a lowered voltage specification is released as an addendum to a

standard, e.g., DDR3-L [207]. Shown below in Table 2.5 are a subset of DDR3 DRAM parameters based

on the speed bin.

If the user is interested in studying the impact of technology on a future memory standard, or a speed

bin that is yet undefined, to first order the timing parameters can be assumed to scale down linearly with

frequency.

Table 2.5: Technology scaling for DDR3.

Parameter Data rate (Mb/s)
800 1066 1600

vdd io (V) 1.5 1.5 1.5
c data max (pF) 3.0 3.0 2.3
c addr max (pF) 1.5 1.5 1.3

t ds base (ps) 75 25 10
t dh base (ps) 150 100 45

t dqsq (ps) 200 150 100

The SoC PHY power and timing parameters scale with the technology node of the SoC, but are far

more sensitive to the circuit architecture and analog components used to implement the design. It is hard to

provide simplistic scaling trends for these parameters. For a given design and architecture, it would be

possible to provide scaling power and timing for different technology nodes, but as speeds increase, the

design and architecture for the PHY and IO are optimized and/or redesigned for the higher speed. Various

design-specific trends for power and timing scaling with technology suggest around 20% scaling of analog

power from one technology node to the next, or from one speed bin to the next [112].

The area of the IO directly scales mostly with the thick-oxide device of the technology. The scaling

of the thick-oxide device typically does not keep pace with the core thin-oxide device as a consequence

of supply voltages for external standards and reliability concerns. The constants k0, k1, k2, and k3 scale

inversely with Idsat/µm of the thick-oxide device.
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Besides the parameters that scale with technology, the topology impacts the models for timing and

voltage noise. A suitable DOE is required to fit the jitter and voltage noise coefficients for a given topology

that defines the number of loads and interconnect length. When defining a topology other than the three

standard configurations, a DOE analysis (as shown in Section 2.4) needs to be performed to be able to port

the timing models for the channel.

The user can also add a new configuration into CACTI-IO to evaluate a future standard. For every

new technology, voltage and timing DOE will need to be run for the given loading, as described in Section

2.2.2. The IO area for a new technology can be obtained by curve fitting the constants in Equation (2.43)

using an IO datasheet. Guidance on how to modify the power models can be found in the technical report

[209].

2.4 Validation

We now discuss validation of the new analytical IO and off-chip models added in CACTI-IO. The

analytical power models are verified to be within 1-15% of SPICE results. Models that are based on a

lookup table, including the PHY power numbers, are valid by construction.

We first validate the power models for each DQ and CA bit line. Figures 2.5 and 2.6 show SPICE

vs. CACTI-IO for the termination power and total IO power of a single lane of DQ DDR3. Figure

2.5 indicates that the worst case error between SPICE and CACTI-IO is less than 1% across different

RT T 1 values (RON= 34 Ω for these cases). The total IO power shown in Figure 2.6 for three different

combinations of CDRAM, RT T 1 and Tf light shows a worst error of less than 14%.

Figures 2.7 and 2.8 show SPICE vs. model for the termination power and total IO power of a

single lane of CA DDR3 using a fly-by termination scheme. Figure 2.7 shows the termination power for

different RT T values (the fly-by termination shown in Figure 2.4), while Figure 2.8 shows the total IO

power for different numbers of loads or fly-by segments. Once again, the errors are similar to the DQ cases

above, with the termination power within 1% and the total IO power within 15%.

Figures 2.9 shows SPICE vs. model for the switching power (dynamic IO and interconnect power)

for DQ LPDDR2, where no terminations are used. In this scenario, the model is within 2% of the SPICE

simulation.
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Figure 2.5: DQ single-lane DDR3 termination power.
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Figure 2.6: DQ single-lane DDR3 total IO power.

To validate the power model for the entire interface, we compare it against measurements. Shown

in Figure 2.10 is measured vs. model power for LPDDR2 WRITE obtained from a typical memory interface

configuration for a 32-wide bus using a x32 LPDDR2 dual-rank DRAM. As can be seen, the model is
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Figure 2.7: CA single-lane DDR3 termination power.
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Figure 2.8: CA single-lane DDR3 total IO power.

within 5% of the measurement at the higher bandwidths. At lower bandwidths, power saving features make

it harder to model the power as accurately since the duty cycle between the READ/WRITE/IDLE/SLEEP

modes is harder to decipher. Here the error is within 15%.
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Figure 2.10: LPDDR2 WRITE measurement vs. model.
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Shown in Figure 2.11 are the results of an example DOE analysis on a sample channel for Tjitter.

The input factors (Fi in Equation 2.26) used here are RON , RT T 1 and CDRAM DQ. The simulations are

performed for 9 cases as indicated by the Taguchi array method explained in Section 2.2. JMP [208] is

then used to create a sensitivity profile. The table of values used for the Taguchi array and the sensitivity

profile are shown in Figure 2.11. The profile allows us to interpolate the input variables and predict Tjitter.

CACTI-IO uses the sensitivity profile to perform the interpolation.

Ron (Ω)  Rtt (Ω) 
Cdram 
(pF)  Pattern 

Tjitter 
(ps) 

34  30  1  −−−  45 

34  40  1.5  −00  40 

34  60  2  −++  66 

40  30  1.5  0−0  56 

40  40  2  00+  53 

40  60  1  0+−  40 

48  30  2  +−+  76 

48  40  1  +0−  47 

48  60  1.5  ‐‐0  80 

 

 

Figure 2.11: DOE analysis on a DDR3 channel.

2.5 CACTI-IO

CACTI-IO is an extended version of CACTI [171] that includes the models described in Section

2.2 above. CACTI-IO allows for a quick search of optimal IO configuration parameters that help optimize

power and performance of the IO along with the DRAM and cache subsystem.

CACTI has analytical models for all the basic building blocks of a memory [139]: decoder, sense-

amplifier, crossbar, on-chip wires, DRAM/SRAM cell, and latch. We extend it to include the off-chip
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models presented in this chapter. This requires modifying CACTI’s global on-chip interconnect to include

buffers at the PHY and drivers at the bank edge to connect to the IO circuit. Since all calculations are

based on the ITRS [202] technology parameters, the energy and delay values calculated by CACTI are

guaranteed to be mutually consistent. When a user inputs memory parameters and energy/delay constraints

into CACTI, the tool performs an exhaustive design space exploration involving different array sizes,

degrees of multiplexing, and interconnect choices to identify an optimal configuration. CACTI-IO is

capable of performing an additional search for off-chip parameters, including optimal number of ranks,

memory data width (x4, x8, x16 or x32 DRAMs), off-chip bus frequency, and bus width. This allows for

optimal tradeoffs between off-chip power, area, and timing.

We present four case studies: (i) high-capacity DDR3-based server configurations in Section 2.5.2;

(ii) 3D memory configurations for high-bandwidth systems in Section 2.5.3; (iii) BOOM (Buffered Output

On Module), a novel LPDDRx based configuration for servers [157] in Section 2.5.4; and (iv) a PCRAM

(Phase Change RAM) study showing separate READ and WRITE buses in Section 2.5.7. All comparisons

in the case studies are shown for one channel of the memory controller.

Table 2.6: Case Study 1: Summary of power for server configurations using x4 4Gbit DRAMs.

Configuration Capacity No. of DQ BW PIO PCPU−Buf PPHY Efficiency Efficiency·GB
(GB) loads (GB/s) (W) (W) (W) (GBps/W) (GB·GBps/W)

2 RDIMMs dual-rank 32 4 12.8 4.7 0.55 0.6 2.19 70.1
3 RDIMMs dual-rank 48 6 12.8 6.2 0.55 0.8 1.70 81.6

3 LRDIMMs dual-rank 48 2 12.8 4.86 3.2 0.8 1.44 69.12
3 LRDIMMs quad-rank 96 2x2d 12.8 5.1 3.2 0.8 1.41 135.4

w/ 2-die stack
BoB w/ 2 channels 64 4 25.6 10.8 0.34 1.2 2.07 132.5

2 dual-rank RDIMMs

Table 2.7: Case Study 2: Summary of power for 3D configurations.
Config. Capacity Freq. BWMAX IO Power PHY Power Efficiency IO Area Vddmin Eff.@Vddmin

(GB) (MHz) (GB/s) (W) (W) (GBps/W) (sq.mm.) (V) (GBps/W)
3D 4-die 2 290 37 0.9 0.06 38 1.5 1 54
3D 8-die 4 290 37 1.2 0.06 30 1.7 1.2 30

4x64 2 533 34 0.74 0.14 38 0.9 1.2 38
4x32 2 1066 34 0.84 0.44 27 0.7 1.2 27
HMC 2 350 176 2.96 0.29 56 6.0 0.85 100

The IO power shown in the case studies is the peak power during activity, except in Section 2.5.4

for the BOOM case study, where we show how CACTI-IO can project the total system power as a sum

of both IO and DRAM power and provide quick design-space exploration of both off-chip and on-chip
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Table 2.8: Case Study 3: Summary of power for BOOM configurations.

Configuration Capacity Freq. No. of DQ BW PIO PCPU−Buf PPHY Efficiency
(GB) (MHz) loads (GB/s) (W) (W) (W) (GBps/W)

x8 BOOM-N2-D-800 16 800 4 12.8 4.96 3.52 0.8 1.38
x8 BOOM-N4-L-400 32 400 4 12.8 2.51 3.52 0.4 2.0
x8 BOOM-N4-L-400 32 400 4 12.8 2.51 0.34 0.4 3.94
with serial bus to host

components together. The case studies show the variety of options the IO models provide, as well as the

achievable range of capacities and power efficiencies, making for interesting tradeoffs for the architect.

To further highlight the utility of CACTI-IO, we study two tradeoffs in more detail for the BOOM

designs: in Section 2.5.5 we discuss optimal fanout of the data bus, and in Section 2.5.6 we discuss the

optimal fanout of the address bus.

2.5.1 Simulation Methodology

For studies of the high-capacity DDR3 configurations and 3D configurations, we run the CACTI-

IO models stand-alone to provide IO power comparisons described in Sections 2.5.2 and 2.5.3 below. For

the BOOM cases, we use a multi-core simulator [217] built on top of PIN [88] to provide the activity

factor and idle-time information for multi-programmed workload mixes from SPLASH2 [152]. While

different benchmarks will yield different results, we expect that overall trends for IO and DRAM power

will remain stable. We model a 16-core processor with two memory controllers. Each controller has a

dedicated memory channel and each channel has four ranks. Number of reads, writes, activates, idle cycles,

and power down cycles from this simulation are fed into CACTI-IO to evaluate the DRAM as well as

IO energy averaged over the SPLASH2 benchmarks for the different BOOM configurations described in

Section 2.5.4.

2.5.2 High-capacity DDR3 Configurations

We compare several configurations shown in Table 2.6 for a x64 DDR3 memory channel; they all

use a DIMM. RDIMM refers to a Registered DIMM, where the command and address signals are buffered

to allow for increased capacity. A Load Reduced DIMM (LRDIMM) [215] has a buffer for both address

and data signals, allowing further increase in capacity at the cost of some data latency due to the buffering.

The quad-rank case shown for LRDIMM uses two dual-die packages (2x2d). The last configuration listed
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uses a Buffer-on-Board (BoB) from Intel [169] shown in Figure 2.12. In this configuration, the buffer is not

integrated into the DIMM, but is rather a stand-alone chip on the board. The buffer drives two RDIMMs

and has two channels (4 RDIMMs in all). While the interface between the RDIMM or LRDIMM and the

CPU remains a DDR3 bus, the interface between the BoB and CPU is a proprietary serial interface [169].
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Figure 2.12: BoB (Buffer-on-Board) [169].
All configurations shown in Table 2.6 use x4 4Gb memory devices. We study the interface to the

DRAM as the bottleneck in the system, and the timing on the interface between the buffer and the host

CPU is assumed not to be the limiting factor in the study. The table lists the power consumed due to the

IO on the DRAM interface (PIO), the PHYs (PPHY ), and the IO on the interface between the CPU and the

buffer (PCPU−Bu f ). For signals that are buffered, although the PIO reduces, PCPU−Bu f goes up as it accounts

for the buffered signal from the CPU to buffer. All configurations are assumed to operate at 800 MHz

(DDR3-1600) and 1.5 V. As can be seen from the table, the LRDIMM offers a 50% increase in capacity

(96 GB for a x64 channel) compared to the 3-RDIMM for a 17% decrease in efficiency. The product of

capacity and efficiency is the highest for LRDIMM, at 135.4 GB·GBps/W. The BoB configuration offers a

30% increase in capacity and a 2X bandwidth improvement over the 3-RDIMM with 23% better power

efficiency. Its product of capacity and efficiency is 132.5 GB·GBps/W.

This case study highlights the ability of CACTI-IO to calculate IO power numbers for various

configurations under consideration, and search for an optimal solution based on either total capacity

(3-LRDIMM with 2-die stack), or efficiency (2-RDIMM), or perhaps a very good balance between the two
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(BoB). The BoB design presents a novel means of increasing capacity using a buffer on the board, while

maintaining efficiency and low pin-count using a serial bus to the CPU with 2X the bandwidth (25.6 GB/s).

2.5.3 3D Stacking Using Wide-IO

In our second case study, we evaluate different 3D stacking configurations to maximize bandwidth.

The configurations chosen include a 3D TSS (Through Silicon Stack) 4-die 4Gb stacked DRAM with

4x128 channels [66], an 8-die stack with 4x128 channels, and narrower buses (4x64 and 4x32 as opposed

to 4x128) with same bandwidth, all of which connect to the CPU directly, exposing the die stack to the

external pin loading. We also include the Hybrid Memory Cube (HMC) proposed by Micron [6], wherein

the memory controller is included along with the DRAM stack, and connected by a 16x128 interconnect. A

serial interface is used to connect the HMC to the CPU. The HMC 1.0 specification [197] supports various

speeds (10, 12.5 and 15 Gb/s) for the serial link and supports a full-width (16 lanes) or half-width (8 lanes)

option for the number of lanes. There are either 4 or 8 such links depending on what aggregate bandwidth

is required. Since the serial interface can support up to 240 GB/s, it is assumed to not limit the bandwidth

of the memory access, and focus is on the 16x128 interconnect within the HMC. All configurations operate

at 1.2V [189]. The data-rate on the interface is limited by the DRAM timing and voltage parameters and

data-rates proposed for Wide-IO [189], although CACTI-IO predicts some changes from the proposed

data-rates based on the jitter sensitivity to loading and RON . Further, the HMC allows for opportunity to

explore timing and voltage optimization of the interface to the DRAM, as this is within the DRAM cube.

We explore this by relaxing the timing and voltage parameters by 20% for the HMC. This allows the HMC

to achieve better power efficiency compared to 3D TSS.

Table 2.7 shows the results for these configurations calculated by CACTI-IO. As can be seen, the

power efficiency varies by around 2X, with the HMC showing the highest efficiency (56 GBps/W), and a

3D stack using a 4x32 bus showing the lowest efficiency (27 GBps/W). A peak bandwidth of 176 GB/s for

16x128 channels is achieved for the HMC with a 4-die stack, a 4.76X improvement over the standard 3D

TSS stack in an external connection using 4x128 channels. The isolation provided by the HMC to the CPU

allows the bus to operate faster without the additional external loading.

The 4x64 and 4x32 cases shown in Table 2.7 represent narrower buses that achieve the same
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bandwidth. The PHY power (taken from Tables 2.1 and 2.2) goes up considerably for the x32 case since

the complexity increases at 1066 MHz; this leads to the poorest efficiency. CACTI-IO can furthermore

predict Vddmin based on the voltage noise parameters as described in Equations (2.39) - (2.42). The Vddmin

and the scaled efficiency at Vddmin are shown in Table 2.7. CACTI-IO predicts that the HMC can further

scale down to 0.85V and improve its efficiency to 100 GBps/W.

Table 2.7 also includes IO area comparison for the configurations shown, using the model discussed

in Equation (2.43). Of interest to note, is that for the narrower buses (4x64 and 4x32), the area decreases,

but not by a factor of 2x or 4x respectively. The additional area is to support the higher speed on the

narrower bus. The 8-die TSS incurs an area overhead to support the larger load.

As described in Section 2.3, it is also important to note that for the comparisons of 3D configura-

tions we modeled the voltage a timing budgets for a 3D interconnect based on running SPICE simulations

to extract the timing and voltage noise coefficients described in Section 2.2.2. CTotal , the load capacitance

and RON , the output impedance of the 3DIO are parameters that impact timing and voltage noise. They are

used to model Tjitter and KN as described in Section 2.2.2. The remaining timing parameters are from the

Wide-IO specification [189].

An important design consideration in 3D DRAM configurations is to architect the internal banks to

take best advantage of the improved off-chip bandwidth with the wider interface. Unlike traditional DDR

or LPDDR DRAM chips, HMC and Wide-IO memories employ a number of smaller banks to improve the

overall bandwidth. When modeling both on-chip and off-chip components in CACTI-IO, CACTI’s on-chip

design space exploration takes into account the latency of individual banks, and adjusts the internal bank

count to match the off-chip IO bandwidth.

This case study highlights the ability of CACTI-IO to calculate IO power and timing for a new

interconnect technology such as 3D, including the novel Hybrid Memory Cube. The baseline models

included in CACTI-IO can be configured for DDR3-based signaling as well as for 3D interconnect. We see

that CACTI-IO is able to identify the solution with the highest bandwidth and efficiency (HMC) and also

predict how much the efficiency would be affected when going from 4x128 to 4x64 or 4x32 due to PHY

power increase for the higher data rates. CACTI-IO is also able to calculate Vddmin for a given frequency

and loading, predicting a 1.8X improvement in power efficiency for the HMC.
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2.5.4 BOOM: LPDDRx for Servers

The BOOM (Buffered Output On Module) architecture [157] from Hewlett-Packard relies on a

buffer chip on the board that connects to lower-speed and lower-power LPDDRx memories. To match the

channel bandwidth, BOOM uses a wider DIMM-internal bus (from the buffer to the DRAMs) as shown in

Figure 2.13. Further, BOOM has the option of grouping multiple physical ranks into a single logical rank

[157]. BOOM can use commodity LPDDRx DRAMs with lower power, but achieves high bandwidth and

capacity through wider buses. As servers become more sensitive to memory subsystem power, BOOM

provides a valuable means for use of mobile DRAM to achieve better power efficiency while still meeting

server performance.

CPU

x64 DDR3

DQ @ 1600 Mb/s

CA @ 800 Mb/s

D
Q

 x
1

6

CA @ 400 Mb/s

x16 LPDDR2 

64 DRAMs, 4 ranks

256 wide DQ @ 400 Mb/s

BUFFER

Rank 1

Rank 2

Rank 3

Rank 4

Figure 2.13: BOOM-N4-L-400 configuration with x16 devices [157].

Table 2.8 summarizes the IO peak power for three BOOM configurations [157]. The power is

shown per memory channel (equivalent of a x64 DDR3 channel). A BOOM configuration is denoted

as BOOM-Nn-X-Y, where n is a ratio of the wider internal bus to the channel’s x64 bus, X is DRAM

type (D for DDR3 and L for LPDDR2) and Y is DRAM data rate (typically 1600/n Mb/s). All BOOM

configurations shown use x8 memories.
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Table 2.8 clearly shows a 2X improvement in IO power (PIO) from buffer to DRAM using LPDDRx

memories to achieve the same bandwidth when we compare BOOM-N2-D-800 (using DDR3 DRAM) and

BOOM-N4-L-400 (using LPDDR2 DRAM).

Additionally, BOOM offers the advantage of using a custom interface between the CPU host and

the buffer chip. Instead of a standard x64 DDR3 interface, a serial bus similar to the BoB [169] case in

Section 2.5.2 above can be used. This further improves the total efficiency by 2X, achieving a 2.85X

improvement in total power efficiency over a DDR3 design.

To highlight the ability of CACTI-IO to provide combined DRAM and IO power, we compare the

three BOOM configurations with respect to normalized energy in Figure 2.14.

The simulation methodology used to obtain the normalized energy is described in Section 2.5.1.

The total energy is broken down into the DRAM core power (Read, Write, Activate, Idle), the IO Active

power (Read and Write), and the IO Idle power (mainly due to terminations and the active clock). The

Precharge power is included in the Activate power. The total Idle power (also referred to as Background

power [157]) is got from adding the DRAM core Idle power and the IO Idle power.

We make the following observations.

• The IO power is a significant portion of the combined power (DRAM+IO): 59% for the DDR3-based

(BOOM-N2-D-800) configuration and 54% for the LPDDR2-based configuration (BOOM-N4-L-

400). When using a serial bus from the buffer to the host, the IO power for BOOM-N4-L-400

reduces to 27% of the total power.

• The IO Idle power is a very significant contributor. The BOOM-N4-L-400 design reduces the IO

Idle power by using LPDDR2 unterminated signaling, but since the BOOM configuration still relies

on a DDR3 type bus from the buffer to the host as shown in Figure 2.13, the IO Idle power for the

whole channel is still significant.

• Once the DRAM core becomes efficient, IO becomes a major contributor to the total power. Replac-

ing DDR3 memories with LPDDR2 alone is not as efficient as further reducing the IO Idle power

using a serial bus instead of a DDR3 style bus to the host. The BOOM-N4-L-400 design with a serial

host provides a 3.4X energy savings (DRAM+IO) over the BOOM-N2-D-800 design. While Table
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Figure 2.14: Normalized system (DRAM+IO) energy for BOOM configurations.

2.8 only compares the IO Active power, Figure 2.13 also accounts for IO Idle power and projects

total energy based on active and idle times. While the serial bus only provides a 2.85X savings in IO

Active power, it provides an 11X savings in IO Idle power when compared to the BOOM-N2-D-800

design.

• The number of power-down cycles is around 15% of the total cycles. More aggressive power-down

will help reduce the IO Idle power. Supply scaling is also an option at lower frequencies in the case

of BOOM-N4-L-400.

This case study highlights CACTI-IO’s ability to provide IO power numbers to a system simulator,

which can then provide valuable insight into total system power. Only combining the IO and DRAM

power brings out the right tradeoffs needed to further improve efficiency. The study also highlights how

CACTI-IO can be used to optimize a buffer-based topology such as BOOM, where IO choices including

bus frequency and width can make a 2.85X difference in IO Active power and nearly an 11X difference in

IO Idle power. Further, the need for aggressive power down depends on the off-chip configuration as well,
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and IO Idle power is a key factor in determining how to address the power-down mode.

2.5.5 Optimizing Fanout for the Data Bus

We now illustrate how one can calculate the optimal number of physical ranks in a BOOM

configuration to minimize IO power for a fixed capacity and bandwidth (BW ). The number of physical

ranks represents the fanout on the data bus. For this example, we assume that the memory density per

DRAM die is fixed.

If NR is the number of ranks, WB the bus width, WM the memory data-width, and f the data rate,

then [59]:

NR · (WB/WM) =Capacity (2.44)

WB ·2 f = BW (2.45)

Figure 2.15 shows the IO power as we vary the number of ranks to meet a capacity of 64 DRAMs and a

bandwidth of 12.8 GB/s for an LPDDR2 bus. The IO power varies for different bus frequencies f , as the

width of the bus and the memory data-widths vary to meet the conditions in Equations (2.44) - (2.45). The

memory data-width is chosen to be x4, x8, x16 or x32 for the LPDDRx memories. The number of ranks is

1, 2, 4 or 8. The bus width is x64, x128, x256 or x512, and the bus frequency is 800 MHz, 400 MHz, 200

MHz or 100 MHz.

As can be seen from Figure 2.15, the wider and slower LPDDR2 bus provides the lowest power. A

512-wide bus using x8 memories in a single-rank configuration running at 100 MHz consumes the lowest

power at 1.92 W, while a 64-wide bus using x8 memories in an eight-rank configuration running at 800

MHz consumes the highest power at 3.94 W. Also to be noted are the diminishing returns of scaling down

to a lower speed once the bus is scaled to 200 MHz, owing to high-impedance terminations. This frequency

at which termination is no longer needed depends on the interconnect length and the loading, which change

based on the topology and technology as determined by the jitter DOE analysis.

One of the downsides to having a wider and slower bus is the cost of area on the die, package,

and board. CACTI-IO predicts the impact on on-die area as we scale frequency and bus width to keep
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Figure 2.15: IO power vs. number of ranks for BOOM-LPDDR2.
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Figure 2.16: Area vs. frequency for a constant-bandwidth BOOM-LPDDR2.
the bandwidth constant. Shown in Figure 2.16 is the IO area vs. frequency for low fanouts (1 or 2 ranks)

in 28nm technology, such that total bandwidth is kept constant. Also shown is the Rout that is used in

Equation (2.43) to calculate the area. Wider buses result in a net increase in area even though they operate

at lower frequencies. In a buffer chip this may be acceptable as there is less premium on area than on a
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CPU or DRAM die. Since there is almost a 2X increase in area going from the 200 MHz to the 100 MHz

solution, while there is hardly any difference in power, it may be prudent to choose the 200 MHz solution.

The optimal solution would then be NR = 1, WB = 256, WM = 4, and f = 200MHz. This example highlights

CACTI-IO’s ability to optimize the number of ranks based on IO power and any user-provided IO area,

thus helping to optimize the IO configuration for a buffer-based design.

2.5.6 Optimizing Fanout for the Address Bus
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Figure 2.17: Fanout vs. Fmax for a typical DDR3 CA bus.

As we increase capacity, the address bus incurs a penalty as all memories on the channel share a

common address bus. The LPDDR2 and LPDDR3 standards [207] offer address buses at DDR speeds,

with no option for 2T (2 clock cycle) timing [213]. This idiosyncrasy in the DRAM specification is not

easily exposed to architects, but CACTI-IO allows for verified configurations to be systematically provided

to architects.

To calculate the maximum achievable speed for a fly-by topology as shown in Figure 2.4, we need

to define the sensitivity of the jitter on the CA (command-address) bus to the fanout of the bus as shown in

Equation (2.26). Figure 2.17 shows the maximum achievable clock frequency on the CA bus for DDR3

and LPDDR2/3 as a function of the fanout for a representative channel. For DDR3, the 2T and 3T timing
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options allow for relaxed timing on the CA bus [177].

Given the limitation for the LPDDR2 address fanout owing to the DDR speed requirement, multiple

address buses may be needed to achieve higher capacities. For instance, based on the example in Figure

2.17, with a fanout of 16 we would need two LPDDR2 CA buses to support 400 MHz, while a single CA

bus on DDR3 could support 1066 MHz with 2T timing.

With a buffer-based design, it is possible to have multiple address buses for a given channel

between the buffer chip and the DRAMs. This would provide a means to limit the fanout on the address bus.

Architects can optimize the design for a given address speed with optimal latency and burst requirements,

including sub-ranking [157]. Understanding the limitations of the address bus allows architects to plan to

overcome or minimize its impact on system performance.

2.5.7 PCRAM

Phase-Change Memory (PCRAM) is a type of non-volatile RAM [113]. The READ and WRITE

latencies for a PCRAM are very different depending on whether the page is open or not. The READ or

WRITE miss latency, when the page is closed, is an order of magnitude bigger than if it were a hit, with

the page open. In addition, the WRITE miss latency is significantly larger than the READ miss latency.

In our case study, we evaluate the power and performance tradeoff of the IO bus to the PCRAM.

We compare two configurations. The first configuration has a 64-wide bidirectional bus operating at 400

MHz DDR. In the second configuration the 64-wide bus is broken into two 32-wide unidirectional buses,

one dedicated for READs, operating at 800 MHz, and the other for WRITE, operating at 200 MHz. This

allows for the READ bandwidth to be maintained, while the WRITE bandwidth is much smaller owing to

the significantly larger WRITE miss latency. The idea behind splitting the bus into a READ and a WRITE

bus is to see if enabling READs independently can allow for the WRITE bus to be optimized for low

power with higher latencies. The READ bus at 800 MHz needs terminations, while the WRITE bus at 200

MHz can be unterminated. Figure 2.18 shows a comparison of the power for the two configurations. The

comparison assumes x8 devices and four ranks. For a 5% performance penalty, the split-bus configuration

provides 10-40% savings in power depending on how the IO Idle power is managed.

There are various solutions to address IO Idle power reduction, and CACTI-IO can help the user
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Figure 2.18: Normalized system (DRAM+IO) energy for PCRAM configurations.
evaluate these options.

• A suitable termination option to VDD (like DDR4 [178]) or VSS, rather than the DDR3-type mid-rail

termination, could significantly help save IO Idle power as described in Section 2.2.1.

• Further, by scaling frequency appropriately, significant further reductions of power are possible. The

wakeup time model in CACTI-IO described in Section 2.2.1 can help assess the latency impact of

any such frequency scaling.

• Dynamic ODT [186] options could help optimize tradeoffs between idle power and signal integrity.

This example highlights the use of CACTI-IO to study not only an emerging memory technology, but

the optimal IO and bus configuration as well. It helped identify the IO Idle power as significant for the

split-bus configuration, which could be optimized by design choices described above. Having dedicated

READ and WRITE buses (instead of a conventional bidirectional DDR bus) will require changes to the

bank organization and interbank interconnects, which in turn will impact READ and WRITE latencies.

For example, the off-chip write bus can be accommodated in two different ways. First, we can buffer

writes internally in a PCRAM die using a small write buffer, and use a single shared inter-bank bus.
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Alternatively, we can have a dedicated bus for read and write as shown in Figure 2.19. Both these scenarios

can be modeled in CACTI. As these design choices are specific to a given architecture (in this case a

dedicated read/write bus), the architect has to manually modify the internal bus specification to simulate an

architecture like this.

Table 2.9: PCRAM IO Area.

Bus Config No. of IO Area
IO (sq. mm.)

Bidirectional 64 1.75
Split 32+32 1.8

Table 2.9 compares the IO Area for the split-bus and bidirectional bus configurations. The IO area

is nearly identical. This is because the split-bus benefits from a slower WRITE interface, while the READ

interface is faster.

 

 

Bank Bank 

Bank Bank 

Memory Die 

Write bus 

Read bus 

Figure 2.19: Split-bus PCRAM configuration.
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2.6 Summary

We have presented CACTI-IO, a version of CACTI that models the off-chip memory interface for

server and mobile configurations. Its models include off-chip power and IO area, as well as voltage and

timing margins that help define the maximum achievable bandwidth. Our framework permits quick design

space exploration with the rest of the memory subsystem and provides a systematic way for architects to

explore the off-chip design space. It also exposes DRAM signaling standards and their idiosyncrasies to

architects, while still providing an easily-extensible framework for customization of off-chip topologies

and technologies.

Using CACTI-IO, we have also illustrated the tradeoffs between capacity, bandwidth, area and

power of the memory interface through four industry-driven case studies. These clearly show the ability of

CACTI-IO to calculate IO power for various configurations, including DIMMs, 3D interconnect, buffer-

based designs such as BoB and BOOM, and new memory technologies like PCRAM. CACTI-IO helps

determine the lowest-power off-chip configuration (bus width, memory data width, number of physical

ranks, address bus fanout, minimum supply voltage, and bus frequency) for given capacity and bandwidth

requirements.

Furthermore, we have highlighted the capability of CACTI-IO to combine IO and DRAM power,

which shows the significant contribution of IO power to the total (DRAM+IO) memory power (up to 59%

in some cases). We have observed the relative importance of IO Idle power by using CACTI-IO and a

system simulator together to calculate system energy in various modes (Read, Write, Activate, Precharge,

Idle). A combination of a wider and slower bus to the DRAM and a faster serial bus to the CPU provides

the lowest IO Idle power.

CACTI-IO is publicly available online as part of the latest CACTI release [171]. We expect that

the new capabilities provided by this tool will enable improved understanding of memory interface issues,

allowing architects to evaluate customized off-chip buffer-based designs as well as the impact of new

interconnect technologies on system power and performance.
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Chapter 3

Early Exploration of Mobile Memory

Interconnect

Included here is an early work focused on mobile memory interfaces that connect the SoC to the

SDRAM. Despite some of this work predating CACTI-IO described in Chapter 2, we include it here in the

present chapter for three reasons: (i) it provides a good summary of the unique mobile memory interconnect

design space; (ii) it provides a glimpse into some of the early methods and approaches undertaken in this

thesis, that would serve as a useful precursor to the more advanced methods in subsequent chapters; and

(iii) it provides perspective not only on how the design space has changed since this work was undertaken,

but also on how the system-level methods and models used are still relevant today albeit with the need

for some updates. Mobile memory interconnect is quite unique, due to its phone form factor, low-power

focus, and different capacity, bandwidth and cost requirements. The capacity requirements for mobile

memory are much smaller than those seen in the server space, but are quickly catching up with the client

and laptop markets. The bandwidth requirements for mobile memory interconnect have rapidly increased

over the years, although they are still quite small compared to those required by server designs. The mobile

memory interconnect is extremely cost- and power-sensitive, and there continues to be a strong impetus to

optimize both of these attributes.

Some perspective on the applicability of this early work to the mobile memory interconnects of
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today is as follows. We now have LPDDR5 memories in the market, but the decisions presented in Figure

3.1 are still relevant today although the thresholds have changed with respect to capacity. This is true

because the general trajectory of LPDDR, DDR, wide-memory and custom memory continue to address

specific market requirements driven by system-level metrics of capacity, bandwidth, power and cost that

have not changed that much in relative priority. Additionally, the die density and I/O rate trends shown in

Figures 3.2 and 3.3 have largely held from the 2009 prediction, with some downward (for density) and

upward (for data rate) adjustment trend described below. Today, we have LPDDR5 DRAM dies with 16

Gb/die and 6 Gb/s data rate. The models used include closed-form analytical expressions as well as lookup

tables. While some design and specification updates are needed for the closed-form expressions, they

remain largely correct and relevant today. The lookup tables need regular updates based on changes to

analog components and process technology. As described in Chapter 2, such models require porting with

technology. While some scaling factors can be accounted for, some others need circuit simulations to be

redone, and underlying design(s) of experiments revised and/or redone to fit a new model or lookup table.

3.1 Mobile System Considerations for SDRAM Interface Trends

SDRAM (Synchronous Dynamic Random Access Memory) is the mainstay main-memory solution

for processors today. Many offerings exist in the market [20, 177, 213, 189, 190], spanning multiple

packaging and interconnect options. Most SDRAMs available are DDR (Double Data Rate), such as DDR3

and LPDDR2 (Low-Power DDR2). While LPDDR2 and DDR3 memories exist in the market today, others

are being discussed in JEDEC [207] or elsewhere as standards for the future, and will probably be available

in the market soon based on the traction they receive. 1

POP (Package-on-Package) and MCP (Multi-Chip Package) offer good point-to-point interconnec-

tion options, while DIMMs (Dual Inline Memory Module) are required for discrete parts. 3D stacking

offers a new way to stack the die through a TSV (Through Silicon Via [32]) and promises to enable high

1JEDEC [35] memory standards and nascent standards being discussed in JEDEC <name, IO voltage, pin-width, data rate
(Gbps), interconnect, signaling>: (i) <LPDDR2, 1.2V, x16/x32, 1.066, POP/MCP, single-ended LVCMOS output / SSTL input>,
(ii) <DDR3, 1.5V, x4/x8/x16, 2.133, DIMM, SSTL>, (iii) <LPDDR3. 1.2V, x16/x32, 1.6, POP/MCP, being discussed>, (iv)
<DDR4, 1.2V, x4/x8/x16, 3.2>, (v) <Mobile-XDR, 1.2V, x16/x32, 4.3, MCP, differential>, (vi) <Wide IO, 1.2V, x512, 0.2-0.3,
3D-stack, LVCMOS>, (vii) <Serial Memory, 1.2V, x16/x32, 4-8, MCP, SPMT or MIPI M-PHY>
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bandwidth memory access through wide interfaces (up to x512 proposed [189]).
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Figure 3.1: The decision tree with forks based on SDRAM capabilities and regions based on system
requirements.

Currently, mobile controllers have been driven to LPDDR2 solutions by their need for lower power

and point-to-point unterminated interconnect. As requirements on throughput and capacity scale upwards

for mobile platforms, alternate solutions are needed since data rates for unterminated signaling do not scale

easily beyond 1 Gbps [151]. Section 3.2 outlines some of the trends in the DRAM industry, including the

competing standards available for future mobile memory solutions [189, 190, 225] and ITRS projections

on DRAM densities and data rates [205, 206, 168]. It is shown that DRAM densities are expected to double
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every three years, while DRAM data rates are expected to double every four years. Section 3.3 highlights

the trends for mobile system requirements on the memory [52], including capacity and throughput. It

is shown that capacity requirements are expected to scale 3-4x every three years, while throughputs are

expected to double every three years [232].

Most of these competing DRAM options differ in their interface implementations. A memory-

subsystem framework that includes the SDRAM interface metrics would be useful to compare them

and help identify the best memory solution for a particular system. As the first step towards such a

framework, we provide a memory interface calculator, described in Section 3.4, for the existing memory

interface options available for a mobile system. We also describe how the calculator could be extended

for future memory interface options based on the basic categories it supports. For each interface option,

the calculator provides a framework to predict interface power and latency for a given throughput and

capacity. Integration of this interface calculator into a memory-subsystem calculator such as CACTI [171]

is described in Chapter 2.

The key metrics for the main memory are: availability, capacity, cost, throughput, power, latency

and thermal considerations. These we call the primary bounds on the main memory design space. When

choosing between SDRAM options, a priority order of the primary bounds is helpful to identify the

best memory solution easily. One such priority order [36] is used to illustrate our framework. The

most important bound is availability. Often availability and cost of the memory are tied to volume

demand. During early adoption, enough traction is needed for demand to drive down cost and speed up

availability. This normally happens through the process of standardization, where early adopters drive

the co-development of the standard. The traction of a standard or solution depends on how it performs

with respect to the primary bounds and intangible market forces that are beyond the scope of this chapter.

What is worthwhile to note, though, is that there is a large transition period from one standard to the next.

Often backward compatibility with respect to the interface and interconnect plays an important role in the

success of a smooth transition to the new standard, as OEMs (Original Equipment Manufacturer) need

time to slowly phase out the old memory type for the new one. This requires the same mobile controller IC

to support both the old and new memory types over the transition period.

Shown in Figure 3.1 is an example decision tree with priority ordering of primary bounds to help
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identify potential memory solutions. The tree is divided into three segments based on the requirements

on these bounds – server (blue), laptop (green) and mobile (yellow). The priority of the primary bounds

shown in Figure 3.1 is an example order of decisions by which a memory solution may be identified. We

use this order in the chapter to illustrate how the calculator aids in determining the choice of memory

interface. Other priority orders may be suited to different system requirements, and could serve just as well

to identify a memory solution.

Each endpoint in the tree identifies one or more particular memory options based on the require-

ments, and taking into account market bottlenecks (availability, cost) or fundamental technical bottlenecks.

The forks identified in red are those currently identified as market-driven. Currently, a high-capacity

requirement (>2GB) would make DDR3 memories the only viable option. However, if throughput is

not a key primary bound for a particular system, then other options may become viable based on MCP

solutions (this is the focus of recent investigations elsewhere [216]). Such alternatives, if capable of

increasing demand for a memory type across market segments, could further help reduce cost and improve

availability. It is useful to note that while the memory options of the decision tree change over time due to

the capabilities of the SDRAM options (both market-driven and fundamental) described in Section 3.2, the

location of the market segments on the decision tree change based on the system requirements described in

Section 3.3. The decision tree shown reflects the capabilities and requirements in today’s market.

Once availability and cost have been established, the remaining driving questions (bounds) are

capacity, throughput, power, latency and thermal considerations. The rest of the chapter focuses on the first

four of these primary bounds and ignores availability and cost issues.

Section 3.4 describes how the interface considerations for each of the primary bounds impact the

circuit and physical design of the mobile controller’s IO logic and interconnect. This is shown through

a set of equations that contain the requirements and capabilities that address each primary bound. The

equations listed are part of the memory interface calculator.

Section 3.5 summarizes the chapter, while providing the motivation for integration into an opti-

mization framework, especially:

(1) The need to integrate power and latency for IO and interconnect configurations of various

memory types into a higher-level abstraction such as CACTI [171]. This will help provide memory
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subsystem metrics of latency and energy for these different interconnect options [241, 142].

(2) Predict bottlenecks or gaps in the memory offerings that will provide clues to novel IO and

interconnect solutions [108, 216] or help motivate a new memory standard for the future.

3.2 SDRAM Capability Trends

ITRS projections for DRAM density and DRAM data rate [205, 206, 168] are shown in Figures

3.2 and 3.3 respectively. The projections are shown from those made in 1999 till those made in 2009,

each year being revised based on new ITRS data available. The data rate projections shown are for the

DDR2/DDR3/DDR4 family.
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Figure 3.2: DRAM density projections [168].

Based on the latest projections (2009), it can be observed that DRAM densities are expected to

double every three years, while DRAM data rates are expected to double every four years. Also interesting

to note, are the blue arrows in Figures 3.2 and 3.3, which indicate that over the years, projections for

DRAM densities have been revised downwards while DRAM data rates have been revised upwards.

Some of the standards being discussed in JEDEC today include DDR4, DDR3-ULV, LPDDR3,
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Figure 3.3: DRAM data rate projections [168].

Wide IO, Serial-MIPI and Serial-SPMT [189, 190, 119]. Mobile-XDR and XDR2 are signaling standards

driven by Rambus [225]. Recent nascent standards also highlight the trend to either increase pin-width

(using TSVs) or use differential signaling for higher throughputs on existing pin-limited interconnects.

This is because data rates using single-ended signaling are hard to scale with good power efficiency and

signal-integrity [108, 75, 49].

3.3 Mobile Requirements Trends

Mobile system requirements for peak throughput and capacity are shown in Figure 3.4 [232] and

Table 3.1 respectively. Figure 3.4 shows throughput requirements of products based on volume production
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timelines. Capacity requirements are expected to scale 3-4x every three years, while throughputs required

are expected to double every three years. Other more aggressive throughput requirements for mobile

application processors [19] suggest close to a doubling every year.
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Figure 3.4: Peak throughput projections for mobile platforms (in GB/s) [232].

Table 3.1: Capacity projections for mobile and PC markets (source: IDC Market Survey).
Market 2010 2011 2012 2013 2014
Desktop 3.0 4.2 5.6 7.4 10.2
Laptop 2.0 3.3 4.6 6.3 8.0
Mobile 0.3 0.5 0.8 1.0 1.3

3.4 Interface Considerations

Sections 3.4.1 through 3.4.4 address the SDRAM interface considerations of a mobile system

for capacity, throughput, power and latency as they appear in the decision tree. Each of these four
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sections highlights the inferences it passes onto subsequent sections. The considerations are highlighted in

Equations (3.1) - (3.31), which show the requirements and capabilities surrounding the circuit design stage

of the mobile processor’s design hierarchy. The memory interface calculator is based on these equations.

3.4.1 Capacity

Capacity is the total memory available, typically in GB. It is equal to the density of each memory

die multiplied by the number of dies. The dies can be organized into multiple channels, each channel with

multiple ranks comprised of x4, x8, x16 or x32 memories to support a required bus width of the mobile

controller.

The capacity determines the number of memory dies needed for given density availability. This

in turn determines the interconnect lengths and number of multi-drop loads on the bus. The interconnect

structure is a key input for the signal-integrity analysis that determines data rate capability. For mobile

systems with lower capacities (<2GB), this is typically one of three options: a stacked die, POP or a short

trace to an MCP off-chip. Trace lengths within an inch or two are common for the SDRAM interface,

keeping it unterminated. However, higher capacity requirements, especially for tablet products, could see

the need to support DDR3 DIMMs or multi-drop structures.

Equations governing capacity are as follows.

Capacity = Nchannels ·Nranks ·
(

Nbus width

Nmemory width

)
·Density (3.1)

Nmemories =

(
Capacity
Density

)
(3.2)

Nmemories/channel =

(
Nmemories

Nchannels

)
(3.3)
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Nranks = Nmemories/channel ·
(

Nmemory width

Nbus width

)
(3.4)

Cinterconnect =CRDL +CT SV +CPKG +CPCB (3.5)

Cext DQ =Cinterconnect +CIO DRAM ·Nranks (3.6)

Cext CA =Cinterconnect +CI DRAM ·Nmemories/channel (3.7)

CTotal =Cext +Csel f (3.8)

Delayinterconnect = f (Nmemories) (3.9)

3.4.2 Throughput

Throughput in GB/s is the total number of bytes of data transferred over the memory interface.

The data rate is a multiple of the clock frequency; the multiple is 1 for SDR, 2 for DDR, and higher than 2

for multi-data rate.

Equations governing throughput are as follows.

T hroughput =
(

2 ·Nbus width

Tck

)
(3.10)
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DQ-DQS WRITE:

(
Tck

4

)
−Terror−Tjitter hold−Tskew hold > TDH (3.11)(

Tck

4

)
−Terror−Tjitter setup−Tskew setup > TDS (3.12)

CA-CLK (DDR for LPDDR2/3):

(
Tck

4

)
−Terror−Tjitter hold−Tskew hold > TIH (3.13)(

Tck

4

)
−Terror−Tjitter setup−Tskew setup > TIS (3.14)

For DDR3 the CA interface is SDR, and the above timing is relaxed to a half-cycle as opposed to a

quarter-cycle. DQS-CLK:

Tjitter hold +Tskew hold <

(
Tck

2

)
−TDSH (3.15)

Tjitter setup +Tskew setup <

(
Tck

2

)
−TDSS (3.16)

DQ-DQS READ:

TQSH/QSL−Terror−Tjitter hold−Tskew hold−TQHS > TSoC hold (3.17)(
Tck

4

)
−Terror−Tjitter setup−Tskew setup−TDQSQ > TSoC setup (3.18)

Voltage Noise:

Vnoise(crosstalk,SSN,re f lection− ringbacks)<VNM (3.19)

Vovershoot <VMAX(NBT I,HCI) (3.20)

The data rate determined based on the throughput requirement forms a key input for the interface
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design. Wider interfaces, such as Wide IO, have low data rates for equivalent throughputs, making timing

closure easier. On the other hand, serialization increases the data rate and requires higher power to meet

timing (due to power in the termination and the analog blocks that help recover and retime the signals).

The key consideration for throughput is the link timing budget based on the data rate. This is

based on the implementation of the PHY and IO and the signal-integrity analysis of the link. Each of these

factors reduces the data-valid window for the READ, WRITE and CA operations and limits the maximum

achievable frequency.

For mobile systems, throughput considerations also include meeting timing with minimum power,

and the ability to reduce power at low throughputs. This constrains the termination scheme (unterminated

being preferred at lower throughputs) and the choice of retiming scheme. As mobile memories are designed

with similar considerations, the power they consume is lower at the expense of timing. For example,

LPDDR2 memories do not have a DLL, so although their power is lower than DDR3 memories, they have

worse timing parameters [177, 213, 222] and thus the link timing budget is harder to close (LPDDR2

DRAM accounts for more than 33% of the Unit Interval (UI)). This puts considerable burden on the mobile

controller to close timing on the SDRAM interface. Traditional link design for the SDRAM interface

divides the UI into three equal (33%) buckets for the controller, channel and DRAM. Shorter interconnects

(owing to smaller capacity requirements highlighted in Section 3.4.1) help keep the channel’s contribution

to the link timing budget to less than 33% at lower data rates. But as data rates get higher, the crosstalk and

ISI increase, and lack of terminations for LPDDR2 interfaces impose greater challenges on the channel

jitter. Mobile-XDR, Wide IO and serial memories offer different ways to solve these challenges while

keeping the power efficiency low. While Wide IO proposes to use lower data rates to ease timing without

increasing pin-count, Mobile-XDR and serial memories propose to use differential signaling to improve

signal quality and reduce signal swing [108, 76, 102]. Figure 3.5 shows throughput projections for the

various standards.

The support of multiple memory standards, especially during transitions from one standard to the

next, poses challenges for the mobile processor’s IO as the IO will most likely need to support multiple

voltages with a single transistor device.
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Figure 3.5: Throughput (GB/s) projections based on the memory interface calculator.

3.4.3 Power

The Micron DDR3 power calculator [5] provides a framework to calculate memory interface

and core power for DDR3 configurations. Our memory interface calculator models power with a similar

framework, but includes calculations for all of the mobile memory types of interest today – LPDDR2/3,

Wide IO, Mobile-XDR and Serial Memory.

The interface power is mainly made up of the following sources:

1. Switching (dynamic) power: typically drawn when capacitors are charged, including self-

loading.

2. Termination power: The static power drawn through the termination network. The termination

power depends on the termination current, which in turn depends on whether the line is at a logic 0 or

a logic 1. For DDR3, CA topology uses fly-by termination [177, 222]. If mobile systems use DDR3,

sub-optimal termination values are used to save power. The Micron DDR3 power calculator [220] shows

how the power would change for dual-rank configurations with different termination values.

3. Bias/static power: analog currents used to bias the IO circuits - transmitter as well as receiver,
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adaptive circuits, DLLs and other timing circuits. The memory interface calculator provides a lookup for

the power consumed for various implementations in literature [108, 75, 47] that relate to reported jitter and

skew performance of recovery and retiming blocks along with adaptive schemes for calibrating the IO for

the channel and the recovery logic for the eye opening. The ability to reduce such power based on data

rate is very important for maintaining good power-efficiency at lower bandwidths [108, 75, 76]. SPMT

provides a novel way to run a parallel interface at lower data rates and a serial interface at higher data rates

[119], which provides good power efficiency at both ends of the throughput range.

Shown below are the considerations for power. Table 3.2 lists the power efficiencies of the various

interfaces included in the memory interface calculator. Mobile processors use a variety of schemes to reduce

power in low-throughput modes that include shutting off terminations, using low-power retiming schemes

at lower throughputs, and power-gating schemes that turn off blocks not critical at lower throughputs. To

achieve these power savings, transitions between various power states are enabled.

PTotal = ∑
modei

(Dci · (PTotal Inter f acei +PDRAM Corei)) (3.21)

Interface Power:

PTotal Active Peak = Pdynamic +Pterm +Pstatic/bias (3.22)

PTotal Active Idle = Pterm +Pstatic/bias (3.23)

PSleep = Pleakage (3.24)

Dynamic Power:

Pdynamic = NpinsDcαCTotalVswVdd f (3.25)
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Single-ended termination:

Pterm oh = (Vdd−VT T )(Voh−VT T )/RT T (3.26)

Pterm ol =VT T (VT T −Vol)/RT T (3.27)

DDR3 DQ:

PDQ Term = 0.25 ·V 2
dd ·
(

1
RT T

+
1

Ron +Rstub +RT T

)
(3.28)

DDR3 CA:

PCA Term = 0.25 ·V 2
dd ·
(

1
RT T

+
1

50+RT T

)
(3.29)

Differential Termination:

Pdi f f term =VddVsw/RT T (3.30)
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3.4.4 Latency

Latency from the memory controller to main memory is a portion of the cache miss penalty

during a load instruction from the CPU. Most of the mobile memories have similar access times (TRCD,

TRL, TDQSCK) as they depend on the DRAM core that they share. The key latency differentiator is the

implementation of the PHY and IO on the mobile processor. Latency is not currently included in the

decision tree as the various memory options have latencies of the same order (50-70ns from controller to

DRAM and back), but this range could well be a differentiator in performance.

The memory interface calculator calculates latency during a load cache miss (a memory READ

operation) from the controller CA path back to the DQ READ path. This includes the pipeline stages in

the controller and PHY for CA and READ, the combinational output and input delay in the IO, the passive

delay in the interconnect, TRCD and the read latency (TRL and TDQSCK).

Apart from the latency during the load miss, the latency of waking up from sleep to full activity is

an important consideration for mobile systems, since frequent mode changes are needed to enable power

savings, and wakeup times impact performance of the CPU. DLL/PLL lock times and wakeup times for

any of the adaptive schemes involved will impact the latency of the IO during wakeup from sleep modes.

DLLs on DDR3 DRAMs take over 500 clock cycles to lock [177, 222], whereas LPDDR2 memories do

not have DLLs and hence can exit self-refresh mode without a latency penalty. Periodic calibration for

adaptive schemes, such as impedance and delay calibration, require periodic stalls to update the calibrated

values. The stall frequency for such updates, and the stall time needed for propagating the updated settings,

are other latency considerations. Eq. (31) shows the calculation for latency.

Latency = Npipes ·Tck +Tdel int +Tdel comb +TRCD +TRL +TDQSCK (3.31)

3.4.5 Examples

To further illustrate the calculator and the decision tree, we provide two examples that go through

the steps described in Sections 3.4.1 through 3.4.4.
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Example 1:

A particular system requires 4GB of DRAM and expects a peak throughput of 10 GB/s.

The 4GB capacity requirement, using 4Gb DRAM density, translates to 8 DRAM dies (Nmemories =

8). This rules out an MCP or stacked solution, and an external interconnect through a DIMM. Hence,

DDR3 is the memory of choice within the decision tree. Eight x8 DRAMs connected to a x64 bus width

provides the needed single-rank memory configuration. The loading on the DQ pin is a single DRAM

along with the interconnect. The loading on the CA pin is eight DRAMs along with the interconnect.

A throughput of 10 GB/s on a x64 bus translates to a data rate of 1.25 Gbps, or a clock frequency

of 625MHz for the DDR3 DRAM. Use of a 667 MHz DDR3 speed bin is required. The interface timing

parameters of interest for this DRAM are listed in Table 3.3. Plugging into the timing equations of

Section 3.4.2 shows that the jitter and skews required over a DIMM interconnect require the use of

terminations, and a fly-by channel for the CA bus. Based on this, outputs of the power and latency

calculations from the calculator are summarized in Table 3.3.

Example 2:

Another system requires 1GB of DRAM and expects a peak throughput of 4 GB/s.

The 1GB capacity requirement, using 4Gb DRAM density, translates to 2 DRAM dies (Nmemories =

2). POP, MCP or stacked solutions are possible. Given the lower throughput requirement, LPDDR2 POP

is the preferred choice based on the decision tree (to reduce power and footprint cost). A dual-rank x32

POP is the suitable memory configuration. The loading on the DQ pin is two DRAMs along with a short

POP interconnect. The loading on the CA pin is also two DRAMs along with the short POP interconnect.

A throughput of 4 GB/s on a x32 bus translates to a data rate of 1 Gbps, or a clock frequency of

500MHz for the LPDDR2 DRAM. Use of a 533 MHz DDR3 speed bin is required. The interface timing

parameters of interest for this DRAM are also listed in Table 3.3. Plugging into the timing equations

of Section 3.4.2 shows that the jitter and skews required over a POP interconnect require some careful

retiming as the LPDDR2 interface does not support terminations. Based on this, the power and latency

calculations are as summarized in Table 3.3.
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Table 3.3: Inputs and outputs of the calculator for two design examples.
Parameter Example 1 Example 2
Capacity 4GB 1GB

T hroughput 10 GB/s 4 GB/s
Nmemories 8 2

Con f iguration x64 DDR3 x32 LPDDR2
Nranks 1 2

Clockrate 625 MHz 500 MHz
TDH 240 ps 210 ps
TDS 205 ps 210 ps
TIH 315 ps 220 ps
TIS 240 ps 220 ps

TDSH 300 ps 380 ps
TDSS 300 ps 380 ps

TQSH/QSL 570 ps 713 ps
TQHS 180 ps 230 ps
TDQSQ 125 ps 200 ps

PTotal Active Peak ˜1.5 W ˜170 mW
PTotal Active Idle ˜500 mW ˜5-10 mW

Latency ˜50 ns ˜50 ns

3.5 Summary

We have described a framework to compare mobile memory interfaces that includes a decision

tree, a memory interface calculator and requirements/capabilities for the primary bounds. Considerations

for a mobile system that concern the memory interface can be elaborated with the help of requirements

and capabilities concerning each primary bound, and applied according to a priority order embodied in a

decision tree. Our memory interface calculator currently implements Equations (3.1) - (3.31) in Excel to

project power and latency for various interface options that meet a given capacity and throughput.

A summary of the outputs of the memory interface calculator for the competing mobile memory

standards is shown in Table 3.2. This includes the power and latency of the mobile controller’s IO logic.

Table 3.2 clearly highlights that LPDDR2 needs to scale beyond 533 MHz if it is to maintain its place in the

mobile market. LPDDR3, currently projected to support 800MHz would be a suitable choice until 12 GB/s.

Given the large power consumption of DDR3, a suitable alternative is required for throughputs higher than

12 GB/s. Wide IO, Mobile-XDR and Serial Memory (SPMT, MIPI) provide such alternatives. Wide IO

is clearly the most power-efficient, but uses TSS. Mobile-XDR and serial memories provide traditional
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interconnect options with differential signaling. Efficiency of serial schemes at lower throughputs is a

concern. Larger (>2GB) capacity requirements need to be addressed for all the mobile memory types, but

Wide IO provides an option of a multi-die stack using TSS.

Projecting both capabilities and requirements can also help identify gaps in memory interface

offerings or predict bottlenecks in capabilities. Shown below in Figure 3.6 is the commodity memory space

for the mobile market, overlaid with the mobile requirements from Figure 3.4 but leaving out the LPDDR3

curve. The figure shows a clear gap in the commodity offerings between LPDDR2 (until 8 GB/s) and the

future mobile offerings of serial and Wide IO (above 12 GB/s). LPDDR3 is being discussed in JEDEC, but

was not on the roadmap a year ago. It is not expected to scale beyond 12.8 GB/s, which establishes the

need for either Wide IO or serial memory beyond 2014 for the mobile market.
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Figure 3.6: Gap in throughput (GB/s) before LPDDR3.
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Chapter 4

Next-Generation Server Memory

Interconnect

Server memory interconnect deserves a special discussion when it comes to off-chip electrical

interconnect. The bandwidth and capacity requirements for server memory, make it not only one of the

most challenging off-chip interconnect to architect and design, but also an expensive part of the server

system. In this chapter, we extend the CACTI-IO framework described in the previous chapter to cover

specialized server memory options, including cascaded and narrow channel options.

4.1 Introduction

Memory products have long been standardized and commoditized. Most server memory architec-

tures have remained “traditional” – DDR channels emerge from a processor socket and support a small

number of plug-in DDR DIMMs. The last few years have already seen the first signs of upheaval in the

memory system. A number of new memory products have emerged recently or will soon be available, in-

cluding buffer-on-board (BoB) [169], LR-DIMM [215], HC-DIMMs [192], NVDIMMs [243], HMC [111],

NVMs [170, 134], and memory blades [82].

Server vendors are not viewing the memory system as a commodity any more – the memory system

is now viewed as a differentiating feature, especially for customers that deal with big data workloads. There
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are many example platforms and workloads that rely on processing of large in-memory datasets, e.g., SAP

HANA [234], SAS in-memory analytics [235], RAMCloud [107], SPARK [158], and memory blades [82].

Memory system design choices dominate the performance, power, and cost metrics for such systems. For

example, memory accounts for 50% of the power and 40% of the cost of 6 TB HP servers [194].

Vendors are therefore considering new approaches to design memory systems that best serve

the needs of their customers. Further, future systems must efficiently support a combination of DRAM

and NVM modules. We make the hypothesis that re-visiting the design of the basic DDR channel and

introducing new memory interconnect topologies can yield large benefits.

To test the hypothesis, we first create a tool to precisely model interconnect power (referred to as

I/O power) in the memory system. Instead of using the Micron power calculator’s generic I/O model (as is

done in most research evaluations today), we use SPICE simulations to model the effects of a number of

parameters on interconnect power. These models build upon the ones in CACTI-IO [209], and a design

space exploration has been added to identify the best design points. The overall tool has been integrated

into version 7 of the popular CACTI package2. Our analysis with this tool shows that I/O power is indeed a

significant contributor of power in large memory systems and is greatly affected by many parameters, e.g.,

the number of DIMMs per channel. The tool uses a simple API that allows users to define non-traditional

interconnect topologies for the memory system.

Next, to make the case that memory interconnect specialization can yield significant benefit, and

to test the value of our tool, we introduce and evaluate two novel interconnect architectures. We use the

tool to carry out a simple design space exploration to identify the best design points for a given memory

capacity requirement. Our analysis shows that higher bandwidth and lower cost can be achieved if the

processor socket can somehow support a larger number of memory channels. This insight paves the way

for the following two proposals.

1. A Cascaded Channel Architecture that is DDR compliant and a good fit for a DRAM/NVM hierarchy.

By partitioning a DDR channel into multiple cascaded segments, it is able to support high memory

capacity and bandwidth. It is also able to support a given memory capacity with a large number of

2CACTI 7 can be downloaded from Hewlett Packard Labs (https://www.labs.hpe.com/downloads) or mirror
sites at UCSD (http://vlsicad.ucsd.edu/CACTI7/) or Utah (http://arch.cs.utah.edu/cacti/).
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smaller-capacity DIMMs, thus lowering the overall cost for memory modules. DRAM DIMMs can be

placed on high-frequency channels that emerge from the processor socket, while NVM DIMMs can be

placed on lower-frequency channels that are further from the processor. The cascaded channels are enabled

by the introduction of a new Relay-on-Board chip and a simple memory controller scheduler. We evaluate

the new topologies in the context of a memory cartridge and show how our tool can be adapted to quantify

the impact on performance, cost, and power.

2. A Narrow Channel Architecture that partitions a wide channel into parallel, independent, narrow, and

higher-frequency channels. The corresponding channel and DIMMs are not DDR compliant. This opens

up the possibility of defining new custom DIMM architectures. We therefore add new power-efficient

features to the DIMM. Since a DIMM has lower external bandwidth, it can lower power by operating

on-DIMM interconnects at lower frequencies. We also modify the error protection strategy to reduce data

transfer overheads. Even though we consider DIMMs and channels that are not DDR-compatible, we

assume that memory chips are unmodified and are always DDR-compliant. We again leverage our tool to

demonstrate the benefits in memory bandwidth, cost, and power with this approach.

These new architectures thus make the case that re-thinking basic memory interconnect topologies

can yield a rich space of very efficient memory architectures. While earlier versions of CACTI [97] have

focused on cache hierarchies, the new version adds a new capability – the modeling of off-chip memory

interconnects.

4.2 Tool Creation

4.2.1 Motivation

Emerging and future memory systems will use a combination of serial and parallel buses to connect

a large number of memory modules to the processor and support high memory capacities. The memory

modules usually adopt a DIMM form factor, and can be designed without on-DIMM buffers (an unbuffered

DIMM or UDIMM), with on-DIMM buffers for command/address (a registered DIMM or RDIMM), or

with on-DIMM buffers for all signals (a load-reduced DIMM or LRDIMM). A large number of memory

organizations are therefore possible, each with varying memory capacity, bandwidth, power, performance,
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and cost.

With each new memory generation, the energy per bit transfer is reduced, but at the same time,

memory system bandwidth is also doubled. DDR4 DIMM designers are now targeting 3200 MT/s for

multi-rank DIMMs [179]. Given this increase in bandwidth, and given the increase in memory capacity,

memory power is increasing. I/O power is a significant contributor to overall memory power, especially

when many ranks share a channel or when the channel operates at high frequencies.

Unfortunately, I/O power is overlooked in many research evaluations. For example, the Micron

power calculator [220], the most popular memory power model, considers I/O power of a single dual-rank

UDIMM for all cases, i.e., the Micron power calculator’s output is oblivious to the DIMM and channel

configuration.

The Micron power calculator reports that an 800 MHz channel operating at 80% utilization with a

single dual-rank UDIMM, with a read/write ratio of 2 and a row buffer hit rate of 50%, dissipates 5.6 W

of power, with 37% of that power being dissipated in I/O components (ODT, drivers). Since I/O power

is such a significant contributor, we create and integrate a number of interconnect power models in a

memory architecture exploration tool. As we show later, the I/O power strongly depends on technology

(DDR3/DDR4), DIMM type (RDIMM, UDIMM, LRDIMM), the number of DIMMs per channel (DPC),

the channel frequency, etc.

4.2.2 Tool Inputs and Outputs

An out-of-the-box version of our tool can receive a small number of high-level inputs from the

user, explore the design space, and report the memory configurations that yield the best user-defined

metrics. This may be used by researchers/practitioners to determine the properties of a baseline memory

system. For novel non-standard memory architectures, the tool provides a simple API to represent the

key interconnection features of the new architecture. A researcher can use this API to either define the

properties of a custom memory network, or augment the tool’s design space exploration to consider a wider

range of network topologies. This chapter shows examples of all these use cases. The tool receives the

following parameters as inputs.

1. Memory capacity in multiples of 4 GB and if ECC support is provided.
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2. Processor restrictions: The following restrictions define how the memory is connected to the

processor: (i) the number of memory channels, (ii) the number of wires in each memory channel,

(iii) the memory type (i.e., DDR3 or DDR4), (iv) if the processor connects to a BoB and the number

of DDR channels connected to the BoB.

3. Minimum memory bandwidth requirement.

4. Memory access pattern: the user can either specify a known memory traffic rate, row buffer hit

rate, and read/write ratio, or it can allow the tool to iterate over a range of these values and report an

average.

5. Goodness metric: This determines how the tool identifies the best memory organizations. The user

can prioritize either power or cost or bandwidth, or provide his/her own metric that combines these

metrics.

The new tool sweeps through all possible configurations that meet the input constraints, and

identifies those that maximize the goodness metric, while also providing a power and cost breakdown.

4.2.3 Tool Modeling

High-Level Loops

The overall flowchart for the tool, written in C++, is described in Figure 4.1. Elements of this tool

can be easily integrated in other architectural simulators so that workload characteristics can be used to

estimate memory power.

Given the inputs specified in the previous subsection, the tool first identifies each required on-

board channel (either parallel or serial). For the parallel DDR channels, it first runs through a loop that

enumerates every possible allocation of the memory capacity across the DDR channels. For each channel,

we then enumerate every combination of available DIMMs that can achieve that memory capacity, at both

high-performance and low-power voltages. Based on these parameters, the channel frequency is determined

(we provide more details on these steps shortly). We confirm that the total bandwidth of all specified

channels is above the minimum specified requirement. For each valid configuration, we then estimate cost
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Find_Min_Cost (C,N)

For all (c1,..,cN) where c1+..+cN = C

// Calculate the total cost and bandwidth for this

// memory capacity configuration.

(cost[i], bw) = find_min_cost_channel (ci)

// Increment the cost and bandwidth.

//  Track the configuration with least cost

// (use bw as tie-breaker) and sufficiently 

// high bandwidth. 

Cost (C N

Configuration:

C=Capacity

N=#channel

Family: DDR3/DDR4

Parameters:

1. I/O power parameters

2. Cost/bw tables

Find_min_cost_channel (c)

For (type: UDIMM,RDIMM,LRDIMM)

For DPC  in 1, 2, 3  // DPC: DIMMs per channel

Identify DPC DIMMs of type such that

they have combined capacity c.

Look up cost/bw and power tables.

Keep track of minimum cost and return parameters.

Figure 4.1: Basic flowchart for the tool’s design space exploration for traditional DDR topologies.

to build a server, which is based on a lookup table that enumerates pricing for each type of DIMM. The

power estimation is more non-trivial. We first use the Micron power calculator to estimate the non-I/O

power consumed within the memory chips. For power consumed within each interconnect (on-DIMM,

on-board, parallel, and serial), we develop our own methodology, which is described in Section 4.2.4. After

estimating power and cost, we keep track of the memory configuration that maximizes the user-provided

goodness metric (some combination of bandwidth, power, and cost).

Cost Model

To compute the cost to build a server, we need empirical pricing data for various DIMM types.

We obtained DIMM prices from www.newegg.com, and averaged the price for the first ten products

produced by our search. These prices are maintained by the tool in a lookup table. Some of this data

is reproduced in Table 4.1 and shows prices for a variety of DIMM types and capacities for DDR3 and

DDR4.

We must point out the obvious caveats in any pricing data. They are only meant to serve as

guidelines because we can’t capture the many considerations that might determine final price (for example,

the pricing data might include some discount that may not be available a month later). That said, we feel

the need to provide this pricing data because memory pricing considerations do drive the configurations

of many server designs. A skeptical user can either use our pricing data to validate their own analytical
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Table 4.1: Cost of DDR3 and DDR4 DIMMs.

DDR3
DIMM 4GB 8GB 16GB 32GB 64GB

UDIMM $40.4 $76.1 - - -
RDIMM $42.2 $ 64.2 $ 122.6 $ 304.3 -

LRDIMM - - $211.3 $ 287.5 $ 1079.5
DDR4

DIMM 4GB 8GB 16GB 32GB 64GB
UDIMM $ 26 $ 46 - - -
RDIMM $ 33 $ 60.45 $ 126 $ -

LRDIMM - - $ 279 $ 331.3 $ 1474.7

pricing model, or they can remove cost from the goodness metric altogether. The data in Table 4.1 is fairly

representative of the memory market, where the highest-capacity DIMMs see a sharp rise in price-per-bit.

To keep the tool up-to-date, we plan to periodically release updated pricing data.

Bandwidth Model

Memory channel frequency depends on the DIMM voltage, DIMM type, and the number of

DIMMs per channel (DPC). This dependency is obtained from memory guideline documents of various

server vendors. We obtained our specifications for frequency of DDR3 and DDR4 channels from Dell

PowerEdge servers (12th generation) [181] and Super Micro’s X10 series [239], respectively. Table 4.2

enumerates this frequency data.

Table 4.2: Typical frequencies of available DIMMs.

DDR3
DIMM 1 DPC (MHz) 2 DPC (MHz) 3 DPC (MHz)

type-ranking 1.35V 1.5V 1.35V 1.5V 1.35V 1.5V
RDIMM-DR - 800 - 800 - 533
RDIMM-DR 667 667 667 667 - 533
UDIMM-DR 533 667 533 667 - -

LRDIMM-QR 400 667 400 400 - -
LRDIMM-QR 667 667 667 667 533 533

DDR4
DIMM 1 DPC (MHz) 2 DPC (MHz) 3 DPC (MHz)

type-ranking 1.2V 1.2V 1.2V
RDIMM-DR 1066 933 800
RDIMM-QR 933 800 -

LRDIMM-QR 1066 1066 800
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4.2.4 Power Modeling

We use CACTI-IO [209] as a starting point for our I/O models and introduce several extensions to

enable a comprehensive exploration of memory systems:

1. DDR4 and SERDES models were added to the models already present in CACTI-IO (DDR3,

WideIO, LPDDR3).

2. The DDR3 and DDR4 models are provided for three different types of segments:

• On-DIMM, i.e., from the DIMM buffer to the DRAM chip.

• Main-board, for the processor or BoB to the DIMM buffer.

• Both, for the host or BoB to the DRAM for an unbuffered signal.

3. Support has been added to compute termination power as a function of DDR3/DDR4 channel

frequencies and channel loads (number of DIMMs/buffers on channel).

Each of the above models was constructed with detailed HSPICE simulations, following similar

methodology as for CACTI-IO [209]. To construct the HSPICE models, we obtained IBIS [199] models

for various components, we assumed an 8-bit datapath on a PCB metal layer to account for crosstalk, and

we used a simple RLC model to approximate the DIMM connector [183]. As examples, Figure 4.2(i)

shows the SPICE testbench used for WRITE and READ simulations for a DDR3 on-DIMM case.

For each interconnect end-point, a termination resistance is required to damp signal reflections.

The value of the termination resistance determines interconnect power and signal quality. We therefore

perform HSPICE time-domain analyses to plot eye diagrams for the data bus for each candidate memory

configuration – different frequencies, different DIMMs per channel, and different topologies (on-DIMM,

on-board, with/without a buffer). For each configuration, we sweep through different termination resistance

values until the eye lines up to 0.6 UI quality, as shown in Figure 4.2(ii) (UI is unit interval, which is the

ideal full eye opening).

With the above methodology, our tool is equipped with appropriate termination resistance values

for a variety of parallel bus configurations. These termination resistance values are used by previously
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Figure 4.2: (i) DDR3 SPICE testbench. The testbench includes IBIS models for the buffer and DRAM,
extracted SPICE models for the package and PCB, and a PRBS input stimulus pattern. We sweep the

termination resistances RT T 1 and RT T 2 to identify a configuration with high signal integrity. (ii) DDR3 eye
diagram.

validated I/O power equations in CACTI-IO to compute power for DDR3 interconnects. The DDR4 model

has one significant change from that for DDR3: the termination resistors are referenced to VDDQ to allow

for lower idle termination power. Equations (4.1) and (4.2) describe the WRITE and READ termination

power for DDR4 DQ,

PDQ Term Write = 0.5 ·V 2
dd ·
(

1
RON +R|| Write

)
(4.1)

PDQ Term Read = 0.5 ·V 2
dd ·
(

1
RON +RS1 +R|| Read

)
(4.2)

where Vdd is the supply voltage, and RON , RS1, R|| Write = (RT T 1 +RS1)||(RT T 2 +RS2), and R|| Read =

RT T 1||(RT T 2 +RS2) are DDR4 resistances similar to those shown in the DDR3 testbench in Figure 4.2(i).

In addition, we allow technology scaling, borrowing the same methodology as CACTI-IO [209].

The timing budgets in CACTI-IO [209] are based off bit error rate (BER) models [65]; when

termination resistance values are extracted for a given topology, frequency, and voltage, the eye mask feeds

into the timing budget that is based on a specified BER. Our tool does not allow the user to modify the

interconnect design while tolerating lower/higher BER.

For serial buses, the SERDES I/O power is modeled as a lookup table based on the length of the

interconnect and the frequency. Because of the high variation in SERDES link architectures, it is difficult to
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capture them with general analytical models. Figure 4.3 shows the typical components of a SERDES link,

including the transmitter, termination, and the receiver. The power numbers for the various components

are derived from a survey [73, 112, 91, 108, 111, 169], and divided into three types based on the length of

the interconnect: short (< 2 inches), mid (< 10 inches), and long (> 10 inches). We further provide power

numbers for each type at three different frequencies: slow (< 1 Gbps), medium (< 5 Gbps), and fast (upto

10 Gbps). We provide these parameters for static, dynamic, and clock power. This allows for scaling with

bandwidth, and also to investigate amortization of clock power over different numbers of data lanes, as

shown in Equation (4.3),

Pcomponent = Pclock +Nlanes · (Pstatic +BW ·Pdynamic) (4.3)

where Pcomponent is the power of the component of the SERDES link shown in Figure 4.3, Pclock is the clock

power of that component, Pstatic is its static power, Pdynamic is its dynamic energy/bit, BW is the bandwidth

of the whole link, and Nlanes is the number of data lanes.
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Figure 4.3: Typical components in a SERDES link.

To summarize this subsection, we have created lookup tables in our tool that can help capture the

I/O power for a very large design space of memory interconnects. Some of these tables capture termination

resistances that are obtained with detailed HSPICE simulations (DDR3 and DDR4) – analytical equations

are then used to compute final I/O power. Other lookup tables (SERDES) directly capture I/O power from

literature surveys.
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4.2.5 An API to Define New Interconnects

The above discussion describes how our tool evaluates the design space of commercially available

commodity memory products. As new products emerge, the data in the above tables and the power

calculator equations can be augmented to widen the design sweep. In addition to new memory products,

we expect that researchers will likely experiment with new memory network topologies and new memory

hierarchies that combine multiple different memory devices. To facilitate such new models, we introduce

the following API to define new links in the memory network. The new ideas explored in the second half

of the chapter leverage these APIs for their evaluations.

For each interconnect, the API requires us to define the type of link and the width of that link. Our

tool categorizes links into three types: serial link, parallel DDR (double data rate) link, and parallel SDR

(single data rate) link. Serial links are used for high-speed point-to-point connections, e.g., the SERDES

links used by the HMC or by the FBDIMM [148]. DDR links are used for the data bus in multi-drop

memory channels. SDR links are used for the command/address bus in multi-drop memory channels.

Each link type has a few key knobs as input parameters, that allow the user to define the configura-

tion and physical location of the segments of the interconnect. These knobs include the following, and are

summarized in Table 4.33.

Table 4.3: Configuration parameters of different link types.

Type Parameters
SERDES range, frequency, num wire
(Serial) range: short or long

range, frequency, num wire, num drop, type, connection
DDR type:DDR3, DDR4, LPDDR2

connection: on dimm, on main board
range, frequency, num wire, num drop, type, connection

SDR type:DDR3, DDR4, LPDDR2
connection: on dimm, on main board

Figure 4.4 provides a detailed example of how the above API is used to describe an LRDIMM. A

similar process would be used to define a new DIMM that (say) contains customized links between an
3Range refers to the length of the interconnect (as described previously). Frequency refers to the clock frequency on the bus.

Num wire refers to the number of wires or the bus width. Num drop refers to the number of other devices (typically DIMMs
and/or buffers) in a multi-drop interconnect. Type refers to the memory technology (DDR3, DDR4, WideIO, LPDDR3, etc.).
Connection refers to the location of the segment, i.e., on-dimm or main-board or both (as in the unbuffered DIMM described
before).
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accelerator on the DIMM and specific memory chips, or a new memory topology where a BoB is connected

to an HMC and a DDR channel.

Figure 4.4: Link description for a DDR3 LRDIMM

4.2.6 Validation

The key to precise I/O power calculations is the estimation of termination resistances that yield

sufficiently open eye diagrams; as described earlier, that step is being performed with detailed SPICE

simulations. These resistance values are then fed into our tool’s equations to obtain the I/O power. The

DDR3 equations have already been validated by CACTI-IO [209]. Here, we validate the DDR4 equations

against SPICE DC simulations. As shown in Table 4.4, we compare the termination powers of one DQ

lane driving low (driving a high result in close to 0 termination power). We assume Vdd=1.2, Ron=34,

Rs=10 for DDR4 reads. This comparison is performed for a range of RT T 1 and RT T 2 termination values.

Table 4.4 shows that the analytical equations used by our tool for the DDR4 termination power (as shown

in Equations (4.1) and (4.2)) are aligned with SPICE simulations. It should be noted that our power models

further include dynamic switching power (of the loads and the interconnect) and PHY power similar to the

DDR3 case, as described and validated in [209].
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Table 4.4: Validation of termination power.

Rtt1 Rtt2 CACTI 7 termination SPICE termination
(Ω) (Ω) power (mW) power (mW)
120 120 13.53 13.6
120 60 16.32 16.4
120 40 18.16 18.1
60 120 16.93 17.1
60 60 18.87 19.1
60 40 20.20 20.1
40 120 19.30 19.4
40 60 20.73 20.8
40 40 21.74 21.5

4.2.7 Contributions

We have thus created a tool and API, integrated into CACTI 7, that makes it easy to carry out

design space exploration for modern and emerging memory topologies, while correctly modeling I/O power

as a function of various parameters (not done by the Micron power calculator), and correctly considering

DDR4, SerDes, cost, and bandwidth (not done by CACTI-IO).

4.3 Tool Analysis

4.3.1 Contribution of Memory I/O Power

The previous section has described (i) how CACTI-IO power models have been augmented to

handle a much larger interconnect design space, and (ii) how a large memory organization design space

can be evaluated in terms of power, cost, and bandwidth.

To test our initial hypothesis that design choices can significantly impact I/O power and overall

memory power, we use our tool to evaluate a number of memory configurations that differ in terms of

DIMM types, read/write intensity, channel frequency, and DIMMs per channel (DPC). The power values

are reported in Figure 4.5 for DDR3 and DDR4.

First, this paragraph compares I/O power to the DRAM chip power without any I/O components

(obtained from the Micron power calculator). The configurations shown in Figure 4.5 dissipate I/O power

between 2.6 W and 10.8 W for fully utilized channels. Even if we assume a low row buffer hit rate of

10%, eight ranks sharing the channel would collectively dissipate only 10.3 W in non-I/O DRAM power.
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Similarly, two-rank and one-rank configurations would dissipate only 5.6 W and 4.8 W respectively. This

highlights the significant role of I/O power in accessing the memory system.
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Figure 4.5: Memory I/O power (mW) for a number of DDR3/DDR4 design points that vary DIMM type,
read/write intensity, frequency, and DIMMs per channel (DPC).

In looking at each graph in Figure 4.5, we see that RDIMMs and UDIMMs dissipate similar

amounts of power, but LRDIMMs dissipate nearly 2× more power. We also observe that at least in DDR4,

there is a clear trend where write-intensive traffic (the right half of the figures) consumes more power

than read-intensive traffic (the left half of the figures). Not surprisingly, power increases with channel

frequency, and power increases as more DIMMs are added to the channel. To a large extent, I/O power

is influenced by the following five factors in decreasing order of importance: DIMM type, technology,

frequency, read/write intensity, and DIMMs per channel.

To better understand the differences between DDR3 and DDR4, we show the power breakdown for

various benchmarks and frequencies in Figure 4.6. These graphs assume 3 LRDIMMs per channel. DDR4

consumes less power within DRAM and within interconnects, primarily because of its lower voltage and

its lower idle termination power. This is true in spite of DDR4 operating at a significantly higher frequency

than DDR3. But as a percentage of total memory power, the average contribution of I/O increases from

21% in DDR3 to 24% in DDR4.

Next, to show the impact of IO power in future large memory systems, including those that

incorporate new memory devices such as Micron’s Hybrid Memory Cube (HMC) [55], we evaluate the

memory organizations described in Figure 4.7. Both organizations connect the processor to a low-latency

HMC device that caches the most popular pages. The remaining pages are either scattered uniformly across

four LRDIMMs on two DDR4 channels (a), or across an iso-capacity network of 32 HMCs (b). HMC
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Figure 4.6: Breakdown of memory power (mW) for DDR3/DDR4 design points for each benchmark. We
assume 3 LRDIMMs per channel.

memory access energy is based on the empirical data of Jeddeloh et al. [55]. We assume the same amount

of background DRAM power per bit for both cases. The graph shows memory power dissipation as the hit

rate in the HMC cache is varied. Given the many HMC SerDes links that are always active, we see that the

HMC-only organization consumes significantly more power. This analysis showcases (i) the importance of

IO power, and (ii) the relevance of DDR channels in future memory eco-systems.

Figure 4.7: (a) A memory organization with one HMC “cache” that is backed by two DDR4 channels and
four quad-rank LRDIMMs. (b) An HMC-only organization with one HMC “cache” backed by 32 other

4GB HMCs. (c) Memory power for the two organizations, as a function of the hit rate in the HMC “cache”.
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Figure 4.8: Identifying the best bandwidth (left) and cost (right) design points for each memory capacity
requirement.

4.3.2 Motivation for Cascaded Channels and Narrow Channels

Next, to show the power of our tool’s design space explorations, and to motivate the ideas in the

second half of the chapter, we identify the best cost and bandwidth design points for a range of memory

capacities. This is shown in Figure 4.8. We consider processor models that support two channels, and

processor models that support four channels. The data shows that for a given memory capacity requirement,

the use of four channels can improve overall bandwidth by more than the expected 2×. This is because the

use of more channels helps spread the DIMMs, thus lowering per-channel load, and boosting per-channel

bandwidth. Similarly, the use of more channels can also yield DIMM configurations that cost a lot less. This

is because with more channels, we can populate each channel with different DIMM types and frequency,

thus providing a richer design space, and avoiding the need for expensive high-capacity DIMMs.

With these observations in mind, we set out to create new memory channel architectures that can

grow the number of memory channels without growing the pin count on the processor. Our first approach

creates a daisy chain of channels with a lightweight buffer chip. Our second approach partitions a DDR

channel into narrow sub channels. By decoupling memory capacity and processor pin count, we can

further reduce cost by enabling lower-end processors and motherboards for certain platforms/workloads.

In Figure 4.9, we show that Intel Xeon processors with fewer channels are available for a much lower price

range.
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Figure 4.9: Prices for Intel Xeon (E3 and E5) processors as a function of channel count [201].

4.4 The Cascaded Channel Architecture

The cascaded channel architecture can simultaneously improve bandwidth and cost, while having

a minimal impact on server volume or complexity or power. It can also be leveraged to implement a hybrid

memory system, thus serving as an important enabling technology for future systems that may integrate

DRAM and NVM.

The key tool insights that motivate this proposal are: (i) low load on a parallel bus leads to higher

frequency, and (ii) cost is lowered by using many low-capacity DIMMs. We therefore partition a single

DDR channel into multiple shorter DDR channels with a simple on-board relay chip.

4.4.1 Proposed Design

Baseline Memory Cartridge

We use a state-of-the-art memory cartridge as the evaluation platform and baseline in this work.

Both HP and Dell have servers that can accommodate eight 12-DIMM memory cartridges to yield servers

with 6 TB memory capacity [226, 193, 182].

Figure 4.10(a) shows the overall configuration of an HP ProLiant DL580 Gen8 Server [193]. Four

processor sockets in the 4U server connect to 8 memory cartridges. Each processor socket has four memory

links that connect to four BoB chips (Intel C104 Scalable Memory Buffers [200]). A memory cartridge

is composed of two BoBs and their four DDR memory channels. Each memory channel can support up

to three 64GB LRDIMMs at a channel frequency of 533 MHz. Figure 4.10(b) shows a logical view of a

single memory cartridge; Figure 4.10(d) shows an actual image of an open cartridge populated with 12

DIMMs. The two PCBs close up to form a dense enclosure, as shown in Figure 4.10(c) (a side view). Each
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BoB chip is on a separate PCB and the two emerging DDR channels are connected to the six interleaved

DIMMs. We refer to the six DIMMs on the bottom PCB as stalagmites and the six DIMMs on the top

PCB as stalactites. The DIMMs are arranged so that stalactites lie above a BoB and do not interfere with

stalagmites (and vice versa).

SMB c104
1.2” with heat-sink

0.425” DIMM-to-
DIMM 

7.8”

DDD DD

DDD DD

DDD DD

DDD DDIntel Xeon E7 Intel Xeon E7

Intel Xeon E7 Intel Xeon E7

(a)
(b)

(c)

(d)

a)

Figure 4.10: Organization of the HP ProLiant DL580 Gen8 server (a). The memory cartridge is
represented in (b), (c), and (d).

Cascaded Channel Architecture

Our proposal uses a new Relay-on-Board (RoB) chip to create a daisy chain of DDR channels.

As shown in Figure 4.11, the DDR channel emerging from the (yellow) BoB chip terminates in a (pink)

RoB chip. Another DDR channel emerges from the other end of the RoB chip. What distinguishes this

RoB chip from all other known BoB chips is that it has traditional DDR channels on either end that are

populated with DIMMs.

DDD DD

DDD DD

DDD DD

DDD DD

(b)
(a)

Figure 4.11: The Cascaded Channel Architecture. RoB chips are used to partition each channel.

86



From the memory channel’s perspective, the RoB chip appears similar to an LRDIMM buffer

chip, i.e., in terms of handling ODT and rank-to-rank switching delays, the RoB chip is simply handled

as another rank. The RoB chip has a minimal amount of logic to receive data and (if necessary) drive

the same signal on the next channel in the daisy chain (with appropriate re-timing and skew); the area

of this chip is largely determined by its pin count. If we assume that the channels connected to the RoB

operate at the same frequency, no data buffering is required on the RoB, and the signals on one channel are

propagated to the next channel with a delay of one cycle. At boot-up time, the memory controller must go

through a few additional steps for system initialization.

On a memory read or write, depending on the address, the request is serviced by DIMMs on the

first channel or by DIMMs on the second cascaded channel. In the baseline (Figure 4.10), a single channel

supports three LRDIMMs at a frequency of 533 MHz. In the cascaded channel design (Figure 4.11), the

first channel segment supports the memory controller, a single LRDIMM, and a RoB chip. Such a channel

is equivalent to a DDR channel populated with two LRDIMMs. Based on server datasheets [180], such a

channel can safely operate at a frequency of 667 MHz. The second channel segment is similar – it supports

the RoB chip (equivalent to a memory controller) and two LRDIMMs. Therefore, it too operates at a

frequency of 667 MHz. The introduction of a RoB chip in a memory channel is similar to the introduction

of a latch in the middle of a CMOS circuit to create a pipeline. The primary benefit is a boost in frequency

and parallelism.

Figure 4.11(a) also shows how the cartridge can be re-designed in a volume-neutral way. The

LRDIMMs are now interspersed with 1-inch wide RoB packages, again ensuring non-colliding stalactites

and stalagmites. Assuming that cartridges can be designed with longer dimensions, we can continue to

grow the daisy chain to further boost the number of DIMMs per cartridge.

While the proposed design bears a similarity to the FB-DIMM approach of daisy-chained buffer

chips, it has been carefully designed to not suffer from the pitfalls that doomed FB-DIMM. First, we

continue to use standard DDR channels and the RoB chips are on the cartridge rather than on the DIMM.

This enables the use of commodity DIMMs. Second, the RoBs simply propagate signals and do not

include power-hungry circuits for buffering, protocol conversion, and SerDes. Third, as described next, we

introduce collision avoidance logic to simplify the memory controller scheduler.
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A Scalable Memory Controller Scheduler

A many-rank system accessed by a cascaded channel requires an adapted memory controller

scheduler. In essence, the memory controller must be careful to avoid collisions on the cascaded memory

channels. Depending on the ranks involved in already scheduled data transfers, the timing for the next

column-read/write must be adjusted. This is done by maintaining a small table with latency constraints.

We have synthesized this collision avoidance circuit to timing-correct gate-level netlists and confirmed that

the circuit adds area and power overheads under 10% to the memory controller. Since the design of this

scheduler is not central to memory interconnect analysis, we do not delve into more details here.

Hybrid DRAM/NVM Hierarchy

It is expected that future off-chip memory systems will support a combination of DRAM and NVM.

A number of papers have explored caching policies for such hybrid DRAM/NVM systems, e.g., [113, 117,

156]. Most of these studies assume that the processor socket has a channel populated with DRAM DIMMs

and a separate channel populated with NVM DIMMs. However, such an organization suffers from three

weaknesses. First, the processor pins are statically partitioned between DRAM and NVM; as a result,

the entire processor-memory bandwidth is not available for the faster DRAM region. Second, some of

these studies operate the NVM pins at a frequency lower than that of the DRAM pins, further lowering

the overall processor-memory bandwidth. Third, data migration between DRAM and NVM involves the

processor and consumes bandwidth on both the DRAM and NVM pins.

Given the expected popularity of future DRAM/NVM hierarchies, it is important to define memory

interconnects that can address the above problems. Ham et al. [43] address the third problem above by

introducing BoB chips on the DRAM and NVM channels, and a new link between these BoB chips; pages

can therefore be copied between DRAM and NVM without involving the processor pins. We note that the

Cascaded Channel architecture addresses all three weaknesses listed above.

The RoB chip decouples the characteristics of cascaded channels. Not only can each channel

support different voltages and frequencies, they can also support different memory technologies. Fig-

ure 4.12 describes a number of possible DRAM/NVM configurations for baseline channels, as well as for

RoB-based cascaded channels where the first channel represents a lower-capacity lower-latency region of

memory, and the second channel represents a higher-capacity higher-latency region. While the baseline
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cases allocate some processor pins for DRAM channels and some for slower NVM channels, the RoB-based

designs boost processor pin bandwidth by connecting all the processor memory pins to fast DRAM that

can contain hot pages. The proposed design also allows the copying of data between DRAM and NVM

without occupying the processor pins twice. For example, when copying data from NVM to DRAM, the

processor first issues a Read to the distant NVM; the data transfer on the distant channel is buffered on

the RoB; the processor then issues a Write to the nearby DRAM; the data for that write is driven on the

near channel by the RoB; the write into DRAM thus leverages the already scheduled data transfer from the

distant NVM.
�������� �	�

�

�

�

�

���

� � �

	 	 	

���

� �

	 	 ���

�

�

	

	

���

� �

	 	 	 ���

�

�

	

	

	

���

� �

� 		 	

���

� �

	 	 	 ���

�

�

	

	

	


���



��
��


��



��
��


���

����
��


��

����
��


���

����
��


��

����
��


���



��
��


��

����
��


���



��
��


��



��
��


���

����
��


��



��
��


���



��
��


��

����
��


���



��
��


��

����
��

Figure 4.12: Four different cases that use DRAM and NVM. The Baseline organizations use separate
channels for DRAM and NVM. The corresponding RoB architecture implements NVM on a distant

cascaded channel. The 800 MHz and 400 MHz channels work at 1.5V and 1.2V, respectively, while other
channels operate at 1.35V.

4.4.2 Cascaded Channel Evaluation Methodology

To model the power and cost of RoB-based designs, we modified our tool’s outer for loops to

not only partition the required capacity across channels, but also across cascaded channels. Every time a

cascaded channel is used, we estimate IO power correctly, treating each RoB chip similar to an LRDIMM

buffer. We assume that the second cascaded channel has half the utilization of the first channel. Since the

RoB chip partitions a channel into two sub-channels, a larger design space is explored since we consider

different options for every channel.

For our architectural evaluation, we consider a number of memory-intensive workloads from

SPEC2k6 (libquantum, omnetpp, xalancbmk, milc, GemsFDTD, mcf, leslieeD, and soplex) and NPB [3]
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(cg, mg, and bt). We generate memory access traces for these workloads with Windriver Simics [236].

Two (staggered) copies of these 8-core traces are then fed to the USIMM cycle-accurate memory system

simulator [174] to create a 16-core workload sharing a single memory channel. This enables tractable

simulations of future throughput-oriented architectures. Simics and USIMM parameters are summarized

in Table 4.5.

Table 4.5: Simics and USIMM parameters.

Processor
ISA UltraSPARC III ISA

size and freq. 8-core, 3.2 GHz
ROB 64 entry

Fetch, Dispatch, Maximum
Execute, and Retire 4 per cycle

Cache Hierarchy
L1 I-cache 32KB/2-way, private, 1-cycle
L1 D-cache 32KB/2-way, private, 1-cycle
L2 Cache 8MB/8-way, shared, 10-cycle
Protocol Snooping MESI

DRAM Parameters
DDR3 Micron DDR3-1600 [223],

Single BoB with 2 Channels
DRAM 3 ECC DIMMs/Channel

Configuration LRDIMM
4 Ranks/DIMM

Mem. Capacity 192 GB (half a cartridge)
Mem. Frequency 533MHz
Mem. Rd Queue 48 entries per channel

Mem. Wr Queue Size 48 entries per channel

4.4.3 Cascaded Channel Results

For our DRAM-only analysis, we compare against a baseline memory cartridge with two 533 MHz

DDR3 channels per BoB with 3 DDR3L quad-rank LRDIMMs per channel. The RoB-based cartridge has

the same capacity as the baseline, but each DDR channel can now operate at 667 MHz.

Power Analysis

We use the modified version of our tool to estimate the power of the memory cartridge under high

utilization. The baseline has a DDR channel utilization of 70%, while with RoB-based cascaded channels,

the first channel has a 70% utilization and the second has a 35% utilization. We also assume a read/write

ratio of 2.0 and a row buffer hit rate of 50%. The power breakdown is summarized in Table 4.6. At higher
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frequencies, the DRAM power is higher because of higher background power. I/O power in the cascaded

channel design is also higher because of the increase in channel segments and the increase in frequency.

The result is an 8.1% increase in total cartridge power, but lower energy per bit (power/bandwidth). The

I/O power is influenced by bus utilization. If we assume 50% and 80% utilization, the cascaded model

consumes 4.6% and 7.1% more power than the baseline, respectively.

Table 4.6: Power breakdown of baseline and cascaded channels.

DIMM BoB I/O Total Power/
Power Power Power Power BW

(W) (W) (W) (W) (nJ/B)
Baseline 23.2 5.5 9.4 38.1 7.94

Cascaded 22.6 6.4 12.2 41.2 6.86

Performance Analysis

Figure 4.13 compares execution times for the cascaded design, relative to the baseline cartridge

with the same memory capacity. For DDR3 design points, even though RoB traversal adds a few cycles

to the memory latency, it enables a 25% higher bandwidth and lower queuing delays. The net effect is a

22% performance improvement. For the DDR4 design point, the cascaded channels enable a bandwidth

increase of 13%, and a performance improvement of 12%.

To further boost memory capacity, additional RoB chips can be used to extend the daisy chain and

add more DIMMs, without impacting the bandwidth into the processor.

Figure 4.13: Execution times for the cascaded channel architecture, normalized against the baseline
cartridge (DDR3 (a) and DDR4 (b)).

Design Space Explorations

With our extended tool, we evaluate performance as we sweep the design space. Figure 4.14(a)

shows memory latency for all considered design points. Again, the RoB-based designs are superior in
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nearly every case. Note that the baseline shows lower latency in a few cases – in these cases, the baseline

and RoB-based designs end up with similar channel bandwidths and the RoB designs suffer from the extra

hop latency.

Similarly, Figure 4.14(b) shows the cost of constructing the cheapest memory system for a range

of memory capacity requirements. RoB-based designs offer more options when configuring a memory

system. As a result, for example, a 256 GB memory system can be configured in the baseline with two

32 GB and one 64 GB DIMM per channel, while a RoB-based design can use two segments per channel,

each with two 32 GB DIMMs. For this example, by avoiding expensive 64 GB DIMMs, the RoB-based

approach yields a 48.5% reduction in cost. We see that in all cases, the cascaded approach is superior, with

the improvements growing as capacity increases.
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(a) Memory latency comparison.
(b) Cost comparison.

Figure 4.14: Memory latency and cost comparison with baseline and RoB approaches, as the memory
capacity requirement is varied.

This analysis introduces the RoB as an additional knob in our design space exploration and helps

identify the best way to configure a memory system for a given capacity requirement. Our extended tool

makes the case that cost and performance can be improved by partitioning a standard DDR channel into

multiple cascaded segments.

DRAM/NVM Hierarchies

We now turn our attention to the RoB chip’s ability to implement hybrid DRAM/NVM hierarchies

on cascaded channels. We consider iso-capacity comparisons in four cases, depicted in Figure 4.12 for

baseline and cascaded approaches. The baseline in each case isolates the NVMs to a separate channel.

The parameters for the NVM are based on PCM parameters assumed by Lee et al. [74]. In the first case,
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the two designs have the same total bandwidth; the cascaded approach has the potential to do better if

most requests are steered to DRAM because of hot page caching. The second case is similar, but uses

lower-capacity dual-rank 1.5V RDIMMs for higher bandwidth, while increasing the number of NVM

DIMMs. The third case increases capacity further; the baseline suffers from low memory bandwidth while

the RoB-based design isolates the high capacity and low bandwidth to a single distant channel. The fourth

case is a low-power version of the second case.

A DRAM/NVM hierarchy must be complemented by OS/hw policies that can move hot pages to

low-latency DRAM, e.g., [156, 117, 82]. We view such policies as an orthogonal effort that is beyond the

scope of this work. Here, we show results for a number of assumptions, ranging from 50% to 90% of all

accesses being serviced by DRAM. Figure 4.15 shows the normalized execution time averaged across all

benchmarks for the four cases, and for varying levels of DRAM activity.
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Figure 4.15: Normalized execution time (averaged across all benchmarks) for baseline and RoB cases, as
the fraction of DRAM accesses is varied from 50% to 90%.

A common theme in these results is that when the DRAM is responsible for more than 60% of all

memory traffic, performance starts to degrade in the baselines. This is because a single DRAM channel is

being over-subscribed. The cascaded approaches allocate more processor pins for DRAM and can better

handle the higher load on DRAM. In nearly all cases, the cascaded approach is a better physical match for

the logical hierarchy in DRAM/NVM access. In the fourth power-optimized case, the RoB-based NVM is

disadvantaged, relative to the baseline NVM, so it performs worse than the baseline at high NVM traffic

rates. The energy trends are similar to the performance trends.
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(a) Baseline: 72-wide data, 
23-wide address, 533 MHz

533 MHz on-DIMM bus

23-wide address, 533 MHz

400 MHz on-DIMM bus

36-wide data, 667 MHz

(b) 2 36-bit narrow channels

23-wide address, 533 MHz

400 MHz on-DIMM bus

24-wide data, 800 MHz

(c) 3 24-bit narrow channels

CPU CPU CPU

Figure 4.16: The baseline (a) and two narrow channel organizations (b and c).

4.5 The Narrow Channel Architecture

Finally, we introduce a new interconnect topology that is not constrained by the DDR standard.

This is also an example of how our tool is useful for on-DIMM evaluations.

4.5.1 Proposal

Example Narrow Channels

Figure 4.16(a) shows a standard 72-bit DDR channel supporting 3 DIMMs at 533 MHz. In order to

support high memory capacity without growing the load on the data bus, we propose to use narrow parallel

data channels – two options are shown in Figures 4.16(b) and 4.16(c). The first option in Figure 4.16(b)

implements two 36-bit wide parallel channels, both operating at 667 MHz. For an iso-capacity comparison,

we assume that one channel supports two DIMMs and the other supports a single DIMM. These DIMMs

use a buffer chip for address and data, similar to the design style of an LRDIMM. The buses between

the buffer chip and the DRAM chips on the DIMM are similar to that of a baseline DIMM, but they can

operate at a lower frequency and still keep up with the bandwidth demands of the external link. In the

example in Figure 4.16(b), the on-DIMM 72-bit bus conservatively operates at 400 MHz and supports an

external 36-bit link at 667 MHz.

In the example in Figure 4.16(c), the channel is split into 3 narrow channels, each 24 bits wide,

and each supporting a single DIMM at 800 MHz. Again, the on-DIMM 72-bit bus conservatively operates

at 400 MHz and supports the 24-bit external link at 800 MHz.

In both of these designs, we assume that only the data bus is partitioned across the narrow channels.
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The address/command bus remains the same as before, i.e., a single address/command bus is shared by

all three channels and all three DIMMs. This ensures that the new architecture does not result in a large

increase in pin count for the processor. Because the address/command bus is driving the same load as

the baseline, it continues to operate at the slower 533 MHz frequency. Since address/command buses are

utilized far less than the data bus, this lower frequency does not make the address/command bus a new

bottleneck.

Advantages and Disadvantages

Both of these new narrow channel designs have four primary advantages. (i) They support a

faster aggregate bandwidth into the processor. (ii) They have the potential to reduce DIMM power by

operating DIMM components at a lower clock speed. (iii) This approach can also be used to grow memory

capacity without a corresponding steep penalty in bandwidth. (iv) Just as we saw for the RoB-based

cascaded channels, there is a potential to reduce cost by implementing a given memory capacity with many

low-capacity DIMMs instead of a few high-capacity DIMMs.

There are three disadvantages as well. (i) The primary disadvantage of course is that non-standard

non-DDR DIMMs will likely be more expensive because they are produced at lower volume. In spite of

this, we believe that this approach is worth exploring in the era of memory specialization, e.g., similar to

how IBM produces custom DIMMs for their Power8 line of processors [238]. (ii) A longer transfer time

per cache line is incurred. (iii) There is limited rank-level parallelism within each narrow channel. The

second and third disadvantages are captured in our simulations and turn out to be relatively minor.

A Two-Tier Error Protection Approach

Since cache lines are aggregated on the buffer chip before returning to the processor, we take this

opportunity to also improve error protection. We assume that the DIMM supports some form of error

protection (say, SECDED or chipkill), but the processor is kept oblivious of this protection. The buffer

chip inspects the bits read from DRAM, performs error detection and correction, and sends just the cache

line back to the processor. Since ECC typically introduces a 12.5% overhead on bandwidth, this strategy

eliminates or reduces that overhead. To deal with potential link transmission errors, we add a few CRC bits

to every data packet returned to the processor. The CRC is used only for error detection. When an error is

detected, the buffer chip simply re-transmits the data packet. To keep the protocol relatively unchanged, the
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re-transmission can be triggered by the processor requesting the same cache line again. With this two-tier

protection (SECDED or chipkill within DRAM and CRC for the link), we are still maintaining data in

DRAM with strong protection, but the processor and link are subject to the overheads of a lightweight

error detection scheme.

The reverse is done on a write, where the buffer chip on the DIMM receives a CRC-protected

packet, computes the SECDED or chipkill code, and performs the write into memory chips.

If we assume the 36-bit narrow channel in Figure 4.16(b), a minimum of 15 transfers are required

to communicate a 512-bit cache line. This leaves room for a 28-bit CRC code. For a well-constructed

28-bit CRC code, the probability of a multi-bit transmission error going undetected is very low (2−28, the

probability that a random 28-bit string matches the CRC for a new data block). By comparison, DDR4 has

support for an 8-bit CRC [224] and HMC has support for a 32-bit CRC [197]. The CRC code can be made

even stronger by sharing a code across multiple cache lines. For example, a group of four cache lines can

share a 112-bit CRC code. As the size of the CRC code grows, the probability of multi-bit errors going

undetected is exponentially lower.

Our two-tier coding approach further reduces bandwidth requirements by reducing the ECC bits

sent back to the processor. In the above example, we are sending 540 bits on every cache line transfer

instead of the usual 576 bits.

This error handling strategy moves the memory system towards an abstracted memory inter-

face [228], where the processor simply asks for and receives data, while the details of memory access and

memory errors are entirely handled by the DIMM or memory product.

4.5.2 Evaluation

To evaluate the proposed narrow channel architecture, we use the same simulation infrastructure

as in Section 4.4.2.

Modeling this architecture with our tool is relatively trivial because of the convenient API provided.

For the model in Figure 4.16(c), power was estimated with the following queries:

1. DDR(long-range, 800, 1, ddr3, 24, on-main-board): the 24-wide DDR3 data bus on the board

connecting to 1 DIMM at 800 MHz.
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2. DDR(short-range, 400, 4, ddr3, 72, on-dimm): the 72-wide DDR3 data bus on the DIMM connecting

to 4 ranks at 400 MHz.

3. SDR(long-range, 533, 3, ddr3, 23, on-main-board): the 23-wide DDR3 address/command bus on the

board connecting to 3 DIMMs at 533 MHz.

4. SDR(short-range, 400, 4, ddr3, 23, on-dimm): the 23-wide DDR3 address/command bus on the

DIMM connecting the buffer chip to 4 DRAM dies on its left at 400 MHz.

5. SDR(short-range, 400, 5, ddr3, 23, on-dimm): the 23-wide DDR3 address/command bus on the

DIMM connecting the buffer chip to 5 DRAM dies on its right at 400 MHz.

Figure 4.17: Execution time for the two narrow channel designs in Figure 4.16, normalized against the
baseline.

Figure 4.17 shows normalized execution time for the two narrow channel architectures shown in

Figure 4.16. The longer data transfer time and the reduced rank level parallelism per channel introduce

second-order negative impacts on performance. But to a large extent, performance is impacted by the

higher bandwidth enabled in the narrow channel designs. The new error handling strategy also contributes

to the improvement in bandwidth, so the 24-bit and 36-bit channels increase peak bandwidth by 64% and

33% respectively (without the new error handling strategy, the bandwidth increase would have been 50%

and 25%). Overall, the 24-bit and 36-bit channels yield performance that is respectively 17% and 18%

higher than the baseline.

The power results are shown in Figure 4.18, which also shows a breakdown across the different

components. The on-board I/O power is higher because of the higher frequency for the on-board intercon-

nects; meanwhile, the on-DIMM interconnects and DRAM chips consume less power than the baseline

because of their lower frequency. The net result is an overall memory power reduction of 23%. Again, we
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Figure 4.18: Memory power for the two narrow channel designs in Figure 4.16, normalized against the
baseline (left).

see that I/O power is a significant contributor to overall memory power, highlighting the importance of

precise I/O models as we explore specialized memory architectures.

4.6 Related Work

Research on memory systems has gained significant traction in the last few years. This is attributed

to both interest in emerging non-volatile memories and relatively modest evolution of memory architecture

in recent decades. As a result, the past few years have seen a flurry of work in the area of memory simulators

and tools to facilitate research on disruptive memories with non-traditional fabric. CACTI-IO [209] is an

IO modeling tool with its standard model limited to DDR3 configurations with unbuffered DIMMs. While

our tool also focuses on IO, it is a comprehensive framework that considers cost, power, and noise (jitter

and skew), and performs exhaustive search within the tool to find an optimal DIMM configuration for a

given memory capacity and bandwidth. In addition to providing support for both on-dimm and main-board

buffers for both DDR3 and DDR4, it supports a wide range of frequencies without any modification to the

tool. CACTI 7 is also the first tool to support serial-io with different data rates.

Modeling tools such as Micron power model [221], DRAMpower [185], NVSIM [184], and

DRAM energy models by Vogelsang [147] are primarily targeted at either microarchitecture of memory or

DRAM die.

NVSIM is based on the CACTI tool that focuses on emerging non-volatile memories such as

STTRAM, PCRAM, ReRAM, NAND Flash, and Floating Body Dynamic RAM.

Memory simulators such as DRAMSim [149], USIMM [174], and Ramulator [210] are perfor-
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mance simulators that model DRAM timing in a cycle accurate manner. These tools take input from power

models described earlier to calculate memory system power and can benefit from the proposed tool.

Memory DIMMs have been optimized for bandwidth, capacity, and power. The fully-buffered

DIMM was Intel’s solution for extending DDR2 memory capacity [38]. FB-DIMM uses narrow serial links

to connect many buffer chips in a daisy chain. Hyper-Cloud DIMM (HC-DIMM) optimized LRDIMM by

distributing LRDIMM’s memory buffer functionality across multiple smaller buffer chips that are closer to

the corresponding DRAM chips on the DIMM [192]. IBM has a custom DIMM for its AMB BoB, that

supports up to 160 devices [145]. Apart from these industrial solutions, recent academic papers also suggest

better DIMM and network organizations. Ham et al. [43] design a hierarchical tree topology for the memory

network to support DRAM and NVMs, and Kim et al. [70] design a network of HMCs. Decoupled-DIMM

decouples channel frequency from DIMM frequency using a custom buffer on DIMM [164]. BOOM [157]

and Malladi et al. [92] use different approaches to integrate mobile LPDDR chips to reduce idle power.

These related works not only highlight the importance of special non-standard DIMMs but also the need

for a proper IO modeling framework to speed up research in this area.

4.7 Summary

In the future, we expect that parts of the memory system will move towards specialization. Much

of that specialization will likely revolve around new interconnect topologies to connect different types of

memory products. This chapter makes the case that I/O power is a significant fraction of memory power.

We therefore develop a tool that models a variety of memory interconnects and provides a framework for

design space exploration. With the insights gained from the tool, we devise two new memory network

architectures that improve a number of metrics. We show that partitioning a memory channel into multiple

channels (either cascaded or narrow) has a first-order effect on bandwidth and cost. The CACTI 7 tool

was also modified and used to characterize power and cost for the proposed architectures. We observed

performance improvements of 18% and energy reduction of 23% for the narrow channel architecture, and

cost reductions of up to 65% for the cascaded channel architecture.
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Chapter 5

Interconnect for Silicon-Photonic NoCs

Apart from electrical interconnect, a growing area of research is silicon-photonic interconnect.

A key cross-layer aspect of silicon-photonic interconnect for networks on chip (NoCs) is floorplan

optimization, which includes floorplanning of the photonic and electrical elements of the NoC.

In this chapter, we describe our floorplan optimizer for silicon-photonic NoCs. The key differ-

entiating aspect of our optimizer is that it performs P&R for PNoC using a cross-layer approach, which

simultaneously considers system design choices, network design choices, optical device choices and

application-dependent factors.

5.1 Introduction and Motivation

Over the past decade, the computing industry has regularly increased the number of cores per

die [28], using parallelism to help sustain historical performance scaling. As core count continues to

increase, both individual core performance and performance of the Network-on-Chip (NoC) fabric will

determine the overall performance of a many-core system. It is preferable to use high-radix, low-diameter

NoCs that are easier to program and provide more predictable communication. Such NoC topologies

imply long global links that can be power-hungry when implemented with traditional electrical signaling

circuits. Global silicon-photonic link designs provide noticeably higher bandwidth density, as well as lower

data-dependent energy consumption, than electrical counterparts [125, 57]. In recent years, many efforts
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have explored various types of high-radix, low-diameter photonic NoC (PNoC) topologies, including

bus [71, 146], butterfly/Clos [42, 57, 109] topologies. A common aspect of these studies is that only one

or two underlying link designs are considered as the basis of NoC architecture design decisions. Moreover,

physical (layout) implementations (used for energy, performance and area evaluation) are fairly coarse.

This potentially yields suboptimal PNoCs, as well as only limited comparisons versus electrical NoCs

(ENoCs).

The placement and routing (P&R) solution of the various silicon-photonic link components bring

several concerns beyond what is commonly seen for electrical links. These concerns include high thermal

sensitivity, large propagation loss in CMOS-compatible link designs, large crossing losses, and laser

source inefficiencies.4 Indeed, thorough evaluation of the PNoC design space requires true cross-layer5

optimization that considers (i) the rich design space of silicon-photonic devices, (ii) a range of network

topologies, and (iii) detailed P&R solutions for PNoCs, particularly at the level of core cluster and PNoC

floorplanning. Several recent efforts have provided flavors of cross-layer design [7, 48, 80].

In this paper, we develop a cross-layer approach to floorplan optimization in many-core systems

with PNoC. At the level of system organization, our optimization considers chip aspect ratio, number

of cores, and clustering of the cores. With respect to network design, our optimization considers PNoC

logical topology, router design and placement, number of wavelengths to be multiplexed in a waveguide,

and number of waveguides. Application-dependent factors (e.g., required PNoC bandwidth and different

thermal profiles of the chip) are also considered.6 Our simultaneous cluster placement and PNoC routing

algorithm, based on a mixed integer-linear programming (MILP) formulation, provides a thermally-

aware cross-layer global NoC (electrical and optical) optimization for a cost function of power and area.

Specifically, our algorithm finds the optimal core cluster size and shape, router group placement, waveguide

routing, and chip aspect ratio that together minimize total PNoC power. The main contributions of our

4High sensitivity of optical components to manufacturing variation is an additional issue, and can be influenced by the die
planning and P&R solution.

5We use the term “cross-layer” in the usual way, to connote information flow across multiple layers of the system stack.
Examples: (i) considering photonic device characteristics in P&R optimizations, or (ii) optimizing the floorplan based on
architecture- and application-dependent power and thermal profiles.

6As detailed in Section 5.4.1, some of these parameters (physical dimensions of routers, laser source sharing solution, thermal
sensitivity coefficients for photonic devices, etc.) are fixed in the experiments that we report. However, it is straightforward to
explore these additional axes in many-core chip optimization, e.g., using an “outer loop” around the optimization that we describe.
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work are as follows.

• We formulate an MILP that outputs P&R solutions for Clos PNoC with minimum power consumption,

area, or some weighted combination of both. Our MILP formulation takes thermal effects of cores on

photonic components into consideration and integrates all sources of power consumption, including

laser power, electrical-optical-electrical (EOE) power, and thermal tuning power, required to reliably

operate photonic devices.

• We develop a flow that uses a 3D extension of HotSpot [94] to precalculate thermal impacts of

all cores on all potential router group locations; these are used in an optimization flow that is

thermally-aware of a mix of heterogeneous power profiles.

• We propose the notion of a power weight, which represents the temperature impact of a core with

unit power consumption on a router group, that allows us to efficiently consider a mix of high- and

low-end core clusters within the router group placement optimization. This opens the door to the

study of heterogeneous-core designs in the cross-layer optimization.

• We identify trends in experimental data – e.g., dominant sources of power, and impact of levers such

as chip and cluster aspect ratios – that suggest future heuristic approaches to PNoC designs.

In the following, Section 5.2 reviews relevant previous work, and Section 5.3 describes our

floorplan optimization approach including details of the MILP formulation. Section 5.4 gives experimental

results of floorplan optimization, and we conclude in Section 5.5.

5.2 Previous Work

Floorplanning and P&R approaches for NoC designs have attracted significant research attention

during the past years. The design decisions on these objects greatly impact the performance and energy

efficiency of the overall many-core system. However, due to the vast design space and complexity, it is very

challenging to consider all constraints during the design stage optimization of the NoC. To clearly present

the large span of design constraints in our work, we make a comparison between our proposed method and

representative previous work in this field, as in Table 5.1. In this table, we show the optimization goal of
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each work in the last column. With the exception of the first four papers, all papers in the table focus on

PNoCs.

Table 5.1: Classification of previous work and our work. OR–Optical Routing; OP–Optical Placement;
ER–Electrical Routing; EP–Electrical Placement; TA–Thermally-Aware; 3D–3D-Related; NoC: NoC

Topology.
Work OR OP ER EP TA 3D NoC Opt.

Jafari et al. [53] X X
Fault-

tolerant

Yan et al. [155] X X X
Wire

Length

Ou et al. [106] X X X X
Wire

Length
Dubois et al.

[31] X X X X
Fault-

tolerant

2-Sided Swap
[22] X Signal Loss

O-Router [28] X Total Power
SNAKE [116] X X X Total Power

Chen et al. [17] X X X Total Power
GLOW [29] X X X Total Power

PROTON [8] X X X
Laser
Power

VANDAL [48] X X X Signal Loss

Our Work X X X X X Total Power

In the area of ENoCs, floorplanning and P&R approaches have been widely explored, with

previous work chiefly focusing on reduction of total wirelength and/or maximum on-chip temperature.

Yan et al. [155] propose a hierarchical algorithm for 3D placement to achieve the above goals with fixed

routing input. Dubois et al. [31] provide a 3D-NoC floorplanning method that reduces the number of

vertical-link connections in 3D layout. Ou et al. [106] propose a P&R method that minimizes chip area

and routing wirelength, while satisfying current-flow and current-density constraints. Jafari et al. [53]

propose an algorithm allowing a simultaneous P&R search. We use a similar MILP-based formulation to

simultaneously find an optimal P&R solution.

In contrast to traditional ENoCs, PNoCs have more design-space constraints stemming from use

of optical devices. For example, photonic devices’ P&R solution directly impacts the attenuation of the

optical signal, and in turn, the laser source power consumption. Previous work [22, 116, 28] propose

routing algorithms that minimize the optical losses in the PNoC given a fixed netlist. However, although the

optimization in [28] provides 50% optical power reduction, it does not consider the thermal tuning power,

which is a significant contributor to the total PNoC power. Chen et al. [17] investigate the impact of on-chip
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laser source placement and sharing on laser source power consumption; however, they do not propose

a method to optimize the placement under different thermal profiles, and their work does not consider

optimal routing of the PNoC. Hendry et al. [48] implement a tool flow that provides an environment to

place-and-route the PNoC. A waveguide routing tool is provided in this flow to find the waveguide route

with minimum optical signal loss. However, there are two common drawbacks of the above techniques:

(1) they do not take into consideration thermal profiles, which can significantly impact thermal tuning

power; and (2) the router placement is fixed before routing, which limits the design space for optimization.

Li et al. [81] introduce a methodology for evaluating the thermal impact of chip designs on PNoC with

VCSEL-based laser sources, but do not combine it with a comprehensive floorplan optimization. PROTON

[8] and GLOW [29] both provide P&R algorithms for many-core systems. While GLOW takes thermal

profile into account, it does not optimize router placement or account for thermal tuning power of the

router groups, and the PNoC routing is performed with respect to a single thermal map. Typically, for

many-core chips, thermal maps vary constantly depending on the system workloads and thread scheduling

methods, hence it is important that the generated solution works for as many thermal maps as possible.

The key differentiating aspect of our optimizer is that it performs P&R for PNoC using a cross-

layer approach, which simultaneously considers system design choices, network design choices, optical

device choices and application-dependent factors. The optimizer solves for the best placement of on-chip

optical devices and routing of waveguides so as to minimize total PNoC power (including EOE conversion

and thermal tuning power). Our optimizer can optimize for one or more thermal profiles computed based

on common workload profiles.

5.3 MILP-Based Floorplan Optimization

Our floorplan optimization comprehends the many-core chip and the PNoC as follows (see Figure

5.1). In the chip, cores are grouped together to form tiles. All communication within a tile is local (i.e.,

does not go through the PNoC) and electrical. In the studies reported below, we assume a fixed bandwidth

of 512 GB/s for the PNoC [17]. We also assume an 8-ary 3-stage Clos logical topology of the PNoC. The

PNoC consists of router groups, each assigned to a set of tiles that constitute a cluster. All communication
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between tiles within a given cluster and between routers in the same router group goes through electrical

links. Two router groups across clusters communicate with each other using an optical link. The connection

from one router group to another is called a net, which we must route legally within the routing graph.7

5.3.1 Notation Used in the MILP

Table 5.2 gives parameters and notations that we use in formalizing our MILP. The PNoC is

defined by the locations of each router group in the set C, the orientations of their corresponding clusters,

and the specific waveguides used to connect the router groups according to the topology implied by the

set of nets N. As shown in Figure 5.1, each router group is associated with a rectangular cluster of tiles

around it. The cluster can be oriented vertically or horizontally, with the router group itself at the cluster’s

geometric center. A is the set of all available edges in the routing graph, where avrq (resp. ahrq) denotes a

vertical edge from vertex (r,q) to (r+1,q) (resp. a horizontal edge from vertex (r,q) to (r,q+1)). N is the

predefined set of nets connecting the router groups according to the logical topology of the PNoC. Each

net n has a given source cluster sn and sink cluster tn, where sn, tn ∈C.

c=0

c=1

c=5

c=3

c=4

c=2

c=6

c=7

avrq

avbrI1Oq

ahrqahbrI1Oqvrq

RouterEGroup Vertex TileEdge

s1 t1Row

Net
n=0

Cluster
bverticalO

baO bbO

O676=1Column
Cluster

bhorizontalO
Bend

bcO

Input
Stage

Middle
Stage

Output
Stage

EightE
routers

RouterEGroup

Figure 5.1: (a) Example of chip floorplan to illustrate our terminology. (b) A vertex and its surrounding
edges in the routing graph. (c) 3-stage Clos topology with 8 router groups per stage.

7Implicitly, the studies reported below consider monolithic integration [104, 39] (as opposed to TSV-based stacked-die
integration) of the photonic components with serpentine routing of all waveguides together (due to the cost of the trenches on the
die). We assume on-chip laser sources are placed next to the router groups on a separate layer [17] where the link begins and ends.
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Table 5.2: Notations used in the MILP.
Notation Meaning
C,R,Q sets of router groups, rows and columns, respectively
G(V,A) routing graph that defines all possible locations and connections of the PNoC

V set of vertices in the routing graph (= router group locations)
A set of edges connecting pairs of vertices in the routing graph
N set of 2-pin nets connecting the router groups
r,q indices of rows and columns of tiles (defining possible vertex locations)
c a router group ∈C
n a net ∈ N with one source and one sink

sn (tn) source (sink) router group of net n
rc (qc) tile row r (column q) coordinate of router group c

γ c
f rq 0-1 indicator of whether router group c occupies vertex (r,q) with orientation f

avrq
(ahrq) denoting a vertical edge from vertex (r−1,q) to (r,q) (horizontal edge from vertex (r,q) to (r,q+1))

fc 0-1 indicator of whether cluster of router group c is horizontal (0) or vertical (1)
xcr (ycq) 0-1 indicator of whether cluster of router group c occupies row r (column q)

ocrq 0-1 indicator of whether router group c occupies tile (r,q)

o f r′q′ (r,q)
precalculated two-dimensional array capturing whether a cluster placed at (r′,q′) with orientation f would occupy tile (r,q);

the array has entry 1 at each location that is occupied; with other entries 0
vn

rq 0-1 indicator of whether vertex (r,q) is used in the route of net n
en

hrq
(en

vrq) 0-1 indicator that edge ahrq (avrq) is used in the route of net n

dn
hrq

(dn
vrq) cost of using ahrq (avrq) in the route of net n

usedr
(usedq) 0-1 indicator of whether row r (column q) contains any router groups

H, W height and width of the chip
HT , WT height and width for each tile
HC , WC height and width for each router group
PPNoC ,

AREAPNoC
power and area of the PNoC

Plaser ,
Ptuning,

Pelectrical

static optical laser power, thermal tuning power and electrical/EOE power of the PNoC, respectively

Pprop,
Pbend ,
Pcross

propagation power per unit length, power per bend and power per crossing, respectively

Pconstant losses that are not affected by the MILP solution, including through loss, coupling loss, etc.
Ploss sum of all optical loss terms, which then defines the laser power needed

wr′q′ (r,q) thermal weight for vertex (r,q) due to tile (r′,q′)
θc thermal impact at router group c due to the thermal weights and the power profiles

θmax maximum thermal impact among all router group locations
pr′q′ power level of tile (r′,q′) (power profile)
pc power weight of cluster c (to allow for heterogeneous clusters)

SVrq
(SHrq) 0-1 indicator for a straight vertical (horizontal) route at vertex (r,q)

SV n
rq

(SHn
rq) 0-1 indicator for a straight vertical (horizontal) route on net n at vertex (r,q)

Brq 0-1 indicator for a bend at vertex (r,q)
B̂rq 0-1 indicator for no bend at vertex (r,q)

CRrq 0-1 indicator for a cross at vertex (r,q)
nbend total number of bends
ncross total number of crossings
P0

tuning thermal tuning power per degree Kelvin
Pmodulator ,
Pdetector ,
PSERDES,
Pcluster

DSENT-calculated power of modulator, detector, SERDES and ENoC within a cluster
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5.3.2 Formal MILP Statement

We minimize a bicriterion objective function (Equation (5.1)) that is a weighted combination of

the PNoC area and power. In the objective, α and β are user-specified scaling factors.

Minimize: α ·PPNoC +β ·AREAPNoC (5.1)

Subject to:

∑
r∈R,q∈Q, f∈{0,1}

γ
c
f rq = 1, ∀c ∈C, γ

c
f rq ∈ {0,1} (5.2)

ocrq = ∑
r′∈R,q′∈Q, f∈0,1

o f r′q′(r,q)γ c
f r′q′ , ∀c ∈C (5.3)

∑
c∈C

ocrq ≤ 1, ∀q ∈ Q,r ∈ R (5.4)

2vn
rq− en

hrq−1− en
vr−1q− en

hrq− en
vrq− ∑

f∈0,1
γ

sn
f rq− ∑

f∈0,1
γ

tn
f rq = 0,

∀n ∈ N,r ∈ R,q ∈ Q

(5.5)

rc = ∑
r∈R,q∈Q, f∈0,1

r · γ c
f rq, qc = ∑

r∈R,q∈Q, f∈0,1
q · γ c

f rq, ∀c ∈C (5.6)
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fc = ∑
r∈R,q∈Q, f∈0,1

f · γ c
f rq, ∀c ∈C (5.7)

Structural Constraints

A number of constraints enforce proper structure of the cluster placement and the PNoC routing.

Using the 0-1 indicator variable γ c
f rq, Equation (5.2) ensures that exactly one vertex (r,q) and one orientation

(horizontal or vertical) are chosen for each router group c. Equation (5.6) captures the vertex (rc,qc) in

the routing graph where the router group c is placed, and Equation (5.7) captures the orientation fc of the

cluster of router group c.

Equation (5.3) captures which tiles on a chip are occupied by which cluster. A given ocrq indicates

whether tile (r,q) is occupied by the cluster of router group c. o f r′q′(r,q) is a precalculated two-dimensional

array that indicates whether tile (r,q) would be occupied by a cluster of a router group placed at (r′,q′)

with orientation f . The array has an entry of one at each location that is occupied, and zero everywhere

else. Equation (5.4) enforces the constraint that no tile on the chip can belong to more than one cluster.

This ensures legal placement of clusters. If a tile is not in the footprint of any placed cluster (implying

whitespace in the floorplan, e.g., for components other than the cores that communicate through the

PNoC), then for that tile we will have ∑c∈C ocrq = 0. Equation (5.5) [53] imposes flow conservation, i.e., a

well-formed path of routing graph edges for each net n from its source sn to its sink tn. The 0-1 indicator

variable vn
rq captures the use of vertex (r,q) in the routing of net n; en

h/vrq is a 0-1 indicator of whether edge

ah/vrq is used in the routing of net n.

Equations for Area and Power

The area component of our objective function is determined by the following constraints. Equation

(5.8) uses γ c
f rq to identify a binary indicator for the row (xcr) and column (ycq) the router group c is in.

There is only one γ c
f rq that can be non-zero, and there is only one value in an array of all rows and an array

of columns that is non-zero for each router group. Equations (5.9) and (5.10) indicate which rows and

columns have router groups assigned to them. Router group locations cause extra area to be taken up in the

chip, so by counting the number of rows and columns that are occupied we can obtain a figure of merit for
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how much area is required for photonic components.

xcr = ∑
q∈Q, f∈0,1

γ
c
f rq, ycq = ∑

r∈R, f∈0,1
γ

c
f rq ∀c ∈C (5.8)

usedr =


1 if ∑c∈C xcr ≥ 1,∀r ∈ R

0 otherwise
(5.9)

usedq =


1 if ∑c∈C ycq ≥ 1,∀q ∈ Q

0 otherwise
(5.10)

∆H = HC ·∑
r∈R

usedr (5.11)

∆W =WC · ∑
q∈Q

usedq (5.12)

AREAPNoC = (H +∆H) · (W +∆W )−H ·W (5.13)

The power component of the objective is determined by the following constraints. We convert Ploss (dbM)

to Plaser (mW ) using a piecewise-linear approximation and the laser’s wall plug efficiency (WPE) to obtain

the electrical input power required to operate the laser. Ptuning is the thermal tuning power needed to keep

the ring groups at a similar temperature. Pelectrical is the power required for EOE conversion. Pmodulator,

Pdetector, PSERDES and Pcluster values are obtained from code extracted from DSENT [135].

PPNoC = Plaser +Ptuning +Pelectrical (5.14)

Ploss = Pprop ∑
n∈N

∑
ah/vrq∈A

dn
h/vrqėn

h/vrq +Pcross ·ncross +Pbend ·nbend +Pconstant (5.15)

110



Pelectrical = Pmodulator +Pdetector +PSERDES +Pcluster (5.16)

Thermal tuning power is proportional to the difference between the thermal impact of a given

router group (θc) and the maximum thermal impact (θmax) over all router groups. Equation (5.17) calculates

the thermal impact of each router group using the power profile of the system, with each tile’s power level

contributing a thermal weight wr′q′(r,q) to the router group at (r,q). Given that θc is a product of two

binary variables, we must linearize it using the following technique (reprised in how we handle bends and

crossings below).

θc = ∑
r∈R,q∈Q, f∈0,1,r′∈R,q′∈Q

γ
c
f rq ·wr′q′(r,q) · pr′q′ , ∀c ∈C (5.17)

pr′q′ = ∑
c∈C

ocr′q′ · pc, ∀r′ ∈ R,q′ ∈ Q, pc is f ixed (5.18)

Ptuning = P0
tuning ∑

c∈C
(θmax−θc) (5.19)

Accounting for Optical Bends and Crossings

We include the number of bends and crossings that exist in any given routing solution. The

0-1 indicator variable SV n
rq (respectively, SHn

rq) captures the existence of a straight vertical (respectively,

horizontal) route through vertex (r,q) for net n. We derive SV n
rq and SHn

rq from en
h/vrq.

SV n
rq ≤ en

vr−1q; SV n
rq ≤ en

vrq; SV n
rq ≥ en

vr−1q + en
vrq−1, ∀n ∈ N,r ∈ R,q ∈ Q (5.20)

SHn
rq ≤ en

hrq−1; SHn
rq ≤ en

hrq; SHn
rq ≥ en

hrq−1 + en
hrq−1, ∀n ∈ N,r ∈ R,q ∈ Q (5.21)
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To account properly for all bends in the routing solution, we define a 0-1 indicator Brq to capture the

existence of a bend at vertex (r,q), and B̂rq as a binary indicator for a vertex used with no bends. SHrq,

SVrq, and vrq respectively indicate straight vertical routes, straight horizontal routes, and vertex used at

each (r,q) coordinate, for the superposition of all routed nets n ∈ N. Finally, we add the number of bends

across all (r,q) to obtain the total number of bends in the routing solution.

B̂rq ≤ SHrq +SVrq; B̂rq ≥ SHrq; B̂rq ≥ SVrq;Brq + B̂rq− vrq + ∑
c∈C, f∈0,1

γ
c
f rq = 0, ∀r ∈ R,q ∈ Q (5.22)

nbend = ∑
q∈Q,r∈R

Brq (5.23)

We also include all straight-straight crossings in our power loss equation, using some of the same variables.

The 0-1 indicator variable CRrq captures the existence of a crossing at vertex (r,q), enabling us to obtain

the total number of crossings across all (r,q).

CRrq ≥ SHrq +SVrq−1; CRrq ≤ SHrq; CRrq ≤ SVrq, ∀r ∈ R,q ∈ Q (5.24)

ncross = ∑
q∈Q,r∈R

CRrq (5.25)

5.3.3 MILP Instance Complexity and Scalability

Using the notation and from the formulation given above, the complexity of an instance of our

MILP is as follows.

• The number of variables: 8NRQ+3CRQ+4RQ+C+CR2Q2.

• The number of constraints: 3CR2Q2 +NRQ+14RQ+5C+1.

For a typical instance that we study in the experiments reported below, C = 8, R = 8, Q = 8 and N = 7,

implying 38152 variables and 99689 constraints. Both the number of variables and the number constraints
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have terms that scale (i) linearly with the number of router groups, and (ii) quadratically with the number

of tiles (RQ). If we assume that the number of cores per tile is fixed, then these parameters respectively

translate to (i) the number of cores, and (ii) the size of the chip. For instances of this complexity, runtimes

of ILOG CPLEX v12.5.1 [175] range from 10 seconds to several minutes on a 2.8 GHz Xeon server.

5.3.4 Optimization Flow Details and HotSpot Approximation

We conclude this section by pointing out several key details of our optimization flow and setup.

(1) Our floorplan optimizer takes as input a .param file with the following contents: (i) CoreParams (Ncores,

Wcore, Hcore, Core Power); (ii) AspectRatio (ARmin, ARmax); and (iii) OpticalParams (loss mechanisms,

waveguide dimensions and spacing, ring dimensions and spacing, and photodetector sensitivity). The

.param file is used during setup of the MILP.

(2) Quite importantly, while we use HotSpot-3D [94] (embedded in HotSpot v6.0) as our thermal simulator,

it is not practical to run HotSpot inside a high-dimensional optimization of floorplan, placement, routing

and other solution attributes. Even more, the MILP approach is fundamentally incompatible with running

a thermal simulator “in the loop”, as might be contemplated with annealing or other iterative optimization

frameworks. We work around this issue by precharacterizing a core impact matrix that captures the

steady-state temperature impact of each running core on each possible router group location. The core

impact matrix contains the thermal impact in K/W due to a 1 W core at each core location. We assume

a linear superposition of core impacts due to all cores to calculate a final temperature at each vertex.

We compare the temperature profile based on superposition with the data from HotSpot (with all the

cores active simultaneously) and confirm less than 3% error. (Briefly: (i) a script generates potential

HotSpot-compatible floorplan files (.flp) based on the core dimensions, number of cores, and router group

dimensions; (ii) a dummy router group is placed at every valid vertex for each .flp file; and (iii) a core

impact matrix is generated that consists of (Nrows−2)× (Ncolumns−2) values. Figure 5.2 illustrates the

concept of core impact matrix generation. For the simple floorplan shown in part (a), two example core

impact calculations are shown in parts (b) and (c) (for the two router group locations (1,3) and (2,2),

respectively). The core impacts for each router group location (r,q) are summarized in the array of core

impacts (d).)
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(3) We extract code from the current DSENT [135] distribution to calculate the EOE power (modulator,

detector, SERDES) and the electrical power for the NoC within the clusters. We would like to note

that for the three link bandwidths considered in our analysis (see Table 5.3), we leverage DSENT’s

capability to perform datapath power optimization by balancing insertion loss and extinction ratio with

modulator/receiver and laser power.
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Figure 5.2: Core impact matrix generation: (a) illustrative floorplan with 16 tiles (64 cores) and nine
potential router group positions; (b) sample core impact calculation for router group (1,3); (c) sample core

impact calculation for router group (2,2); (d) a 1x9 core impact array generated for the floorplan.

5.4 Experimental Results and Discussion

5.4.1 Simulation Infrastructure

To test our optimization model, we use technology parameters corresponding to a 22 nm SOI

CMOS process, and cores whose architecture is similar to the IA-32 in Intel Single-Chip Cloud Computer

(SCC) [51], for our many-core systems. Each core has a 16 KB I/D L1 cache along with a 256 KB private

L2 cache. After scaling the IA-32 core to 22 nm, each core (including caches) is reduced to a square shape

with a side of 1.129 mm. We use HotSpot’s default configuration file settings, but scale the heat spreader

and heat sink lengths to be 2X and 4X the longest chip side length, respectively, for each floorplan. We also

modify the configuration file in DSENT to match our experiments as follows: 22 nm technology; 1 GHz

operating frequency; 2, 4, 8 Gbps link data rates for all the test cases; 3-stage 8-ary Clos or 3-stage 16-ary

Clos topology according to different test cases; 64, 128, or 256 cores according to different test cases.
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Figure 5.3: The floorplan optimization flow.

5.4.2 Design of Experiments

From above, our floorplan optimizer finds the optimal packing of clusters and routing of waveg-

uides, based on given design inputs. To validate our optimization approach over a large experiment space,

we use the set of configurations shown in Table 5.3. We consider WPE values of 5% and 15%, considering

WPEs of current and future on-chip laser sources.

Workloads are intrinsically different from each other, which results in potential variations in their

power profiles. Especially in a many-core system, it is common to have multi-program workloads and thus

imbalanced power profiles [87, 24]. Furthermore, the emergence of heterogeneous systems exacerbates

the imbalance within the power profiles. Thus, optimizing for known imbalances in power profiles may

work as a viable goal for many real-life systems. Our experiments consider the power profiles in Figure

5.4(a)-(f).8 We include these power profiles in our design of experiments to demonstrate that the optimal

8Our power profiles capture possibilities arising from both floorplanning of high- vs. low-power cores and thermally-aware
task allocation. Profile (f) is a “Pringle’s chip” that mimics systematic variation (slow cores on die edge requiring boosted supply
voltage) seen in large, full reticle field ICs starting around the 65 nm node [45, 212].
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Table 5.3: Experimental configurations studied.

#cores Clos size (chip AR, cluster AR)
optical

datarate
(Gbps)

#waveguides

64
8-ary
(1 core/tile)

(1:1,1:2), (1:4,1:2)
8 8,16,32,64,128
4 16,32,64,128
2 32,64,128

128
8-ary
(2 core/tile)

(1:2,1:1), (1:2,1:4)
8 8,16,32,64,128
4 16,32,64,128
2 32,64,128

256

8-ary
(4 core/tile)

(1:1,1:2), (1:1,1:8)
8 8,16,32,64,128
4 16,32,64,128
2 32,64,128

16-ary
(1 core/tile)

(1:1,1:1), (1:1,1:4),
(1:4,1:1), (1:4,1:4)

8 32,64,128
4 64,128
2 128

floorplan is sensitive to the power profile, and that designers can potentially determine the floorplan based

on a power profile of a use case or combination of use cases (average, weighted-average, or worst-case).

We assume the optical loss coefficients listed in Table 5.4.

(a) (b) (c) (d) (e) (f) 

0.5
1
1.5
2
2.5

Figure 5.4: Six power profiles studied. Darker tiles indicate higher-power cores.

5.4.3 Results and Discussion

We now present our experimental results. In all cases that we consider, the logical topology is a

chain from router group c = 0 to router group c = |C|, with |N|= |C|−1 nets. Figure 5.5 shows how the

accumulated thermal weight profile and the optimal floorplan vary with change in Ncores for a given NoC

topology, optical data rate and number of waveguides. We see that although waveguide lengths increase

with Ncores, the thermal tuning power (which depends on the thermal weight profile as highlighted in Figure

5.5(a)) tends to flatten out in larger chips due to more symmetry.
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Table 5.4: Losses in PNoCs [57].
Loss Mechanism Loss Contribution

Splitter Through Loss 0.2 dB per split
Waveguide Propagation

Loss
2 dB per cm

Waveguide Crossing
Loss

0.05 dB per crossing

Ring Drop Loss
1.5 dB per wavelength per

ring

Ring Insertion Loss
0.1 dB per wavelength per

ring

Ring Through Loss
0.01 dB per wavelength per

ring
Photodetector Loss 0.1 dB per photodetector

Merge Loss 5 dB per merge

Figure 5.6 shows how the thermal weight profile and floorplan vary with the aspect ratio (AR) of

the chip. In general, a skewed chip AR leads to a larger periphery, creating more asymmetry in the thermal

weight profile as shown in Figure 5.6(a), but at the same time allowing for a shorter waveguide length.
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Figure 5.5: Accumulated thermal weight profile and optimal floorplan vs. Ncores.

Figure 5.7 shows the thermal weight profiles and floorplans for the different power profiles

described in Figure 5.4. We note that the PNoC power varies by nearly 1.7X across the different power

profiles. We also note that the optimal floorplans vary when we change WPE from 5% to 15%. A poorer
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Figure 5.6: Accumulated thermal weight profile and optimal floorplan vs. AR.

laser source efficiency tends to favor the U-shaped floorplan. In comparison to a baseline vertical U-shaped

floorplan, the floorplan in Figure 5.7(e) saves up to 15% power under the heterogeneous power profile in

Figure 5.4(e).

Figure 5.8 addresses the impact of optical data rate on thermal weight profile, floorplan, and PNoC

power consumption for a given NoC topology, Ncores and number of waveguides. We note that the power

increases as optical data rate decreases, owing to the larger number of wavelengths needed to maintain the

PNoC bandwidth.

Figure 5.9 shows how the optimal floorplan varies when we assign a power weight (pc) to each

cluster. This allows us to evaluate a mix of heterogeneous clusters. Part (a) of the figure shows the optimal

floorplan for the case where the first half of router groups in the logical topology have low-power clusters

(indicated by a blue router group), and the second half (red) have high-power clusters (indicated by a red

router group). Part (b) shows the case where the low-power and high-power clusters alternate. The optimal

floorplan attempts to pack as many high-power clusters as possible into regions of relatively similar thermal

weight. Such heterogeneous clusters could also allow us to study best options for “dark silicon” during

thermal throttling.
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Figure 5.7: Accumulated thermal weight profile on the first row, and optimal floorplan with WPE of 5%
and 15% on the second and third row respectively for power profiles (a) - (f) in Figure 5.4.
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Figure 5.8: Accumulated thermal weight profile and optimal floorplan vs. optical data rate.

From our experiments, we arrive at the following general conclusions.

• Both thermal tuning power and laser power are important sources of power in the PNoC. Sensitivity

to thermal weight profiles is especially important for cases with better WPE.
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Figure 5.9: Optimal floorplan for different cluster power weights; blue (red) router group indicates a low-
(high-) power cluster respectively.

• Larger chips present an economy of scale for the PNoC power due to the more symmetric thermal

weight profiles of larger chips.

• Skewed chip aspect ratios provide larger periphery and create asymmetry in the thermal weight

profiles.

• The maximum achievable optical data rate is always preferred.

• It is important to consider different power profiles during the design time, since heterogeneous power

profiles expose inherent weaknesses to certain router group locations. Being thermally aware of

runtime management issues during floorplan optimization provides a key cross-layer advantage to

such an optimization. Weighting the power profiles based on duty cycle and benchmarking metrics

could provide a way to choose an optimal floorplan that is aware of the heterogeneous runtime power

profiles.

• Allowing for power weights associated with clusters provides an additional knob to investigate

the best mix and locations for high- and low-performance clusters, and the impact of dark silicon

considerations on the optimal floorplan.

5.5 Summary

This paper has proposed a cross-layer, thermally-aware optimizer for floorplanning of PNoCs. Our

simultaneous placement of router groups and core clusters, along with routing of waveguides, comprehends
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scheduling policy, thermal tuning of photonic devices, and heterogeneity in application-dependent chip

power profiles. Our optimizer uses an MILP formulation that minimizes PNoC power by explicitly

considering laser source power (aware of propagation and other losses), EOE conversion power, and

thermal tuning power. We also introduce the concept of a power weight, associated with each core cluster,

which allows optimal placement of heterogeneous clusters, accounting for designs with heterogeneous

cores. We achieve very reasonable running times for optimization of large many-core chips (on the order of

a few minutes), which gives users the capability to make quick design-time decisions. We verify scalability

and accuracy of the optimizer over a large design space. The results show that the optimal PNoC power is

sensitive to thermal weight profiles and power profiles (1.7X variation), optical data rate (3-4X variation),

number of cores (with chip edge for laser power and inversely for tuning power) and chip aspect ratios (up

to 10%). Also, compared to thermally-agnostic solutions, our optimizer saves up to 15% PNoC power. We

expect to integrate the floorplan optimizer with more extensive EDA flows in the future.
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Chapter 6

Interconnect for 2.5D NoCs

2.5D integration technology is gaining attention and popularity in manycore computing system

design. 2.5D systems integrate homogeneous or heterogeneous chiplets in a flexible and cost-effective

way. Inter-chiplet interconnect for 2.5D designs include microbumps on the chiplets and routing between

them on a silicon interposer. The interposer could be passive or active, and the interconnect could be

repeaterless, repeatered or pipelined.

In this chapter, we build a cross-layer framework to optimize 2.5D networks and inter-chiplet

interconnect. We jointly optimize the network topology and chiplet placement across logical, physical and

circuit layers to improve system performance, reduce manufacturing cost, and lower operating temperature,

while ensuring thermal safety and routability.

6.1 Introduction

CMOS technology scaling has been slowing down over the past decade. It is getting increasingly

difficult to continue technology scaling; hence, the industry has started to seek alternative solutions in the

‘More Than Moore’ direction. Instead of putting more transistors in a monolithic chip, one approach is to

pack multiple dies in a package [198, 203, 176]. This approach enables flexible integration of homogeneous

or heterogeneous dies, and speeds up the design and manufacturing of semiconductor systems. Therefore,

die-stacking technologies like 2.5D and 3D integration have gained traction.
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These multi-die systems are cost-effective alternatives to single-chip systems (also called 2D

systems), as breaking down a chip into multiple chiplets alleviates the manufacturing yield drop suffered in

a large 2D chip. 3D integration stacks chiplets vertically to increase memory bandwidth and reduce system

footprint [62], but aggravates thermal challenges [86]. 2.5D integration places multiple chiplets on a

silicon interposer, which can be either passive or active. The chiplets communicate with each other through

high-density fine-grained µbumps and interconnects in the interposer. Both 2.5D and 3D integration

technologies enable designing high-bandwidth, low-latency networks, which could be utilized to handle

the growing data traffic requirements of today’s applications [198, 203, 176]. Compared to 2D systems,

2.5D systems have better thermally-safe system performance [34], enable integration of heterogeneous

technologies [10, 176], and have lower cost [62]. Compared to 3D systems, 2.5D systems have better

thermal dissipation capability, provide additional routing resources, and are more cost effective [62, 132].

Therefore, 2.5D systems are gaining attention and popularity as competitive candidates to sustain

the performance and cost scaling in computing systems [176, 62, 40, 14, 16, 244]. There are already

commercial 2.5D products in the market, such as Xilinx Virtex 7 [244], AMD Fiji [89], Nvidia Tesla [227],

and Intel Foveros [191]. These existing products typically place the chiplets adjacent to each other on an

interposer to embrace the benefits of low communication latency due to short inter-chiplet links and low

manufacturing cost resulting from small interposer sizes. However, the design and optimization of 2.5D

systems, including chiplet placement, inter-chiplet network architecture, design of inter-chiplet links and

µbump assignment, need to be thoroughly explored to maximize the benefits of 2.5D integration [204].

In this chapter, we perform a cross-layer co-optimization of 2.5D inter-chiplet network design

and chiplet placement across logical, physical, and circuit layers. Our methodology jointly optimizes

network topologies, link circuit and routing options, µbump assignment, and chiplet placement. Consider

the following two cases that highlight the need for such a cross-layer approach. (1) If we adopt a

top-down approach, an architecture-level analysis of network topologies indicates that high-radix, low-

diameter networks provide the best overall system performance (in instructions per cycle) for inter-chiplet

networks. However, in the physical layer, such networks usually require long wires, which would limit

the network performance, and hence, the overall system performance. In the circuit layer, such long

wires require repeaters and/or need to be pipelined to achieve high performance, which necessitate active
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(rather than passive) interposer technology. Since active interposers are 10× more expensive than passive

interposers [110], the system cost becomes expensive and so the top-down approach does not provide a

desirable solution. (2) A bottom-up, cost-centric approach prefers to use passive interposers, which can

only support repeaterless links in the circuit layer, thus degrading link performance and limiting maximum

link length. This leads to the adoption of low-radix, high-diameter inter-chiplet networks, which lowers

overall system performance. Our cross-layer methodology comprehends logical layer, physical layer, and

circuit layer together, leading to a better system solution compared to using solely top-down or bottom-up

approaches as in previous works.

Our cross-layer methodology fills a significant gap in the literature on 2.5D system optimization by

including inter-chiplet network design and chiplet placement together. Cross-layer co-optimization allows

for simultaneous consideration of thermal behavior of chiplets, multiple potential network topologies,

and multiple inter-chiplet link options, including their circuit designs, physical design constraints and

routing costs. Previous works have explored limited tradeoffs among cost, power, thermal feasibility

and performance of 2.5D systems due to the lack of such a cross-layer co-optimization methodology.

For example, our prior work [34] describes a chiplet placement method that results in high-performance,

low-cost, and thermally-safe 2.5D systems. However, that method lacks a true cross-layer co-optimization

as it considers only a Unified-Mesh network topology in the logical layer, determines the physical design

of inter-chiplet links without accounting for the µbump overhead in the physical layer, and uses only a

repeaterless link in the circuit layer. Our latest work [25] improves on our prior work [34] by jointly

accounting for network topologies, µbump overhead, and inter-chiplet circuit designs across the three

layers, but it covers a limited set of chiplet placement options.

As shown in the rest of this chapter, our proposed cross-layer co-optimization methodology

achieves better performance-cost tradeoffs of 2.5D systems. Our methodology explores a rich solution

space. Specifically, in the logical layer, we consider a variety of network topologies, including Mesh,

Concentrated-Mesh (Cmesh), Butterfly, Butterdonut [62], and Ring. In the physical layer, we search for

the chiplet placement that minimizes operating temperature and meets the routing constraints. In the circuit

layer, we explore inter-chiplet link designs. We co-optimize network topology, chiplet placement and

routing, as well as inter-chiplet link design and provide a solution that achieves 88% iso-cost performance

124



Figure 6.1: Cross-section view of a 2.5D system.

improvement and 29% iso-performance cost reduction compared to a single-chip design. Compared to our

prior work [25], we achieve 40-68% (49% on average) iso-cost performance improvement and 30-38%

(32% on average) iso-performance cost savings. The main contributions of this chapter are as follows.

• We develop a cross-layer co-optimization methodology that jointly optimizes 2.5D systems across

logical, physical, and circuit layers. The outcome of our methodology includes network topology, chiplet

placement, inter-chiplet link design and routing.

• Our methodology maximizes performance, minimizes manufacturing cost, and minimizes operating

temperature. We use a soft constraint for peak temperature in the optimization problem to achieve better

overall performance gain or cost reduction by allowing a small amount of thermal violation.

• We develop a simulated annealing algorithm to search the high-dimensional placement solution space.

Our placer supports arbitrary placements that consider non-matrix and asymmetric chiplet organizations.

We enhance a 2.5D cost model [133] to incorporate a comprehensive µbump overhead analysis on chiplet

area and yield. We use gas-station link design [25] to enable pipelining in a passive interposer.

6.2 Background

2.5D integration is a promising technology that enables the integration of homogeneous or

heterogeneous sets of chiplets onto a carrier. The carrier provides additional wiring resources that can be
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leveraged to increase communication bandwidth between the chiplets and improve system performance [56].

Furthermore, 2.5D integration is more cost effective than large 2D chips and is more thermally efficient than

3D systems [133]. Currently, 2.5D integration technology is being widely explored by both academia [56,

62, 40] and industry [244, 16, 89, 143, 227, 191].

Embedded Multi-die Interconnect Bridge (EMIB) [188] and interposer [244] are two commonly

used carrier options for 2.5D integration technology. EMIB is a novel integration method, which embeds

small pieces of silicon interconnect bridges in the organic package substrate to connect the edges of

adjacent chiplets for die-to-die communication. Silicon interposer technology uses a relatively large silicon

interposer to house all chiplets. It is more mature and has been used in commercial products [244, 89]. Both

EMIB and interposer can provide high density die-to-bridge and die-to-interposer connections, respectively,

and correspondingly, high-density die-to-die connections [187]. EMIB-based approach requires less

silicon area than silicon interposer-based approach and thus has lower silicon cost [187]. However, the

number of die-to-die connections per layer of EMIB is limited by bridge interface length [115], and

EMIB increases organic substrate manufacturing complexity [90]. Furthermore, EMIB can only hook up

adjacent chiplets. When two chiplets that are far apart are logically connected, they cannot have direct

links and need multi-hop communication using EMIB technology. Interposer-based integration provides

more flexibility in chiplet placement, network design and interconnect routing, and thus, has better thermal

dissipation capability as it does not require chiplets to be placed close to each other. Therefore, we focus

on interposer-based 2.5D integration in this chapter.

A 2.5D-integrated system consists of three main layers: an organic substrate, a silicon interposer,

and a chiplet layer. µbumps connect the chiplets and the silicon interposer. Through-silicon vias (TSVs)

connect the top and the bottom of the interposer, and C4 bumps connect the interposer and the organic

substrate. Epoxy resin is often used to underfill the connection layers (C4 bumps layer and µbumps layer)

and the empty spaces between chiplets [160]. Figure 6.1 shows the cross-section view of a 2.5D system in

our study.
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6.3 Related Work

2.5D integration of smaller chiplets on a large interposer has been demonstrated to achieve a

higher compute throughput per watt (or volume) than a single large die [133, 72]. Several related studies

have explored the design and optimization of 2.5D systems, with primary focus being placed on individual

design layers: logical, physical, and circuit.

At the logical layer, Jerger et al. [56] present a hybrid network topology between the cores and

memory. They account for different coherence and memory traffic characteristics across applications, and

design a hybrid network-on-chip (NoC) that has low latency and high throughput. In their follow-up work,

Kannan et al. [62] evaluate the impact of different network topologies on 2.5D systems, and demonstrate

that disintegration of a large 2D chip into multiple chiplets improves manufacturing yield and lowers costs.

However, their work overlooks the µbump overhead. Ahmed et al. [1] identify that interposer’s routing

resources are highly under-utilized due to the high interconnect pitch in 2.5D systems. To maximize

performance, they propose a hierarchical mesh network for inter-chiplet communication. Akgun et al. [2]

perform a design space exploration of different memory-to-core network topologies and routing algorithms.

However, a static placement of chiplets in their work limits a complete cross-layer exploration that leaves

much of the performance benefits in 2.5D systems untapped. While these works aim to maximize the

system performance under different traffic conditions, they do not account for the thermal impact and a

complete manufacturing cost model in the NoC design and optimization. In addition, these works do not

consider different chiplet placement and link routing options.

At the physical layer, there have been several optimization-based approaches aimed at providing

routing and placement solutions for 2.5D systems. Placing chiplets closer to each other results in lower

manufacturing cost and higher performance (reduced wirelength), but higher temperature. Therefore,

finding a thermally-aware placement and routing solution that maximizes performance and/or minimizes

cost is essential in 2.5D systems. Osmolovskyi et al. [105] optimize the chiplet placement to reduce the

interconnect length using pruning techniques. Ravishankar et al. [118] determine the quality of different

placement options in a 2D grid using a stochastic model and implement a placer for 2.5D FPGAs. Seemuth

et al. [124] consider the increased design solution space in 2.5D systems due to flexible I/Os in their
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chiplet placement problem. They present a method for die placement and pin assignment using simulated

annealing to minimize the total wirelength. Much of the focus of routing in 2.5D systems has been placed

on minimizing IR drops and total wirelength in inter-chiplet links [35] and minimizing the number of metal

layers [85]. None of these physical layer optimization solutions consider thermal effects.

Prior research at the circuit layer of 2.5D systems generally focuses on link optimization techniques

to improve the network and system throughput. Karim et al. [63] evaluate the power efficiency of electrical

links with and without electrostatic discharge (ESD) capacitance. Stow et al. [133] evaluate both repeater

and repeaterless links to explore the benefits of active and passive interposers respectively. There have

also been efforts on using emerging technologies like wireless links [126] and silicon-photonic links for

communication in 2.5D systems [41, 69, 99].

A common drawback among these previous works is that their design and optimization only

focus on a single design layer. In contrast, we optimize the cost, performance and temperature by jointly

considering the logical, physical and circuit layers of the inter-chiplet network. We evaluate various logical

topologies and their feasibilities at the physical and circuit layer. At the physical layer, we design an

overlap-free and thermally-safe routing and placement solution that results in the lowest cost and operating

temperature. The circuit layer provides us with multiple circuit design options for inter-chiplet links. Our

cross-layer methodology, thus, presents a rich solution space to evaluate a variety of network options at

different design layers for 2.5D systems, thus enabling accurate and complete modeling of such systems.

6.4 Cross-layer Co-Optimization of Network Design and Chiplet Place-

ment in 2.5D Systems

The ultimate goal of our cross-layer co-optimization methodology is to jointly maximize per-

formance, minimize manufacturing cost, and minimize peak operating temperature. Our methodology

comprehends a wide design space across logical, physical and circuit layers, and integrates multiple

simulation tools and analytical models that evaluate aspects of system performance, manufacturing cost,

interconnect performance, temperature, and routing.

In this section, Section 6.4.1 first introduces the cross-layer co-optimization problem formulation
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Figure 6.2: Cross-layer co-optimization methodology.

and the methodology we use to solve it. Figure 6.2 shows our cross-layer methodology and provides an

outline of upcoming subsections. Section 6.4.2 describes the optimization knobs in the design space across

the logical, physical and circuit layers. These knobs form the basis for modeling the 2.5D network and

chiplet placement, and enable cross-layer optimization. Section 6.4.3 presents the tools and evaluation

framework that models the 2.5D system and evaluates the system metrics of performance, power, temper-

ature and cost. We present five tools that work within the framework to evaluate these system metrics:

(1) System Performance Oracle that uses Sniper [11] and McPAT [78]; (2) Cost Oracle that computes the

manufacturing cost of the 2.5D system; (3) Interconnect Performance Oracle that uses HSPICE [219]

simulations to evaluate the interconnect circuit timing; (4) Thermal Analysis Tool that uses HotSpot [246]

to evaluate the temperature; and (5) Routing Optimizer that uses an MILP to solve for the optimal routing

solution and the corresponding maximum wirelength. Section 6.4.4 demonstrates the thermally-aware

place-and-route (P&R) tool that is based on simulated annealing and interactively uses the oracles described

in Section 6.4.3 to explore the chiplet placement solution space to minimize operating temperature and

meet routing constraints.

6.4.1 Optimization Problem Formulation and Methodology

Our objective is to jointly maximize performance, minimize manufacturing cost, and minimize

peak operating temperature. While minimizing temperature for longer system lifetime, we also maintain
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Table 6.1: Notations used in the cross-layer co-optimization methodology.
Notation Meaning

α, β,γ
Coefficients for the cross-layer objective

function.
η Penalty function weight.

IPS
Instructions per nanosecond as a

performance metric.
Cost Manufacturing cost of the 2.5D system.

T
Peak operating temperature of the 2.5D

system.
Tth Peak temperature threshold of 85oC.
L Maximum wirelength in the routing solution.

Lth
Maximum wirelength threshold to meet

transmission timing.
wint Interposer edge width.
w2D Width of the 2D chip: 18mm.

wubump

µbump stretch-out width from original
chiplets. Stretch-out width

corresponds to the necessary increase of
chiplet’s dimensions to

accommodate the µbumps needed for the
off-chiplet communication.

wgap
Minimum gap width between two adjacent

chiplets.

Xi, Yi
Left bottom x- and y-coordinates for chiplet

i.

the peak temperature below a threshold to avoid failures. We explore various network topologies, link

options (stage count and latency), interposer sizes, frequency and voltage settings, and chiplet placements

to find an optimal solution that is routable and thermally-safe. Ensuring that timing is met across the

inter-chiplet links is crucial for the design, and the placement and routing have a dramatic impact on

closing timing. The temperature threshold is relatively negotiable, as there is usually some headroom

between the threshold and the actual temperature that causes rapid failures. Exceeding the temperature

threshold (85oC in our case) by a few degrees would not immediately burn the system, and the impact on

system lifetime could be alleviated by applying reliability management techniques that stress different

parts of a chip over time. Thus, in the objective function we apply a soft constraint for peak temperature

instead of a hard constraint. We use the notations listed in Table 6.1 to formulate our optimization problem
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as follows:

Minimize:

α× (
1

IPS
)norm +β×Costnorm + γ×Tnorm +η×g(T,Tth) (6.1)

Subject to:

g(T,Tth) =
1
10

(max(T −Tth,0))2 (6.2)

L ≤ Lth (6.3)

wint ≤ 50 (6.4)

max(|Xi−X j|, |Yi−Yj|)≥
w2D

4
+2×wubump +wgap,∀i, j, i 6= j (6.5)

Equation (6.1) is the cross-layer objective function, which jointly maximizes performance (IPS)

while minimizing manufacturing cost (Cost) and peak operating temperature (T ). We normalize each

term using Min-Max Scaling (Xnorm = X−Xmin
Xmax−Xmin

) to reduce the impact of imbalanced ranges and values

of raw data. α,β, and γ are user-specified weights having no units, and we set the sum of α,β, and γ to

1. The last term g(T,Tth) is the penalty function for peak temperature, and η is the penalty weight. It

is important to pick an appropriate value for η for a soft-temperature-constrained problem. If η is too

small, the optimization problem has no thermal constraint, but if η is too large, the optimization problem

effectively becomes a hard-temperature-constrained problem. In our case, we explore a range of η from

0.001 to 1 and pick η to be 0.01, which gives a good balance between not having any constraint and having

a hard temperature constraint. Equation (6.2) describes the penalty function. The penalty term is zero when

T meets the threshold Tth, and positive otherwise. We use a quadratic function instead of a linear function

to suppress the penalty for a small violation and highlight the penalty for a large violation. Equation

(6.3) is the routing constraint, where the wirelength must be shorter than the reachable length for a given

voltage-frequency setting and target latency (see Figure 6.6). Equation (6.4) constrains the interposer size

131



to be no larger than 50mm×50mm, which is within the exposure field size of 2X JetStep Wafer Stepper

[120] and avoids extra stitching cost. Equation (6.5) ensures there is no overlap between chiplets.

To solve the optimization problem, we integrate simulation tools and analytic models discussed in

Section 6.4.3. We first generate a complete table of all the combinations of network topologies, inter-chiplet

link stage counts and latencies, voltage-frequency settings, and interposer sizes (see Section 6.4.2). We

precompute system performance, power, allowable inter-chiplet link length, and manufacturing cost for

each entry in the table. We normalize the performance as well as the cost, and compute the weighted sum

of the first two terms in the objective function (α× (1/IPS)norm +β×Costnorm), and denote it as Ob j2,

where 2 indicates the number of terms. We then sort the table entries based on the values of Ob j2 in

ascending order. To get the temperature term for each table entry, we build a thermally-aware P&R tool

to determine the chiplet placement that minimizes the system operating temperature while meeting the

routability requirement (see Section 6.4.4). For our design-time optimization, we assign the worst-case

power, which is the highest core power among 256 cores of high-power application Cholesky, to all the

cores while determining the optimal chiplet placement using our thermally-aware P&R tool. Then, we

run real applications on top of the optimal chiplet placement to get the actual application temperature.

Our thermally-aware P&R tool iterates chiplet placement, and interactively evaluates peak operating

temperature and maximum inter-chiplet wirelength of each placement. Each temperature simulation

takes approximately 30 seconds and each routing optimization takes a few seconds to 10 minutes. For

manageable simulation time, for each table entry we limit the number of placement iterations to 1000,

while determining the minimum peak temperature.

To speed up the simulation, we progressively reduce the number of table entries for which we

need to complete the thermally-aware P&R process, which determines the minimum peak temperature and

the corresponding chiplet placement for each table entry. Once the process completes for a table entry,

all the terms (performance, cost, temperature, and penalty) in the objective function for that table entry

become available. We add up the four terms to get the objective function value of the entry, and denote it

as Ob j4, where 4 indicates the number of terms. We keep track of the minimum of the available Ob j4

values using Ob j4min. For the entries whose Ob j2 value is greater than Ob j4min, there is no need to run

the thermally-aware P&R tool, since the tool cannot find a solution whose Ob j4 value is less than Ob j4min.
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Figure 6.3: Logical view of network topologies. (a)-(b) are unified networks, while (c)-(g) are used to
form hierarchical networks.

We start the thermally-aware P&R process with the entries in the sorted order based on Ob j2 values,

progressively removing the entries that have no chance to be optimal, and stop when all the remaining

entries have available temperature and Ob j4 values. Using this technique of progressively reducing solution

space, we achieve 6× speedup for the performance-focused case ((α,β,γ) = (0.8,0.1,0.1)), 7.8× speedup

for the cost-focused case ((α,β,γ) = (0.1,0.8,0.1)), and 1.5× speedup for the case that jointly focuses

on performance, cost, and temperature ((α,β,γ) = (0.333,0.333,0.333)). For the temperature-focused

case ((α,β,γ) = (0.1,0.1,0.8)), we only achieve 1.02× speedup because the temperature term dominates,

and thus, we can barely rule out any of the table entries using the Ob j2 and Ob j4min comparison. In this

chapter, our experiments are based on the performance-focused case.

6.4.2 Cross-layer Optimization Knobs

Logical Layer

One of the main questions in 2.5D logical design is how to connect multiple chiplets using the

interposer. In the logical layer, we explore two types of network topologies for 2.5D systems. In Figure 6.3,

we show the logical views of network topologies. These views only illustrate the logical connections and

not the actual chiplet placement. The first type is a unified network, which directly maps a NoC topology

designed for a 2D system onto a 2.5D system to preserve the same logical connections and routing paths.

We explore Unified-Mesh (U-M), where each core has a router, and Unified-Cmesh (U-CM), where four

cores share a router, as shown in Figure 6.3(a)-(b). Unlike single-chip NoCs, the source and the destination

of a logical channel in 2.5D systems may not reside on the same chiplet. The inter-chiplet link has to travel

through the silicon interposer, which may not always meet the single-cycle latency due to long physical

wires. In our evaluation, we consider inter-chiplet links with latencies varying from single cycle to five
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Table 6.2: µbump count, stretch-out width of µbump region (wubump), and µbump area (Aubump) overhead
per chiplet for different network topologies designed using repeaterless links, 2-stage and 3-stage

gas-station links.
Unified Mesh Unified Cmesh Global Mesh Global Butterfly Global Butterdonut Global Ring Global Clos

#bidirectional inter-chiplet channels 16 8 4 4 4 2 32

repeaterless links
#µbumps 4916 2458 1229 1229 1229 615 9831

wubump (mm) 0.54 0.27 0.135 0.135 0.135 0.09 0.945
Aubump Overhead (%) 53.8 25.4 12.4 12.4 12.4 8.2 101.6

2-stage gas station
#µbumps 9831 4916 2458 2458 2458 1229 19661

wubump (mm) 0.945 0.54 0.27 0.27 0.27 0.135 1.665
Aubump Overhead (%) 101.6 53.8 25.4 25.4 25.4 12.4 202.8

3-stage gas station
#µbumps 14746 7373 3687 3687 3687 1844 29492

wubump (mm) 1.305 0.72 0.405 0.405 0.405 0.225 2.25
Aubump Overhead (%) 149.6 74.2 39.2 39.2 39.2 21.0 300.0

cycles.

The second type is a hierarchical network, which breaks down the overall network into two levels:

one level has multiple disjoint local networks and the other level has a global network. In 2.5D systems,

each chiplet has an on-chip local network and an access router. The global network hooks up all the access

routers using inter-chiplet links embedded in the interposer. Intra-chiplet packets travel through the local

network, while inter-chiplet packets first travel through the local network to the access router of the source

chiplet, then use the global network to reach the access router of the destination chiplet, and finally use the

local network of the destination chiplet to reach the destination. The local network and the global network

can be designed independently. For local networks, we explore Mesh (M) and Cmesh (CM) topologies

(Figure 6.3(c)); while for global networks, we explore Mesh (M), Butterfly (BF), Butterdonut (BD) [62]

and Ring (R) topologies, (see Figure 6.3(d)-(g)). We use G-X-L-Y notation to denote a hierarchical network,

where X and Y correspond to the global and local network topologies, respectively.

Physical Layer

Physical design of 2.5D systems determines the chiplet placement and a routing solution, subject

to the chosen network topology. The placement of chiplets not only impacts the system temperature profile,

but also affects the inter-chiplet link lengths. The routing solution affects the µbump assignment and circuit

choice of inter-chiplet links. In our approach, we explicitly evaluate the area overhead of µbumps and the

inter-chiplet link transceivers that are placed along the peripheral regions of the chiplets.

µbumps connect chiplets and the interposer. Inter-chiplet signals first exit the source chiplet
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through µbumps, travel along the wires in the interposer, and then pass through µbumps again to reach

the destination chiplet. µbumps are typically placed along the periphery of the chiplet, for the purpose of

signal escaping [114]. The µbump area overhead is determined by the number of inter-chiplet channels,

channel bandwidth, and µbump pitch. We list the µbump area overhead for various network topologies

in Table 6.2, where we use a 128-bit wide bus for each channel, 45µm µbump pitch, and 4.5mm×4.5mm

chiplet size, and assume 20% additional µbumps are reserved for power delivery and signal shielding [114].

Here, wubump indicates the stretch-out width from the chiplet edge to accommodate the µbumps, as shown

in Figure 6.4. In Table 6.2, we also include Global Clos topology [57], which is a commonly used low-

diameter-high-radix network. However, the area overhead is too high to make Clos a feasible inter-chiplet

network option.

Inter-chiplet links can be routed on either a passive interposer or an active interposer. An active

interposer enables better link bandwidth and latency because repeaters and flip-flops (for pipelining) can be

inserted in the interposer [110]. However, an active interposer is expensive due to FEOL (front-end-of-line)

process and yield loss. A passive interposer is a cost-effective alternative. The passive interposer is

transistor-free, can be fabricated with BEOL (back-end-of-line) process, and inherently has high yield

[110]. We conducted a study of the performance benefit of an active interposer over a passive interposer.

We observed 2× to 3× latency improvement for the same link length, or 50% longer maximum allowed

link length for the same throughput, but these benefits come at a 10× cost overhead ($500 per wafer for

passive interposer vs. $5000 per wafer for active interposer [110]). Due to this cost overhead, we focus on

the passive interposer in our present study. Active interposers, however, are currently being considered for

2.5D systems [56, 62]. Our methodology can be easily extended to active interposers, and we leave this as

future work.

Circuit Layer

In the circuit layer, we explore multiple circuit designs for inter-chiplet links. Due to the high cost

of an active interposer, we do not consider repeatered links. A link on a passive interposer is naturally

repeaterless and non-pipelined. Such a link has limited performance, especially in 2.5D systems, where

inter-chiplet links could reach a few cm. Essentially, a passive interposer cannot always ensure single-cycle
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Figure 6.4: Illustration of (a) chiplet placement on an interposer with logical connections, (b) a chiplet
with µbump overhead, and (c) µbumps with TX/RX regions (not to scale).

communication latency due to signal degradation and rise-/fall-time constraints. Hence, we explore a range

of repeaterless inter-chiplet link (Path 1 in Figure 6.5) latencies from single cycle to five cycles, which

corresponds to a variety of inter-chiplet link lengths (see Figure 6.6). This provides sufficient flexibility in

chiplet placement. In addition, we use a novel ‘gas-station’ link design [25], which enables pipelining in a

passive interposer, to overcome the performance loss. Our ‘gas-station’ link leverages flip-flops placed on

other chiplets along the way to ‘refuel’ a passive link. As shown in Figure 6.5, Chiplet #2 is a gas station for

Path 2 from Chiplet #1 to Chiplet #3, where signals first enter Chiplet #2 through µbumps, get repeated or

retimed, and then return to the passive interposer through µbumps. Here we trade off µbump area overhead

computed in Table 6.2 for performance. It is important to note the differences between an inter-chiplet

repeaterless pipelined link and a gas-station link [25]. A repeaterless pipelined link requires an active

interposer to house flip-flops and these flip-flops are designed using the active interposer’s technology

node. A gas-station link only needs a passive interposer and inserts active elements in the intermediate

chiplets. Thus, the active elements are designed using the chiplets’ technology node (22nm in our case).

In our analysis, we set trise/tcycle upper bound to be 0.5 and ensure full voltage swing at all nodes in the

inter-chiplet link to account for non-idealities such as supply noise and jitter. We also explore trise/tcycle of

0.8, which allows signals to go longer distances without repeaters. Relaxing the clock period or allowing

for multi-cycle bit-periods permits us to use longer inter-chiplet links.

Figure 6.5(c) and (d) show the distributed circuit models in a passive interposer for repeaterless
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Figure 6.5: Illustration of (a) top-down view and (b) cross-section view of inter-chiplet link
implementation, and distributed wire models for (c) repeaterless link (Path 1 in (a)-(b)) and (d) gas-station

link (Path 2 in (a)-(b)).

Table 6.3: Technology node parameters.
Technology Node 22nm 65nm
Wire Thickness 300nm 1.5µm
Dielectric Height 300nm 0.9µm [63]
Wire Width 200nm 1µm [114]
Cbump 4.5 f F 4.5 f F [63]
Cesd 50 f F 50 f F [63]
Cg t (Gate Cap) 1.08 f F/µm 1.05 f F/µm
Cd t (Drain Cap) 1.5×Cg 1.5×Cg

Rt (Inverter resistance) 450Ω ·µm 170Ω ·µm
Driver NMOS Sizing 22nm×100 65nm×100
Wire Pitch 0.4µm 2µm [114]
Flip-Flop Energy per Bit 14 f J/bit [18] 28 f J/bit [211]
Flip-Flop tc−q + tsetup 49ps [18] 70.9ps [23]

link and gas-station link, respectively. We model wire parasitics using a distributed, multi-segment π

model. We use 22nm technology parameters for intra-chiplet components (drivers, receivers, repeaters, and

flip-flops) and 65nm parameters for the inter-chiplet wires. Table 6.3 shows technology parameters used in

our experiments. We calculate capacitance and resistance based on the model in Wong et al. [150], and we
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calibrate our stage and path delay estimates based on extraction from layout and Synopsys PrimeTime

timing reports. Figure 6.6 shows maximum reachable wirelengths that meet both the propagation time

constraint and the rise-time constraint for various frequencies and cycles. For a given rise time constraint,

as the inter-chiplet link latency constraint increases, the distance that a signal can travel in a single cycle

increases. In a single cycle, a signal can travel more than 10mm owing to the relaxed rise time constraint

as well as low interconnect RC parasitics (i.e., due to using an older technology node for the interposer).

Figure 6.6: Maximum reachable inter-chiplet link length with respect to clock cycles for various
frequencies and rise-time constraints.

6.4.3 Evaluation Framework

System Performance Oracle

We construct a manycore system performance oracle that tells us the manycore system performance

and core power for a given choice of network topology, voltage-frequency setting, link type, and link latency.

We use Sniper [11] to precompute system performance. Our target system has 256 homogeneous cores,

whose architecture is based on the IA-32 core from the Intel Single-Chip Cloud Computer (SCC) [51], with

size and power scaled to 22nm technology [159]. We divide the 256-core system into 16 identical chiplets.9

In Sniper, we implement the unified and hierarchical network models described in Section 6.4.2. For

inter-chiplet links, we use either passive links or gas-station links (see Section 6.4.2). We vary link latency

from one to five cycles for passive links and explore 2-stage and 3-stage pipelines for gas-station links. We
9Our methodology is applicable to any system with even number of chiplets, each with aspect ratio of 1.
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explore three voltage-frequency settings: (0.9V,1GHz), (0.89V,800MHz), and (0.71V,533MHz). We use

multi-threaded benchmarks that cover high-power applications (Cholesky from SPLASH-2 suite [152]),

medium-power applications (Streamcluster and Blackscholes from PARSEC suite [110]), and low-power

applications (Lu.cont from SPLASH-2 suite). We fast-forward the sequential initialization region and

simulate 10 billion instructions in the parallel region with all cores active to collect performance statistics.

Then, we feed the performance results to McPAT [78] to compute the core power. We calibrate the McPAT

power output with the measured power dissipation data of Intel SCC [51], scaled to 22nm.

Cost Oracle

We construct a cost oracle that computes the manufacturing cost of 2.5D systems for a given

choice of network topology, chiplet size and count, link type and stage count, and interposer size. We

adopt the 2.5D manufacturing cost model published by Stow [133], which takes into account the cost and

yield of CMOS chiplets, µbump bonding, and the interposer. The model assumes known-good-dies. We

enhance the cost model to account for the impact of µbump overhead on the dies per wafer count and yield.

Achiplet = (
w2D

4
)2 (6.6)

Aubump = (
w2D

4
+2×wubump)

2−Achiplet (6.7)

Nint =
π× (φwa f erint/2)2

Aint
−

π×φwa f erint√
2×Aint

(6.8)

Nchiplet =
π× (φwa f er/2)2

Achiplet +Aubump
−

π×φwa f er√
2× (Achiplet +Aubump)

(6.9)

Ychiplet = (1+(Achiplet +AT XRX)×D0/ε)−ε (6.10)

Cint =Cwa f erint/Nint/Yint (6.11)

Cchiplet =Cwa f er/Nchiplet/Ychiplet (6.12)

C2.5D =
Cint +Σ16

1 (Cchiplet +Cbond)

Y 15
bond

(6.13)

Equation (6.6) (see Table 6.4 for all notations) computes the equivalent functional area of chiplets
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Table 6.4: Notations used in the cost oracle.
Notation Meaning

Aint Area of interposer.
Achiplet Chiplet area without µbump overhead.
Aubump Area of µbump region in a chiplet.

AT XRX
Critical transceiver area in µbump

region.
φwa f er Diameter of CMOS wafer: 300mm.

φwa f erint Diameter of interposer wafer: 300mm.
Nint Number of interposer dies per wafer.

Nchiplet Number of CMOS dies per wafer.
D0 Defect density: 0.25/cm2 [132].
ε Defect clustering parameter: 3 [132].

Ychiplet Yield of a CMOS chiplet.
Yint Yield of an interposer: 98% [242].

Ybond Chiplet bonding yield: 99% [132].
Cwa f er Cost of CMOS wafer.

Cwa f erint Cost of passive interposer wafer.
Cchiplet Cost of a chiplet.

Cint Cost of an interposer.
Cbond Cost of chiplet bonding.
C2.5D Manufacturing cost of a 2.5D system.

generated by dividing a 2D chip. Equation (6.7) evaluates the µbump area overhead. Equations (6.8) and

(6.9) determine the number of interposer dies and the number of CMOS dies, respectively, that can be

cut from a wafer [133]. Here the first term counts the number of dies purely based on the wafer area and

the die area, and the second subtraction term compensates for incomplete dies along the wafer periphery.

In Equation (6.9), we take into account the µbump area overhead Aubump. Equation (6.10) is the negative

binomial yield model, where D0 is the defect density and ε = 3 indicates moderate defect clustering [133].

Unlike the center area of chiplets that has high transistor density, the µbump regions have very limited

active regions that contain inter-chiplet link transmitters (TXs) and receivers (RXs). Only the defects

occurring in the active regions would cause a failure, while the rest of the passive region is non-critical.

Hence, our yield calculation (Equation (6.10)) uses only the critical active area. The yield of a passive

interposer is as high as 98% [242] because it does not have any active components. Equations (6.11) and

(6.12) calculate the per-die cost of the interposer and the chiplets, respectively. Equation (6.13) estimates

the overall manufacturing cost of the 2.5D system by adding up the costs of the chiplets, the interposer,

140



20 30 40 50
interposer size [mm]

0

0.5

1

1.5

2

2.
5D

 s
ys

te
m

 c
os

t [
a.

u.
]

w
ubump

= 0.09 mm

2D
[34]
[25]
this work

20 30 40 50
interposer size [mm]

0

0.5

1

1.5

2

2.
5D

 s
ys

te
m

 c
os

t [
a.

u.
]

w
ubump

= 1.305 mm

2D
[34]
[25]
this work

Figure 6.7: Comparison between the cost of a 2D system, and the cost of a 2.5D system estimated using
prior cost models [34, 25] and our enhanced cost model for interposer sizes from 20mm to 50mm and
µbump stretch-out widths (wubump) of 0.09mm and 1.305mm, which correspond to the lower and upper

limits of wubump in our analysis, respectively.

and bonding.

Figure 6.7 shows the manufacturing cost of 2.5D systems with respect to interposer sizes from

20mm to 50mm for two different µbump stretch-out widths, which correspond to the minimum value

(for G-R-L-M/CM topology without gas stations) and maximum value (for U-M topology with 3-stage

gas-station links) in our experiments. The 2.5D system costs are normalized to the cost of 2D system.

The 2.5D system cost increases with the interposer size. The cost model in our prior work [34] did not

consider µbump overhead and thus, the 2.5D system cost is independent of wubump. The cost model in our

latest work [25] overestimated the yield drop due to µbump regions and thus, overestimated the overall

cost. This error of this cost model [25] is trivial with a small wubump, but with a large wubump, the error is

not negligible (up to 10% of the 2D system cost in our example). With a small wubump, the predicted cost

of a 2.5D system using our enhanced model is cheaper than the cost of a 2D system, when the interposer is

smaller than 40mm×40mm. With a large wubump, the predicted cost of a 2.5D system using our enhanced

model is always higher than that of a 2D system. This eliminates some network topologies, such as Clos,

that require large wubump.
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Interconnect Performance Oracle

We build an interconnect performance oracle that analyzes the maximum reachable length of

inter-chiplet link for a given operating voltage and frequency, rise-time constraint, and propagation time

constraint in the unit of cycles. We use HSPICE [219] to simulate the link models discussed in Section

6.4.2. The TX circuit is designed using up to six (the exact number depends on the wirelength) cascaded

inverters with standard fan-out of 4, and the RX circuit consists of two cascaded inverters of the minimum

size. We estimate the TX and RX area using the physical layout of the standard inverter cell in NanGate

45nm Open Cell Library [211], and scale it down to 22nm technology. The area of TX and RX logic

(AT XRX ) takes up less than 1% of the µbump area. The interposer wire resistance is 14.666×10−3Ω/µm

and the capacitance is 114.726×10−3 f F/µm, for the wire dimensions provided in Table 6.3 for 65nm

technology. Since the inter-chiplet link latency is wire dominated, we set a sizing upper limit of 100×

the minimum size for the last inverter in the set of cascaded inverters of TX in 22nm technology since the

drivers are placed in chiplets instead of the interposer. We do not increase the size beyond 100× because

we do not observe latency improvement. For the workloads that we have considered, the inter-chiplet link

power is up to 22W , which is insignificant compared to the total average system power of 508W . Hence,

inter-chiplet link power has negligible influence on chiplet placement.10

Thermal Simulation

We use HotSpot [246] to simulate thermal profiles for given chiplet placement choices and core

power values. We use an extension of HotSpot [94] that provides detailed heterogeneous 3D modeling

features. To model our 2.5D system, we stack several layers of different thickness and heterogeneous

materials on top of each other and model each layer with a separate floorplan on a 64×64 grid. Our 2.5D

system model follows the properties (such as layer thickness, materials, dimensions of bumps and TSVs) of

real systems [16, 14]. We use the HotSpot default conventions for the thermal interface material properties,

the ambient temperature of 45oC, and the sizing of the spreader and the heatsink such that the spreader

edge size is 2× the interposer edge size and the heatsink edge size is 2× the spreader edge size. To keep

10If link power were to increase substantially, this would affect the system temperature, which in turn would affect the chiplet
placement.
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Figure 6.8: Temperature of best chiplet placement for each interposer size, running Cholesky with Mesh
network using single-cycle link without gas stations.

the heat transfer coefficient consistent across all simulations, we adjust the convective resistance of the

heatsink.

We implement a linear model of temperature-dependent leakage power based on published data of

Intel 22nm processors [245]. We assume 30% of power is due to leakage at 60oC [159]. We update the

core power to include the leakage power based on initial temperature obtained from HotSpot and iterate

the thermal simulation. In all of our studies, the leakage-dependent temperature quickly converges after

two iterations.

Figure 6.8 shows the temperature of the best chiplet placement for each interposer size, while

running Cholesky benchmark with Mesh network using single-cycle links without gas stations. As

the interposer size increases, the peak temperature decreases due to the increasing flexibility of chiplet

placement. Although the main direction of heat dissipation is vertical through the heatsink on top of the

system and the lateral heat transfer is relatively weak, the effect of lateral heat flow is sufficient to motivate

thermally-aware chiplet placement [161]. The temperature benefit shown in Figure 6.8 comes at the cost of

a larger interposer. The cost of the interposer has been accounted in our cost model and the user can adjust

the cost weight in the objective function for different design needs.
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Table 6.5: Notations used in routing optimization.
Notation Meaning

C Set of chiplets.
P Set of pin clumps.
N Set of nets.

c, i, j Index of a chiplet ∈C.
p,h,k Index of a pin clump ∈ P.

n A net ∈ N.
sn Source chiplet of net n.
tn Sink chiplet of net n.

xp, yp x- and y-offsets from left bottom of the chiplet for pin clump p.

dih jk
Distance from pin clump h on chiplet i to pin clump k on chiplet j. Note

that dih jk = d jkih.
Pmax

ih Pin capacity for a pin clump h on chiplet i.
Ri j Input requirement on the wire count between chiplet i and chiplet j.

f n
ih jk

Flow variable. Number of wires from pin clump h of chiplet i to pin
clump k of chiplet j that belong to net n.

λn
ih jk

Binary indicator for a route between pin clump h on chiplet i to pin
clump k on chiplet j belonging to net n.

Smax

Maximum permissible segment count allowed for any route; a segment
is defined as a route between chiplets. For the case where no gas stations

are permitted, Smax = 1. Permitted values of Smax include 1, 2 or 3.
θ, ϕ Coefficients for the objective function of routing optimization.

Routing Optimization

We build an MILP to solve for the optimal routing solution and the corresponding maximum

wirelength given the logical network topology, chiplet placement, link stage count, and µbump resources.

The MILP objective is a weighted function of the maximum length of a route on the interposer and the

total routing area overhead. We group the µbumps along the chiplet periphery into pin clumps to limit the

problem size and the MILP runtime. We use 4 pin clumps per chiplet in our experiments. We frame the

delivery of required number of wires between chiplets as multi-commodity flow, and formulate the MILP

to find optimal routing solutions that comprehend the finite availability of µbumps in each pin clump.

Table 6.5 describes the notations used in the MILP. We use ILOG CPLEX v12.5.1 to implement

and run the MILP. The number of variables and constraints in the MILP instance are both bounded by

O(|C|2 · |P|2 · |N|). For our 16-chiplet design, |N| is 48 for Mesh/Cmesh, 56 for Butterdonut, 64 for

Butterfly and 32 for Ring networks. The outputs of our MILP implementation are the optimal value of the
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objective function and the values of the variables f n
ih jk, which describe the routing solution and µbump

assignment to pin clumps.

Based on the inputs to the routing optimization step (see Table 6.6), we precompute dih jk, the

routing distance (assuming Manhattan routing) from pin clump h on chiplet i to pin clump k on chiplet j,

using Equation (6.14). Equation (6.15) is the objective function for the MILP that includes the maximum

length L, and the total length of the routes. In all reported experiments, we set θ = 1 and ϕ = 0. Equation

(6.16) ensures that the flow variable f n
ih jk is a non-negative number. Equation (6.17) is the flow constraint

governing the flow variables f n
ih jk. It guarantees the sum of all flows for a net n, over all pin clumps

from chiplet sn to chiplet tn, meets the Ri j requirement. It also makes sure that net flow is 0 for all other

(non-source, non-sink) chiplets for the given net. ∑h∈P, j∈C,k∈P f n
ih jk is the outgoing flow of chiplet i, while

∑h∈P, j∈C,k∈P f n
jkih is the incoming flow of chiplet i. Equation (6.18) assures that there is no input flow (for

net n) for any pin clump in the source chiplet sn from any other chiplet’s pin clump. Similarly, Equation

(6.19) ascertains that there is no output flow (for net n) for any pin clump in the sink chiplet tn to any

other chiplet’s pin clump. Equation (6.20) maintains that the sum of input and output flows from a given

pin clump is always less than or equal to the capacity of the pin clump. This ensures that all routes have

available pins. Equation (6.21) defines λn
ih jk as a boolean value based on f n

ih jk. This helps identify the

maximum route length L, as shown in Equation (6.22). Equation (6.23) constrains the maximum number of

segments (Smax) to be either 1, 2 or 3. A segment is defined as a portion of the net connecting two chiplets.

If Smax = 1, then the net connects sn and tn directly, and no gas stations are permitted, while if Smax = 2 or

Smax = 3, then gas stations are permitted, where the net connects sn and tn through 1 or 2 other chiplets

respectively, i.e., gas station hops.

dih jk =
∣∣Xi + xh−X j− xk

∣∣+ ∣∣Yi + yh−Yj− yk
∣∣ (6.14)
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Table 6.6: Inputs to routing optimization.
Input Properties

Chiplets
|C| Chiplet instances, at {Xc, Yc} left

bottom, c ∈C. The locations provided for
the chiplets are assumed to be legal.

Pin
Clumps

|P| Pin clump instances of pin capacity
Pmax

ih each. Each pin clump p has a
predetermined location {xp, yp} relative to

the left bottom of the chiplet.

Required
Connec-

tions

Ri j between every pair of chiplets {i, j}
indicating the number of wires that need to
go between the pair of chiplets. If Ri j > 0
then a net n exists between chiplet i and

chiplet j with source sn = i and sink tn = j.

Routing
Rules

Maximum number of segments, Smax equal
to 1, 2 or 3. Smax ≤ 3 to limit impact on

latency.

Minimize:

θ ·L+ϕ · ∑
i∈C,h∈P, j∈C,k∈P,n∈N

dih jk · f n
ih jk (6.15)

Subject to:

f n
ih jk ≥ 0, ∀i ∈C, h ∈ P, j ∈C, k ∈ P,n ∈ N (6.16)

∑
h∈P, j∈C,k∈P

f n
ih jk− ∑

h∈P, j∈C,k∈P
f n

jkih =



Rsntn , if i = sn,∀n ∈ N

−Rsntn , if i = tn,∀n ∈ N

0,∀i 6= sn||tn,∀n ∈ N

(6.17)
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f n
jksnh = 0, ∀n ∈ N,∀h ∈ P,∀ j ∈C,∀k ∈ P (6.18)

f n
tnh jk = 0, ∀n ∈ N,∀h ∈ P,∀ j ∈C,∀k ∈ P (6.19)

∑
j∈C,k∈P,n∈N

f n
ih jk + ∑

j∈C,k∈P,n∈N
f n

jkih ≤ Pmax
ih , ∀i ∈C,h ∈ P (6.20)

λ
n
ih jk =


1 if f n

ih jk > 0,∀i ∈C,h ∈ P, j ∈C,k ∈ P,n ∈ N

0 otherwise,∀i ∈C,h ∈ P, j ∈C,k ∈ P,n ∈ N
(6.21)

L ≥ dih jk ·λn
ih jk, ∀i ∈C, h ∈ P, j ∈C, k ∈ P, n ∈ N (6.22)

∑
i∈C,h∈P, j∈C,k∈P

f n
ih jk ≤



Rsntn , if Smax = 1

2 ·Rsntn−∑h∈P,k∈P f n
snhtnk, if Smax = 2

3 ·Rsntn−2 ·∑h∈P,k∈P f n
snhtnk−

∑i∈C|i6=sn||tn min(∑h∈P,k∈P f n
snhik,

∑h∈P,k∈P f n
iktnh), if Smax = 3

(6.23)

6.4.4 Thermally-Aware Placement Algorithm

Our thermally-aware P&R tool supports arbitrary chiplet placements that consider non-matrix

and asymmetric chiplet organization styles while searching for the optimal placement for each table entry.

Including arbitrary placements, the solution space explodes to quadrillions (1015) placement options with

1mm granularity. It is impractical to exhaustively search such a vast space. In addition, the solution space

is non-convex. Approaches like gradient descent or greedy search [34] can easily get trapped in a local
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minima. Therefore, we use simulated annealing to explore chiplet placement and find the optimal placement

solution that gives lowest peak temperature while meeting the maximum wirelength. Simulated annealing

is a probabilistic technique to approximate the global optimum. We introduce the key components of our

algorithm below.

Placement Description. Prior works [34, 25] only consider 4×4 matrix-style chiplet placement,

which covers a small portion of the overall solution space and the chiplets have limited freedom to move.

For example, the corner chiplets cannot move, the edge chiplets can only slide along the periphery of

the interposer, and the center chiplets can only slide along the interposer diagonal. Thus, the previous

approach of matrix-style chiplet placement cannot cover the cases where the four chiplets along an edge of

the interposer do not align or the cases where the first row does not always have four chiplets. In addition,

the previous assumption of 4-fold rotational symmetry does not allow us to ever find the optimal placement

for some topologies. For Butterdonut and Butterfly networks, because of the 4-fold rotational symmetry,

the maximum wirelength cannot be shortened with chiplet movement due to the connection between a

chiplet and its reflection in any one of the remaining quadrants. Therefore, we enhance our cross-layer

co-optimization methodology to support arbitrary placement and relax our symmetry assumption to 2-fold

rotational symmetry. We use x- and y-coordinates to specify the locations of the first eight chiplets, and the

coordinates of the remaining eight chiplets are based on the rotational image of the first eight. We assume

1mm granularity for placement, such that the coordinates of the center of each chiplet has to be positive

integer numbers. The chiplets cannot overlap with each other and there is a 1mm guardband along the

interposer periphery. The minimum gap between two chiplets is 0.1mm [16, 98].

Neighbor Placement. A neighbor placement is the placement obtained by either moving a chiplet

by the minimum step size in any of the 8 directions (N, S, E, W, NE, NW, SE, SW) or swapping a pair of

chiplets from a current placement. Without swapping, it is likely to have a ‘sliding tile puzzle’ issue. For

instance, a chiplet cannot move in some directions because other chiplets block the way, especially when

the interposer size is small.

Acceptance Probability. The decision of whether a neighbor placement is accepted or not depends

on the delta calculated using Equation (6.24). Here Tcurr, Lcurr, Tnei, Lnei are the peak temperature

of current placement, the longest wirelength of current placement, the peak temperature of neighbor
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placement, and the longest wirelength of neighbor placement, respectively. When both the current

placement and the neighbor placement meet the wirelength constraint, we emphasize the temperature

difference when calculating delta. Similarly, when either the neighbor or the current placement violates

the wirelength constraint, we emphasize the wirelength difference while calculating delta as there is no

point in considering temperature because we do not have a viable solution. We compute the acceptance

probability AP using Equation (6.25), where K is the annealing temperature. Here K decays from 1 to

0.01 with a factor of 0.8 every v iterations, where v is proportional to the interposer edge width wint . We

accept the neighbor placement if AP is greater than a random number between 0 and 1. In the case that

a neighbor placement is better (delta > 0), AP evaluates to greater than 1 and we are forced to accept

the neighbor placement. In the case that a neighbor placement is worse (delta < 0 and 0 < AP < 1),

there is still a nonzero probability of accepting the worse neighbor placement to avoid being trapped in

a local minima. The worse a neighbor placement is, the lower is the probability of accepting it. As the

annealing temperature K decays, the solution converges since the probability of accepting a worse neighbor

placement decreases.

delta =



0.9× (Tcurr−Tnei)+0.1× (Lcurr−Lnei),

i f Lcurr ≤ Lth and Lnei ≤ Lth

0.1× (Tcurr−Tnei)+0.9× (Lcurr−Lnei),

i f Lcurr > Lth or Lnei > Lth

(6.24)

AP = e
delta

K , accept i f AP > rand(0,1) (6.25)

Multi-Start and Multi-Phase Techniques. As a probabilistic algorithm, simulated annealing

approximates the global minimum but provides no guarantee to find it. It is also challenging to find a

good enough solution due to the astronomical non-convex solution space (up to quadrillions of placement

options) and the limited simulation time (up to a thousand moves). In order to improve the solution quality

of simulated annealing, we adopt multi-start and multi-phase techniques. For multi-start, we repeat the

thermally-aware P&R process ten times for each table entry and pick the placement solution which has the
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lowest peak temperature and meets the routing constraint. Given the probabilistic nature of the simulated

annealing algorithm, the multi-start technique is helpful in reducing the chance of getting a poor solution.

We can run the multiple starts of the multi-start technique in parallel, so as not to increase the time required

to arrive at the solution. For multi-phase, we map an existing placement solution of a smaller interposer

to a larger interposer (while keeping all the other tuning knobs the same) and use it as the initial starting

placement to find the placement solution for the larger interposer. This improves the quality of the final

placement solution for a table entry without increasing the simulation time or the electricity bill. The

multi-phase step size must be a multiple of 2mm since we assume 1mm placement granularity. A smaller

step size yields better solution quality, but requires longer actual simulation time. In our case, we set the

multi-phase step size to 4mm, which provides a good balance between the simulation time and the solution

quality.

6.5 Evaluation Results

In this section, we first provide the maximum performance and the optimal chiplet placement

for various networks. We compare the maximum performance using our new approach against the prior

work [25], with and without gas stations. Next, we present the iso-cost performance improvement, the

iso-performance cost reduction using our new approach, and the Pareto Frontier curve of performance and

cost. We then show the thermal maps for high-power, medium-power, and low-power applications on their

respective optimal chiplet placement solution. In addition, we evaluate the running of medium-power and

low-power applications on the optimal chiplet solution for a high-power application. Lastly, we conduct

a sensitivity analysis to show the optimal combinations of performance, cost and peak temperature with

respect to different temperature thresholds and different choices of constraints.

6.5.1 Optimal Chiplet Placement Analyses

Figure 6.9 shows the maximum performance, the corresponding cost and the corresponding peak

operating temperature for various networks and link designs running the high-power Cholesky benchmark

for three different approaches. Here the focus is on performance. The first approach corresponds to our
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Figure 6.9: Maximum performance, the corresponding cost and the corresponding peak temperature for
various networks with and without gas-station links when running Cholesky benchmark. Here the

optimization goal is to maximize performance; the cost values are normalized to the cost of a 2D system.

prior work [25] that only considers matrix-style chiplet placement (Mat) and a hard temperature constraint

(HTC) of 85oC, with and without gas stations. We use Mat-HTC-GS and Mat-HTC-noGS to denote these

cases. The second approach uses the same HTC of 85oC but allows arbitrary placement of chiplets (Arb).

We use Arb-HTC-GS and Arb-HTC-noGS to denote these cases. The third approach uses a soft temperature

constraint (STC) of 85oC and arbitrary placement, as described in Section 6.4.4. We use Arb-STC-GS and

Arb-STC-noGS to denote these cases.

For the mesh-like networks (G-M-L-M, G-M-L-CM, U-M, and U-CM), our Arb-HTC approach

does not improve the performance over the previous Mat-HTC approach [25]. This is because the previous

approach already achieves the maximum performance for G-M-L-M, G-M-L-CM, and U-M, while for

U-CM, there is not much room for improvement with arbitrary placement since the optimal placement also

follows a matrix style. However, we achieve a 8-19% (11% on average) reduction in cost. The Arb-STC
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approach achieves the highest performance (10% improvement) with U-CM network at a manufacturing

cost which is equal to the Mat-HTC-noGS case, while exceeding the temperature threshold by less than

0.5oC. For the remaining three mesh-style networks, the Arb-STC approach does not improve performance

but it does reduce cost in some cases. Even when using our thermally-aware P&R tool with the option of

arbitrary placement, the optimal chiplet placements are matrix style. Since these four mesh-like networks

have similar optimal placement patterns, we just show the logical connection and thermal map of U-CM

network in Figure 6.10(a).

For Butterfly networks, the Arb-STC-GS approach achieves the same maximum performance as

achieved using Mat-HTC-GS approach [25] and reduces the cost by 5% (see Figure 6.9). The optimal

placement for Butterfly network is shown in Figure 6.10(b). Note in the top subfigure, we only show the

logical connections instead of actual routing path of gas-station links. For Butterdonut networks, the Arb-

STC-GS approach improves the performance by 25% without increasing the cost (see Figure 6.9). Figure

6.10(c) shows the optimal placement for Butterdonut network. The Ring networks (G-R-L-M/CM) are not

included in the prior work [25], thus we do not show the comparison. The chiplets are distributed along

the periphery of the interposer in the optimal placement for the Ring topology (see Figure 6.10(d)), which

is good for heat dissipation. Thus, the performance of the Ring topology saturates at a relatively small

interposer size, and we observe lower cost and temperature than those of other networks (see Figure 6.9).

6.5.2 Iso-cost and Iso-performance Analyses

Figure 6.11 shows the iso-cost performance for various networks running Cholesky benchmark,

while not exceeding the cost of a 2D system. In general, our Arb-HTC approach improves the iso-cost

performance by 13-37% (20% on average), and our Arb-STC approach improves the iso-cost performance

by 40-68% (49% on average), compared to our prior Mat-HTC approach [25]. The previous work [25]

shows that the U-M network cannot be implemented feasibly due to the large µbump area overhead and the

incorrectly estimated yield drop. Using our more accurate cost model, it is actually feasible to implement

the U-M network within the cost budget.

Figure 6.12 shows the iso-performance cost and the corresponding peak temperature for each

network. Here, for each network, we match the performance of the 2.5D system designed using our
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Figure 6.10: Optimal chiplet placement for maximum performance and corresponding thermal maps
when running the Cholesky benchmark in 2.5D systems with different network topologies. The figures are

scaled to the interposer sizes.

proposed approach with the corresponding maximum performance of the 2.5D system designed using prior

Mat-HTC approach [25] when running Cholesky benchmark. The cost values are normalized to the cost of

a 2D system. Under the same hard temperature constraint as the prior work [25], our Arb-HTC approach

reduces manufacturing cost by 5-20% (14% on average) without lowering the performance. Using the

Arb-STC approach, we can push the iso-performance cost saving to 30-38% (32% on average) with up to

91oC overall system peak temperature.

Figure 6.13 shows the Pareto Frontier Curve of normalized performance (1/IPS) and normalized

cost using Mat-HTC approach [25], Arb-HTC approach, and Arb-STC approach. Our arbitrary placement

pushes the Pareto frontier curve towards higher performance and lower cost, and the soft temperature

constraint approach pushes the frontier further.
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Figure 6.11: Iso-cost performance and the corresponding peak temperature when running Cholesky
benchmark for various networks, while not exceeding the cost budget of a 2D system.

6.5.3 Analyses of Different Types of Applications

Figure 6.14 shows the thermal maps of 2.5D systems designed for high-power (Cholesky), medium-

power (Streamcluster), and low-power (Lu.cont) applications using Mat-HTC [25], Arb-HTC and Arb-STC

approaches. For comparison, we choose the same optimization objective as in the prior work [25], which

focuses on performance ((α,β,γ) = (0.999,0.001,0)). With the Arb-HTC approach, we can achieve the

same performance as using the prior Mat-HTC approach [25] and reduce the manufacturing cost by 19%,

14%, and 3% for high-power, medium-power, and low-power applications, respectively. The equivalent

performance is achieved at a smaller interposer size where the chiplets are pushed to the periphery of

the interposer to ease the heat dissipation. For high-power and medium-power applications, 2-stage gas-

station links are used, which provides flexibility in chiplet placement to form a ring shape for mesh-like

networks, while for low-power application, such a ring-shape placement is not feasible as we need to

provide routability of single-cycle links.

Using Arb-STC approach, for high-power application, we can achieve the maximum possible

performance (3% higher than both Mat-HTC approach [25] and Arb-HTC approach) and 15% lower cost.

The improvement is achieved by violating the temperature threshold by 0.5oC and using single-cycle
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Figure 6.12: Iso-performance cost and the corresponding peak temperature for each network. Here the
performance is equal to the maximum performance achieved using Mat-HC-GS [25] when running

Cholesky benchmark. The cost values are normalized to the cost of a 2D system.

inter-chiplet links without gas stations, which constrains distance between chiplets and forms a matrix-style

placement. For medium-power application, we get identical network choices and placement solutions

using Arb-STC and Arb-HTC approaches. For low-power application, our Arb-STC approach achieves the

maximum possible performance while violating the temperature threshold by 1.4oC. This improvement

also comes with 40% cost overhead, but in this example, cost is not our concern. The chiplets cluster in the

center of the interposer to meet single-cycle latency constraint for a butterfly topology, and leave large

empty space on the edges of the interposer to help heat dissipation.

It should be noted that the results we show in Figure 6.14 assume that we know what application

will be running at the design time, and we optimize for each application. For unknown target applications

or a mix of known and unknown applications, we optimize for the worst-case (highest power application)

scenario at the design time, and run the target application on the optimized organization (including

network topology, interposer size, chiplet placement, and inter-chiplet link design). For example, if

a system is expected to run high-power (Cholesky), medium-power (Streamcluster), and low-power

(Lu.cont) applications, we design and optimize the system using the high-power application. When

running medium-power application on the system optimized for high-power application, we observe the
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Figure 6.13: Pareto Frontier Curve of normalized performance (1/IPS) and normalized cost using
Mat-HTC approach [25], Arb-HTC approach, and Arb-STC approach.

same performance, 23% higher cost, and 6oC lower temperature compared to that of a system custom

designed for medium-power application. When running low-power application on the system designed for

high-power application, we observe 5% lower performance, 5% higher cost, and 12oC lower temperature

compared to that of a system custom designed for low-power application.

6.5.4 Analyses of Cross-layer Co-optimization Benefits

To understand the benefits of co-optimizing across multiple design layers simultaneously, we

conduct a comparison between cross-layer and single-layer methodologies while running the Blackscholes

benchmark. We compare multiple cases in Table 6.7. The baseline is the optimal solution of our cross-layer

co-optimization methodology. We use three letters to represent the choices at each of the logical, physical,
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Mat-HTC [25] Arb-HTC Arb-STC

Cholesky

Streamcluster

Lu.cont

Figure 6.14: Thermal maps of 2.5D systems designed for high-power, medium-power, and low-power
applications using Mat-HTC [25], Arb-HTC, Arb-STC approaches. The figures are scaled to the interposer

sizes.

and circuit layers, for the remaining nine cases. Here O means optimal, W means worst possible, F means

prefixed, B means best possible. So for example, the OOW case corresponds to the use of the same

design choices as the optimal cross-layer solution at the logical and physical layers, and use of the worst

possible choice at the circuit layer. This case shows the contribution of the circuit layer in our cross-layer

co-optimization methodology. In the FFB case, we fix the design choices at the logical and physical layers,

and only optimize the circuit layer. We report performance improvement, cost increase, and temperature

for each case. To better compare the different cases, we use the Performance/Unit Cost metric. For the
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OOW and OWO cases, we observed a cost reduction and/or slight performance improvement, but at a

high infeasible peak temperature. For the case of WOO, the temperature is acceptable but we get 20%

lower performance and 50% higher cost. For the cases of FFB, FBF, BFF, and BFB, we get either higher

performance at higher cost or lower performance at lower cost, but the temperature becomes infeasibly

high. For the cases of FBB and BBF, the temperature is safe, while performance and cost offset each other.

In terms of the Performance/Unit Cost metric, our cross-layer co-optimization approach performs better

than all cases except OOW, OWO and BFF, but these cases have high infeasible temperature.

Table 6.7: Cross-layer vs. single-layer optimization.
Cases Perf Improvement Cost Increase Temperature [oC] Perf/Unit Cost

Cross-layer 0% 0% 86 3.10
OOW 4% -8% 99.9 3.50
OWO 0% -22% 108.0 3.97
WOO -20% 56% 84.2 1.59
FFB -39% -34% 100.9 2.88
FBF 4% 11% 102.5 2.92
BFF -16% -36% 103.4 4.09
FBB -9% -4% 85.8 2.94
BFB -35% -34% 100 3.09
BBF 2% 3% 86.2 3.06

6.5.5 Sensitivity Analysis

We conduct a sensitivity analysis (see Figure 6.15) to show the optimal combinations of per-

formance, cost and peak temperature, and the corresponding objective function values with respect to

different temperature thresholds from 75oC to 95oC and different temperature constraint choices (including

hard temperature constraint, soft temperature constraint with linear and square penalty functions, and

no temperature constraint). We choose the weights to be ((α,β,γ) = (0.8,0.1,0.1)) as an example for

a performance-focused objective function. With no temperature constraint, we can always achieve the

maximum performance and the lowest cost, at a temperature of 93.2oC. Thus, with a temperature threshold

of 94oC or higher, the optimal performance, cost, and temperature combinations with different constraint

choices are the same. With a hard temperature constraint, any case that exceeds the temperature threshold
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is considered as infeasible, thus, the peak temperature is close to, but below the temperature threshold.

As the temperature threshold increases, there are more feasible design choices and the objective function

value decreases. A soft temperature constraint allows violating the temperature threshold and translates the

violation into a penalty in the objective function. The soft temperature constraint approach provides more

choices and thus is guaranteed to have a solution that better or equal to that obtained using hard temperature

constraint approach. For the soft temperature constraint approach with a linear penalty function, we are

allowed to violate the temperature threshold only slightly to find a solution that has higher performance

and/or lower cost than the hard temperature constraint approach. A square penalty function suppresses the

penalty for a small violation and highlights the penalty for a large violation of the temperature threshold.

Thus, with a soft temperature constraint approach with the square penalty function, we can achieve higher

performance and lower cost compared to the case with the linear penalty function. For example, with a

temperature threshold of 80oC, the result with the hard temperature constraint has lowest performance.

With the soft temperature constraint with the linear penalty function, we violate the temperature threshold

by 0.59oC and achieve 6% higher performance but at 5% higher cost compared to the hard temperature

constraint approach. With the soft temperature constraint with the square penalty function, we violate the

temperature threshold by 0.93oC and achieve 5% higher performance at the same cost compared to the

hard temperature constraint approach.

6.6 Summary

In this chapter, we have introduced a cross-layer co-optimization methodology for network design

and chiplet placement in 2.5D systems. Our methodology optimizes network topology design, inter-chiplet

link design, and chiplet placement across logical, physical, and circuit layers to jointly improve performance,

lower manufacturing cost, and reduce operating temperature. Compared to our prior work [25], we improve

the optimization methodology by enhancing the cost model, including operating temperature in the

optimization goal, applying a soft temperature constraint, and improving the optimization algorithm to

enable arbitrary chiplet placement. Our new methodology shifts the performance-cost Pareto tradeoff

curve for 2.5D systems substantially. Our approach improves thermally-constrained performance by 88%

at the same manufacturing cost and reduces the cost by 29% at the same performance in comparison to
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Figure 6.15: Sensitivity analysis comparing hard temperature constraint, soft temperature constraints with
linear function and square function, and no temperature constraint for various temperature thresholds from

75-95oC.

2D systems. Compared to our prior work [25], for the same hard temperature constraint our enhanced

placement algorithm with arbitrary placement improves iso-cost performance by 13-37% (20% on average)

and reduces iso-performance cost by 5-20% (14% on average). Overall, our new optimization methodology

with a soft temperature constraint and arbitrary placement achieves 40-68% (49% on average) higher

iso-cost performance and 30-38% (32% on average) lower iso-performance cost over our prior work [25].
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Chapter 7

IO and Clock Tree Optimizations for 3D

Integration

A pathfinding framework for off-chip interconnects would not be complete without 3D intercon-

nects. 3D interconnects are emerging as an attractive option as their manufacturing cost and yield improve.

They provide unique design spaces to partition traditional SoCs, and integrate heterogenous technologies

into a single package, e.g., DRAM and logic processes, or longer channel technologies for analog/RF while

shorter channel technologies for digital blocks. A critical aspect of 3D interconnect design and integration

is the design choices for the IO and the clocking across dies in the 3D stack. Both these are tightly tied to

the synchronization scheme used across the interconnect.

In this chapter, we explore IO and clock tree optimizations for 3D integration, including synchro-

nization schemes suitable for 3D interconnect.

7.1 Introduction

3D interconnect can span a wide range of bandwidths (few GB/s to hundreds of GB/s) and region

area (few mm2 to the full die area). The 3DIO frequency and synchronization scheme are two key choices

that play into the power and area for such an interconnect. Clock and data power for such interconnect

can often be a significant component of total chip power. The synchronization scheme for the 3DIO
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clocking could be (i) synchronous (traditional clock tree), (ii) source-synchronous (forwarded clock), or

(iii) asynchronous (separate clock trees). Based on the 3DIO frequency and synchronization scheme, the

design could lend itself to dividing the clock into local clusters as shown in Figure 7.1, which are tightly

skew-balanced within themselves but have looser skew requirements between clusters. This allows for

a tighter timing budget for the clock and data paths and also lends itself to use of low-power 3DIO for

source-synchronous and asynchronous schemes at the expense of overhead in the clock generation and

distribution for every cluster. The 3DIO frequency that can be achieved depends on the timing budget,

which in turn depends on the synchronization scheme and clustering.

In this work, we investigate the optimal choice of 3DIO frequency, synchronization scheme and

clustering for 3D interconnect power, area and bandwidth optimization. The optimal 3DIO frequency

depends on the cost function of power and area. While wider and slower buses generally consume less

power due to lower clock tree power and lower 3DIO power, they do take up more area, especially due to

limitations in the micro-bump pitch and 3DIO electrostatic discharge (ESD) requirements.

The default clocking methodology for 3D is likely still based on to be a synchronous clocking

scheme. Previous research has sought to improve CTS outcomes and 3D clock tree structures for such a

clocking scheme [84], [68], [162], [100], [95]. These studies on 3D clock trees focus on optimization of the

synchronous clock tree to minimize skew, power and area, but do not consider alternative synchronization

schemes. In this chapter, we study different synchronization and clustering schemes, seeking to identify

and model the optimal choice of 3DIO frequency (number of 3DIOs), clock synchronization scheme, and

clustering for a given cost function of power, area and bandwidth.

To find these optimal choices, we build several analytical models to estimate the power, area and

timing of the clock tree, data path and 3DIO. The models that we develop encompass on-die clock tree and

data path models, and the 3DIO models from [58], adapted for the three synchronization schemes. We

combine analytical models [21], [77], [138] and metamodeling techniques [60] to fit models against data

from a Design of Experiments (DOE).

Our contributions in this chapter are as follows.

• We propose a new view of the design space for 3DIO frequency, clock synchronization scheme and

clustering based on bandwidth and region area of the interconnect.
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• We develop accurate power and area model for the 3D interconnect based on bandwidth, region area,

number of clusters, cluster clock frequency, and clock synchronization scheme.

• We demonstrate how the space of design requirements and constraints is partitioned according to the

choice of optimal synchronization scheme.

In the following, Section 7.2 describes the concept of clustered clocking, elaborates on the

differences between the clocking schemes, and provides hypotheses on the design space partitioning based

on these options. In Section 7.3, we propose a methodology to build power and area models for the design

space based on DOE results, using metamodeling techniques [60]. This modeling can then enable a flow

that chooses the optimal choice of 3DIO frequency, synchronization scheme and clustering as described in

Section 7.2. The P&R and timing flow used to implement our design of experiments (DOE) is described in

Section 7.4. Section 7.5 describes our DOE and the results, including the fitted models versus the DOE

data. We summarize the chapter in Section 7.6.

7.2 3DIO Clustering and Clocking

One way to localize the clock tree of the 3D interconnect is to divide it into clusters. Such a

clustered interconnect has a cluster clock, with skew constraints that could be tighter than those of the

global clock. Figure 7.1 shows the design divided into four clusters. The global clock is distributed to

the clusters, and once in the cluster, a cluster clock tree distributes the clock within the cluster. The skew

constraints for the 3D interconnect are limited to the cluster clock tree; hence, use of the cluster clock

tree allows for smaller skew. Further, the 3DIO array is now divided per cluster as well, which means

that the data paths, going from the uniformly distributed sinks to the 3DIO at the center of the cluster,

are much shorter. On the other hand, clustering the design has multiple overheads: synchronizing data

between clusters; the clock 3DIO per cluster to the top die; and the blockages caused by the 3DIO array

being distributed per cluster.

The cluster clock between the two dies must be synchronized. There are three basic methods used

to synchronize the interconnect.

(i) Synchronous. In the synchronous method, the cluster parts in both dies share a common cluster
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Figure 7.1: Clustering the clock domains.

clock tree that is balanced to end points in both dies. The clock tree on each die will vary according to the

process variation of that die, so inter-die skew is large for the inter-die tree. But, at lower frequencies, this

scheme provides a simple approach that is consistent with low-power implementation.

(ii) Source-synchronous. In the source-synchronous method, a clock is forwarded from the

bottom die to the top die (or vice-versa). This forwarded clock is then built into a tree for the sinks on

the top die. Such a scheme does not require skew balancing across two dies, but requires balance delays

(Tb) within each die on the data path to match the clock insertion delay and enable source-synchronous

data capture. There are power and area overheads associated with such balancing, but the improvement

in the timing budget means that higher speeds can be achieved over the 3DIO. Both synchronous and

source-synchronous data paths can enable a double data rate (DDR, both edges of the clock) design without

any overhead in clock generation. We assume such a DDR design since it provides a way to minimize the

number of 3DIOs.

(iii) Asynchronous. The asynchronous scheme has a FIFO that helps clock domain crossing

between the two dies. Since the latency impact can be large, this is often combined with a high-speed

serial IO that enables lower latency. As a consequence of the serial IO, we also obtain a much smaller IO

footprint (smaller number of 3DIOs) at the expense of power and latency. We assume a 1:8 serialization
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for the asynchronous scheme. Although further serialization may be possible, the latency impact for much

larger serialization ratios could be considerable, given the need to deserialize as well as the much slower

cluster clock needed for a given 3DIO maximum frequency.

We observe that the source-synchronous clocking scheme allows for higher 3DIO frequencies

than the synchronous clocking scheme, as it matches the delays in each die and does not expose the

3DIO timing to inter-die variations in the clock tree. But, such matching delays come with an area and

power cost. Asynchronous clocking schemes provide a unique way of improving power for higher 3DIO

frequencies. As they serialize the bus before off-chip transmission, such clocking schemes allow the cluster

clock to operate at a lower speed while achieving a higher 3DIO bandwidth. This enables cluster clock

tree power reduction at higher 3DIO speeds, offsetting the increased 3DIO power incurred by a narrower

and faster bus. Furthermore, the narrower bus itself allows for 3DIO area reduction. When asynchronous

clocking is combined with clustering, the 3DIO timing budget enables higher 3DIO frequencies, allowing

for interesting tradeoffs between power and area. Exposing how these choices affect power and area based

on the bandwidth and region area can enable system architects to make better 3DIO and clocking choices.

The three synchronization schemes are outlined in Figure 7.2. The figure shows the DDR (double

data rate) implementation for the synchronous and source-synchronous schemes, which effectively doubles

the 3DIO frequency and implies a half-cycle timing path for setup (as opposed to a full-cycle timing path

as in a traditional single data rate design). The data path is shown in red, while the clock path in blue. For

the asynchronous case, the clock and data path is common, shown in purple. The bottom die clock tree is

shown in yellow, while the top die clock tree is shown in light blue. As can be seen, the synchronous case

exposes an inter-die skew between the yellow and light-blue clock trees, while the source-synchronous

case does not. Further description of Figure 7.2 can be found in Section 7.3.

For a given 3DIO topology (defined by the synchronization scheme and number of clusters) there

is a maximum frequency that can be achieved by the 3DIO. This maximum frequency is determined by

two factors: (i) the 3DIO timing budget for retiming across the dies, and (ii) the on-die timing budget for

retiming from the launch sinks to the 3DIO (or vice-versa from the 3DIO to the capture sinks).

In general, we expect the maximum 3DIO frequency to be the highest for asynchronous/highly-

clustered and lowest for synchronous/lightly-clustered topologies. This is because on-die and 3DIO timing
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Figure 7.2: Clock synchronization schemes.

budgets worsen as we progress from the former end of the design space to the latter end. The 3DIO timing

budget is best for asynchronous schemes due to embedded clocks not having tight skew requirements,
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and much better jitter tolerance. The on-die timing budget is also better for asynchronous schemes due to

lower cluster clock frequency (a consequence of serial 3DIO), and properties of the local sinks (together,

highly-clustered).

In the following sections, we build our model and review the results in the context of three problem

statements:

1. For a given BW and region area, find a clock synchronization scheme, number of clusters and clock

frequency that minimizes power, given an area constraint.

2. For a given BW and region area, find a clock synchronization scheme, number of clusters and clock

frequency that minimizes area, given a power constraint.

3. For a given region area, find a clock synchronization scheme, number of clusters and clock frequency

that maximizes BW for a given power and area constraint.

7.3 Power, Area and Timing Model

In this section, we describe our model which accurately estimates total power, area and timing

(worst negative slack (WNS)) for a given tree topology (synchronization scheme and clusters), bandwidth

and region area. Figure 7.3 shows the 3DIO/CTS directed graph of our modeling approach. The primary

inputs (indicated by circles) are bandwidth, region area, cluster clock frequency, synchronization scheme

and number of clusters. Based on these inputs, we calculate the number of sinks/FFs (= 2 ·BW/ f ), 3DIO

frequency ( fIO = 2 · f for synchronous and source-synchronous schemes; fIO = 8 · f for asynchronous

scheme), number of 3DIOs (= BW/ fIO), and maximum skew and transition requirements (= k/ f ).

The analytical expressions given below are often hard to fit across large ranges of many input

parameters. We employ metamodeling techniques to improve fitting across the large ranges and number of

input variables. We choose to use an ANN (Artificial Neural Network) model for our fit [60]. Feeding just

the primary inputs in Figure 7.3 does not, in our experience, yield very good results; however, with the

help of the directed graph, a systematic approach to propagate the inputs through the graph aids the ANN

model in finding fits for power, area and WNS within +/-15% across our design of experiments (DOE). In
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the following subsections, we describe the details of our model. Section 7.5 then gives fitting results. Note

that to estimate the final outcomes (i.e., power, area, and WNS), we need buffer and wirelength models for

clock and data path as our foundations.

7.3.1 Clock and Data Wirelength

The work of Snyder et al. [128] and Steele and Snyder [130] show that the expected total tree

length of a Euclidean Steiner minimal tree over n points uniformly distributed within a bounded region

Areg is proportional to
√

Areg ·N for sufficiently large N. The constant of proportionality, denoted by k,

is dependent on the functional of the pointset. Further, we empirically observe that the constant is not a

single value, but is itself a function of region area Areg, number of clusters Nc, and maximum transition

time constraint T max
tran (k = f (Areg,T max

tran ,Nc)).

Clock wirelength significantly changes according to the clock tree structure (tall and narrow tree vs.

short and wide tree). To analyze the structure of the clock tree generated by commercial tools, we extract

the average fanout and driven wirelength of clock buffers at each depth (l) of clock trees synthesized with

different region areas and/or number of FFs (N f f ). The depth of clock source is zero and the maximum

depth is L, which is the number of buffer stages on the longest path from the clock source to any sink FF.

From the extracted data, we observe that the average fanout changes depending on the region

area and the number of FFs, but the average wirelength of driven nets at depths up to L is bounded. This

implies that the tool increases Nl
g, which is the number of buffers at depth l−1, and the maximum depth of

clock tree L, as Areg increases, and as N f f and T max
tran decrease. Therefore, it is very important to accurately

estimate both L and Nl
g at each clock depth. We estimate the clock wirelength using the following method.

First, we determine the Nl
e, which is the number of cells driven by a buffer at depth l−1, and calculate Nl

g

(i.e., Nl+1
g /Nl

e). Then, using the equation
√

Areg ·N from [130], we obtain Equation (7.1):

wl = Nl
g ·
√

Areg · Nl
e/Nl

g (7.1)

Extending Equation (7.1) to total clock wirelength, we obtain
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Wclk =
L

∑
i=0

wl =
√

Areg · (
√

N f f +
L−1

∑
i=0

√
Ni

e ·Ni
g)

=
√

Areg ·N f f · (1+
L

∑
i=1

√
Ni

g) = k ·
√

Areg ·N f f

(7.2)

where k is a coefficient factor. However, Equation (7.2) does not account for the global clock tree that

distributes the clock to the clusters. We extend Equation (7.2) as

Wclk = kc ·
√

Areg ·N f f + kg ·
√

Areg ·Nc (7.3)

where kc and kg are fitted coefficients for cluster and global clock trees. Note that both kc and kg are

sensitive to Areg, T max
tran , N f f and Nc.

Data path wirelength is proportional to the number of data wires and the cluster dimension.

Wdata = k0 ·N f f ·
√

Areg/Nc (7.4)

For a large number of clusters, when the number of sinks per cluster is small, the data wirelength

deviates from the above based on the placement tool runscript, since the sinks are not evenly distributed

in the cluster. We do not consider such cases since they incur large power and area overheads due to

over-clustering.

7.3.2 Clock and Data Buffer Area

Tellez and Sarrafzadeh [138] give a method to insert the minimum number of buffers under a given

transition time (T max
tran ) constraint. They formulate a nonlinear constrained buffer insertion problem that

minimizes the number of stages in a given rooted clock tree, such that for each stage, the stage rise time

does not exceed T max
tran . They then linearize this problem by using the concept of maximum capacitance

(Cmax). Maximum wirelength Wmax is computed such that the rise time at the end of the wire is T max
tran . Using

the relationship Cmax = C0 ·Wmax +Cg, where C0 is the capacitance per unit length and Cg is the gate input

capacitance, they conjecture that any buffer stage i with stage capacitance Ci ≤Cmax will have T i
tran ≤ T max

tran .

Based on this approach, we estimate the number of clock buffers (Ncbu f ) as
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Ncbu f =
Wclk ·C0 +N f f ·C f f

g

Cmax−Cbu f
g

(7.5)

where Cbu f
g and C f f

g are the input gate capacitance of a buffer and a flip-flop, respectively.

Cmax is related to T max
tran as follows, which is a consequence of the slew degradation discussed in

[64]:

T max
tran =

√
(T0)2 +(k1 ·Cmax ·Rmax)2

Cmax = k2 ·
√

(T max
tran )2− (T0)2

(7.6)

where T0 is the transition time at the input to the line and Rmax is the maximum resistance of Wmax. The

total buffer area (Aclk) is proportional to Ncbu f , so we have

Aclk = k3 ·
Wclk ·C0 +N f f ·C f f

g√
(T max

tran )2− (T0)2
(7.7)

We again extend this expression to a clustered design, and add the clock buffers for the global tree and

cluster tree:

Aclk = k1 ·
N f f ·C f f

g +Wclus ·C0√
(T max

tran )2− (T0)2
+ k2 ·

Nc ·Cbu f
g +Wglob ·C0√

(T max
tran )2− (T0)2

(7.8)

where k1 and k2 are fitted coefficients. C f f
g and Cbu f

g are the flip-flop and buffer input gate capacitances,

respectively, and C0 is the wire capacitance per unit length.

The data buffer area is calculated as follows. Equation (7.7) can be used to calculate the number of

buffers per data wire. Since some of the data wires could be quite small, we need to use a ceiling function

to find an integral number of buffers per data wire as shown in Equation (7.9). Also, we need a minimum

number of data buffers, nhold , to ensure that hold time is not violated:

ndbu f (wi
data) = MAX(

⌈
k3 ·

wi
data ·C0 +C f f

g√
(T max

tran )2− (T0)2

⌉

,nhold)

(7.9)
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Figure 7.3: 3DIO/CTS directed graph.

where wi
data is the wirelength of ith data path. For each cluster, the data wires begin at the sinks that are

distributed uniformly across the cluster and end at the 3DIO array at the center of the cluster, as shown in

Figure 7.4.

Figure 7.4 shows how for a square of side d, and a pitch p of the placed sinks, there are concentric

octagons with the same Manhattan wirelengths from the 3DIO. If we index each octagon i (starting from

the center), then the number of sinks per octagon increases as 4 · i until i = d
2p , beyond which the number of

sinks per octagon decreases as 4 ·( d
p− i). We thus obtain the total number of data buffers in Equation (7.10),

and consequently the data buffer area (Adata). Note that we ignore the area of the 3DIO array and the other

cases in which the placement of sinks does not exactly follow the octagon shape, since this equation is

only to guide our metamodel for better estimation.

For the synchronous clocking case, the inter-die variation is large, which leads to a large number

of hold buffers added in the design, and to a larger nhold value for the 3DIO timing path.
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Adata ∝ Ndbu f =

d
2p

∑
i=1

4i ·ndbu f (i · p)+
d
p−1

∑
i= d

2p+1

4(
d
p
− i) ·ndbu f (i · p)

p =

√
Areg

N f f
, d =

√
Areg

Nc

(7.10)

Figure 7.4: Data wirelength distribution.

7.3.3 3DIO Area and Power

The 3DIO power and area models are based on CACTI-IO [58]. The IO area equation is shown

below in Equation (7.11). The fitting constants used are for a foundry 65nm technology to align with the

CTS results.
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AIO = NIO ·
(

A0 +
k4

min(Ron,2 ·RT T 1)

)
+

NIO ·
(

1
Ron

)
· k5 · ( fIO)+ k6 · ( fIO)

2 + k7 · ( fIO)
3)

(7.11)

The IO power is a sum of the dynamic switching power, termination power and bias power as

described in [58]. The load capacitance and termination frequency based threshold values have been

nominally set based on a 3D interconnect. We use 750 MHz as the threshold for a pseudo-differential

receiver consuming 100uA per IO, and 1500 MHz as the threshold for a termination consuming 1mA per

IO. We also assume a static power overhead of 2.5mA for the PLL required in the asynchronous serial

design per cluster. There are a number of energy-efficient serial IO designs that have been developed in the

literature [73, 112, 91, 108, 33, 144], which could be applied to 3D interconnect as well, but we do not

include all these schemes. Instead, we use a simple model for the asynchronous IO. The user using our flow

can easily replace the 3DIO models with models from the library choices available and repeat the design

space search that we illustrate below. Extending our model to include serial link design optimization [131],

[129] may be interesting if the nature of these tradeoffs is to be studied in the context of the 3D clock

clustering and 3DIO frequency.

7.3.4 Total Power and Area

The total area is calculated as a sum of clock and data wirelength, buffer area, and 3DIO area,

as shown in Equation (7.12). We treat wire area and buffer area with equal weight for the purpose of

our design space study, which might lead to large area values relative to the region area of the design,

since multiple metal layers exist. One may wish to weight these unequally, e.g., if buffer area is a bigger

concern than wire area, or vice-versa. The total power for the wire and buffers is proportional to their

area (capacitance) and frequency, but also includes leakage and any static power which is independent of

frequency but proportional to the number of buffers (see Equation (7.13)).

Atotal = k8 ·Wclk + k9 ·Wdata +Aclk +Adata +AIO (7.12)
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Ptotal = (k10 ·Wclk + k11 ·Wdata + k12 ·Aclk+

k13 ·Adata) ·Fclk + k14 · (Aclk +Adata)+PIO

(7.13)

7.3.5 WNS and Fmax for On-die and 3DIO

WNS is calculated for two paths, the first being the on-die path from launch in the cluster to

capture in the 3DIO, and the second being the 3DIO die to die path.

For the on-die worst-case negative slack, all three synchronization schemes follow a synchronous

full-cycle reg-to-reg timing, with the setup (WNSsetup) and hold (WNShold) slacks described as follows:

WNSsetup = Tper−Tdata−Thold f ix−Tskew−Tjit setup−Tsetup

WNShold = Thold f ix−Tskew−Tjit hold−Thold

(7.14)

where Tper is the clock period, Tdata is the delay of the data as shown in Figure 7.2(a), Thold f ix is the

inserted delay to fix hold time, Tskew is the skew in the clock tree, Tjit setup is the clock jitter, Tjit hold is the

0-cycle uncertainty, Tsetup and Thold are the setup and hold times of the FF.

The worst negative slacks for the IO (WNSIO setup, WNSIO hold) for the three synchronization

schemes are as follows.

Source-synchronous:

WNSIO setup = Tper/2−Thold f ix−Tskew−Tjit setup−Tsetup

WNSIO hold = Thold f ix−Tskew−Tjit hold−Thold

(7.15)

Synchronous:

WNSIO setup = Tper/2−Tdata−Thold f ix−

Tskew inter die−Tjit setup−Tsetup

WNSIO hold = Thold f ix−Tskew inter die−Tjit hold−Thold

(7.16)

Asynchronous:

174



WNSIO setup = Tper/8−Tjit setup−Tsetup

WNSIO hold = Thold f ix−Tjit hold−Thold

Tjit hold ' 0

(7.17)

For all three schemes, the skew and jitter are described as below, where Tclk is the clock insertion

delay of the cluster clock. The fitted coefficients k15 to k19 are different for each clocking scheme.

Tskew = k15 ·Tclk

Tjit setup = k16 ·Tclk + k17 ·Tper

Tclk = k18 ·Areg/Nclus + k19 ·
Wclk ·C0 +N f f ·C f f

g√
(T max

tran )2− (T0)2

(7.18)

The skew for the inter-die synchronous case is much larger due to inter-die process variation (much

larger k15). Tdata also follows the same form as the Tclk shown above. As described in Section 7.2, the

source-synchronous case is not exposed to inter-die variation, and also does not have any data-delay eating

into the setup slack due to the balance delay Tb shown in Figure 7.2(b).

Fmax is calculated from the smallest Tper that still results in a positive WNS. Fmax provides a better

way to search for a valid design point and is also less prone to large % errors, unlike a WNS figure of merit

when WNS is close to 0. For the asynchronous 3DIO, since the IO timing budget is mainly dominated

by jitter and outside the scope of the timing flow described in Section 7.4, we assume 8000 Mbps as the

maximum data rate. This means that the cluster frequency is limited to 1 GHz (due to 1:8 serialization) for

the asynchronous case.

7.4 P&R and Timing Flow

In this section, we describe different 3D P&R flows according to the different choice of clock

synchronization schemes. We use a 65nm TSMC library with our P&R flows which are realized using

Synopsys IC Compiler I-2013.12-SP1. Before describing the details of our flows, we clarify the following

assumptions in our design:
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• There are three kinds of launch-capture paths: (i) the on-die paths from the launch to the capture

FFs on bottom die (H0); (ii) the paths going through the 3DIOs that are from the FFs on the bottom

die to the FFs on the top die (Hc); and (iii) the on-die paths from launch to capture FFs on the top

die (H1). The H0 and H1 paths do not go back and forth between bottom and top die.

• 3DIOs are placed in the center of each cluster in a square array with 30 µm pitch.11

• Launch (capture) FFs of H0 (H1) on the bottom (top) die are uniformly distributed within a given

cluster region. Pitch between any two neighboring uniformly distributed FFs is
√

Areg
N f f

. Capture

(launch) FFs of H0 (H1) on the bottom (top) die are placed immediately next to the 3DIOs. We

assume that the rest of the logic, which is not included in the database, does not block such a

placement assumption.

• Hc are unidirectional paths from bottom die to top die and only have IO circuits which are (i) double

data rate (DDR) for the synchronous and source-synchronous schemes; and (ii) 1:8 serializer, 8:1

deserializer for the asynchronous scheme. These circuits are placed right next to the 3DIOs.

• In timing analysis, we use a 7.5% clock uncertainty that includes clock jitter and OCV margin.

• For timing constraints, we use 5%, 75% and 20% of the clock period as max transition time, max

clock insertion delay and max clock skew, respectively.

7.4.1 Synchronous

In the synchronous scheme, the clusters in both dies share a common cluster clock tree that is

balanced to endpoints in both dies. Since the commercial tool cannot synthesize the clock tree concurrently

considering both dies, we use the flow shown in Figure 7.5. First, we generate a gate-level netlist and

timing constraints file (i.e., SDC file) for a given BW , Areg, Nc and f . We then place FFs, DDR circuits and

3DIOs based on our assumptions described above. To balance the clock tree on both dies, we synthesize

the cluster clock tree on the top die, and then extract the maximum clock insertion delay Tclk1 of the clock

11We have sampled the sensitivity of the P&R results to aspect ratio of the region area, non-square cluster shape, 3DIO pitch
and technology. We see that the trends in our data are not significantly affected by these assumptions. This being said, we have
not included these parameters in a full-factorial DOE.
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tree as shown in Figure 7.2(a). Next, we annotate the delay to the clock 3DIO on the bottom die so that the

commercial tool can consider the delay during the cluster clock tree synthesis of the bottom die. After CTS

and routing on the bottom die, we propagate the Tdata delays for the routing on the top die. Note that if the

commercial tool performs the routing without consideration of Tdata, the tool will insert many redundant

hold buffers to compensate the clock insertion delay Tclk1 in addition to the jitter Tjit hold and FF hold time

Thold .

Figure 7.5: Flow for synchronous clocking scheme.

For timing analysis, we extract the netlist and parasitics (SPEF) of both the bottom and top dies,

and merge the netlists and SPEFs as one netlist and SPEF file. We then use Synopsys PrimeTime to analyze

setup and hold WNS. In timing analysis, we use best corner (BC) and worst corner (WC) for inter-die

variation, and assign the same corner for paths that are on the same die. There are four combinations

(i.e., BC-BC, BC-WC, WC-BC, WC-WC) and we report the worst setup and hold WNS out of the four

combinations. We note that this is different from conventional timing analysis, which would analyze setup

(hold) timing by assigning the worst (best) corner to the launch path and the best (worst) corner to the

capture path, in consideration of intra-die variation. Here, we assign the same corner to the paths on the

same die no matter whether the paths are launch or capture paths.

7.4.2 Source-Synchronous

The key feature of the source-synchronous scheme is to forward the clock to the clock 3DIOs

which match the delays from the clock source to data 3DIOs on the bottom die. Figure 7.2(b) shows
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an example launch-to-capture path from bottom die to top die. Since the launch delays (i.e., Tdata +

Tb) up to data 3DIOs including balance delays, and the delays (i.e., Tclk0 + Tclk1) up to clock pins of

capture FFs, are well balanced, the inter-die variation is negligible. Note that we take into account 3DIO

interconnect variation and interconnect loading mismatch by adding 5% margin to the balance delay (i.e.,

Tb = 1.05×Tclk1). However, special IO circuitry is required to insert the balance delay (Tb); the additional

IO circuits increase total power and area compared to the synchronous scheme.

Figure 7.6 shows our flow for the source-synchronous scheme. The first two steps (i.e., generation

of the gate-level netlist, and custom placement) are the same as for the synchronous scheme. After custom

placement on the bottom and top die, we synthesize the clock tree and route on the bottom die, and

separately synthesize the clock tree only for the top die. We then extract Tb (i.e., Tclk1) for each capture FF

and annotate the delays to the corresponding data 3DIOs. These annotated delays guide the commercial

tool to insert proper Thold f ix only considering Tjit hold and Thold .

Figure 7.6: Flow for source-synchronous clocking scheme.

Timing analysis is performed in the same way as for the synchronous scheme.

7.4.3 Asynchronous

In the asynchronous scheme, the cluster clock is not propagated from bottom to top die, and

separate PLLs for the IO circuits exist. There is no inter-die variation or clock skew. Therefore, we can

run the traditional 2D flow on both dies separately. The only difference in the gate-level netlist is that the

asynchronous scheme uses serializer and deserializer, instead of DDR module.

178



7.5 Results

We now describe the DOE used to generate modeling data, the model-fitting results, and the design

space visualization.

7.5.1 DOE

We construct a DOE where we vary the bandwidth (10-200 GB/s), region area (25-100 mm2),

3DIO clock frequency (ranges based on the clocking scheme: synchronous (100-2000 Mbps), source-

synchronous (1500-4000 Mbps) and asynchronous (3500-8000 Mbps) and number of clusters (1-25).

We have collected data for over 256 design implementations for each of the three clock synchronization

schemes. We have chosen these ranges based on typical 3D bandwidth requirement ranges [189] and

typical speeds based on synchronization schemes [26].

We execute our DOE for the synchronous, source-synchronous and asynchronous schemes by

running the P&R and timing flow described in Section 7.4. Since our P&R flow makes the various

assumptions described in Section 7.4, we limit our DOE study to these design assumptions. We then fit and

validate our clock tree and data path models based on the data from the DOE by logging all intermediate

nodes of the directed graph in Figure 7.3.

7.5.2 Model Fitting

We use ANN models to fit the analytical models, as described in Section 7.3. We make multiple

runs with different training, validation and test data sets for improved generality and robustness of the

resulting models.

The models for the internal nodes of the directed graph (clock wirelength, data wirelength, clock

buffer area, data buffer area) fit within +/-20% error. Shown in Figures 7.7 and 7.8 are the distributions of

% model error for total on-die area and power across the three synchronization schemes for all cases in the

DOE.

The % errors of area models are 0.52/-17.8/19.76 (mean/min/max) for the synchronous scheme,

-0.189/-11.28/8.56 for the source-synchronous scheme, and -0.08/-9.83/7.32 for the asynchronous scheme.
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Also, the % errors of power models are 0.099/-13.4/13.39 for the synchronous scheme, 0.018/-10.4/9.75 for

the source-synchronous scheme, and -0.008/ -16.65/13.22 for the asynchronous scheme. In general, the

models fit within +/-15% accuracy across a large range of bandwidth, region area, 3DIO clock frequency

and number of clusters for all three synchronization schemes.

Figure 7.7: Area model percentage error.

Figure 7.8: Power model percentage error.

The Fmax error % is shown in Figure 7.9. The mean/min/max % errors of Fmax models are -

0.1/-14.78/13.91 for the synchronous scheme, 0.1/-10.02/10.15 for the source-synchronous scheme, and

-0.1877/-9.47/ 12.3 for the asynchronous scheme. We use the Fmax model to evaluate which design points

meet timing, and hence are valid entries in the design space for power and area optimization. As indicated

in Section 7.4, the timing for the on-die case is quite similar for the three synchronization schemes, but

the 3DIO synchronization is very different: the synchronous scheme has the lowest Fmax, followed by

the source-synchronous scheme and then the asynchronous scheme, which achieves the highest 3DIO

frequency.
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Figure 7.9: Fmax model percentage error.

As noted above, use 3DIO power and area analytical models from CACTI-IO [58]; and CACTI-IO

model fitting results are given in [58]. We combine the CACTI-IO models for the 3DIO power and area

with the ANN models. Given these models for power, area and timing, we may visualize the design space,

as we discuss next.

7.5.3 Design Space

For an optimal power solution given an upper bound on area, we want to pick the lowest 3DIO

frequency that meets the area constraint (as frequency goes lower the 3DIO area, sink area, and wire

area all go up). This is because lower-frequency and wider buses are lower power for both the 3DIO

and the clock tree. Once we have the lowest 3DIO frequency that meets this area constraint, we pick the

3DIO topologies that work at this frequency and search for the one with the lowest power. As the area

constraint becomes tighter, the lowest 3DIO frequency that meets this area constraint becomes higher and

requires us to move toward asynchronous/highly-clustered solutions. The caveat to this is that once the

3DIO frequency becomes high enough to require termination, the power efficiency of the 3DIO begins to

improve as we scale frequency higher. This makes for an interesting tradeoff as we get to the asynchronous

synchronization scheme. Further, the asynchronous synchronization scheme affords the unique advantage

of having a slower cluster clock frequency for an equivalent 3DIO frequency due to the 1:8 serialization,

so the CTS power can be quite low at relatively high 3DIO frequencies.

The design space is depicted in Figure 7.10. We use axes of max power constraint versus max

area constraint, and show iso-bandwidth lines. We observe that the iso-bandwidth contour lines hit a
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vertical and horizontal wall. That is, for a given bandwidth, there is a minimum power and minimum area

achievable across all synchronization schemes, number of clusters and cluster clock frequency.

Figures 7.11, 7.12 and 7.13 show how these three variables change as we move along the iso-

bandwidth lines. Figure 7.11 shows the synchronization scheme, Figure 7.12 shows the number of clusters

and Figure 7.13 shows the cluster clock frequency. The black dotted lines in Figures 7.10, 7.12 and 7.13

are the overlay of the three synchronization schemes shown in Figure 7.11.
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Figure 7.10: Maximum achievable bandwidth for given power and area constraints.

We observe that the asynchronous scheme is area-efficient while the synchronous scheme is power-

efficient. The source-synchronous scheme provides a valuable tradeoff between power and area along the

knee of the iso-bandwidth curve. The interesting tradeoffs between the schemes occur along these knee

points as we change the power/area constraint tradeoffs. The synchronous scheme achieves lower power at

lower frequencies since there is no overhead associated with balancing delays (of the source-synchronous

scheme) or with serialization (of the asynchronous scheme). The asynchronous scheme achieves a lower

area as it can operate at a higher frequency and needs fewer 3DIO.

We also observe that the optimal cluster clock frequency and number of clusters – for a given area
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Optimal Clocking Scheme For Max Bandwidth
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Figure 7.11: Guidance for synchronization scheme for given power and area constraints.

constraint – both increase as we increase bandwidth (or the power constraint). However, the trend for

number of clusters is not monotonic when we change synchronization schemes, and is also sensitive to the

edge of the search hypercube (e.g., the largest bandwidth in the search window is 450 GB/s, so when this

is reached, the bandwidth lines larger than 450 GB/s are limited to 450 GB/s, and the number of clusters

stops following the trend as shown in the right top of Figure 7.12).

7.6 Summary

We have presented a power, area and timing model for 3DIO and CTS that includes clustering and

three different clock synchronization schemes (synchronous, source-synchronous, asynchronous). The

model combines analytical closed-form expressions with metamodel-based fitting to achieve within 10%
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Optimal Number Of Clusters For Max Bandwidth
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Figure 7.12: Optimal number of clusters for given power and area constraints.

error for power, area and timing across a large range of bandwidths, region areas, numbers of clusters

and 3DIO frequencies. Such a model enables us to visualize the design space and support architectural

optimization with respect to choice of synchronization scheme, number of clusters and 3DIO frequency for

given power and area constraints, as well as bandwidth targets. We believe that our modeling methodology

will enable architects to study and optimize such a design space.

Our results show an interesting structure of the design space for the synchronization scheme,

number of clusters and 3DIO frequency, wherein the area and power constraints on the design clearly affect

the optimal design choices. Generally, the synchronous scheme is more power-efficient but has poor area

efficiency, while the asynchronous scheme is more area-efficient and reduces the number of IO but has

poor power efficiency. The source-synchronous scheme provides a good design point along the knee of

the power-area tradeoff for a given bandwidth. Further optimization of the asynchronous serial IO could

extend the asynchronous design space by lowering the power.
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Figure 7.13: Cluster clock frequency based on power and area constraints.
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Chapter 8

PDN Co-Optimization

Apart from pathfinding for signal interconnect, which we have explored in the past few chapters,

another critical piece of off-chip interconnect is the power delivery network (PDN). The PDN consists

of the power supply and ground connections. The off-chip portion of the PDN is a critical piece of the

overall PDN as it contributes to a significant portion of the overall voltage droop. It consists of the package

and printed circuit board (PCB), that includes the PDN routing, the capacitors and the voltage regulator.

The off-chip PDN is constrained by the cost of the package and PCB, and also competes for routing

resources with the signal interconnect and the various components on the PCB. Pathfinding for the off-chip

PDN begins with floorplanning the die of the SoC along with the package and the PCB. Such a co-design

requires that the pinmap of the package (the BGA assignment) and the bumpmap of the die (the bump

assignment) are done with consideration to the die, package and PCB design. This also allows for the

power supply and ground bumps and balls to be assigned in a manner that the PDN is robust and the signal

routing is optimal. In this chapter, we explore PDN co-optimization between die, PKG and PCB from a

bump and BGA assignment perspective.

8.1 Introduction

Due to lack of design automation and complex trial and error design iterations, Package (PKG)

Power Delivery Network (PDN) design in a modern SoC is challenging and time-consuming. Multiple
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PKG PDN modeling tools exist today and different companies have different methodologies and flows to

handle the tradeoff between accuracy and runtime. Often a 3D full-wave electromagnetic (EM) solver is

used as the golden signoff tool (Golden tool), providing accurate PDN modeling at the cost of long runtime.

A quick assessment tool (Quick tool) that is used for quick PDN inductance modeling during the design

phase offers fast runtime at the cost of accuracy.12 The discrepancy between Golden tool and Quick tool

may introduce more iterations during the overall design cycle.

PKG PDN quality is usually assessed by measuring the inductance of each die bump. To the best

of our knowledge, there is no existing tool that can predict achievable bump inductance in the early design

stage before an actual design layout implementation. As a result, an unpromising pinmap, including micro

bump and solder ball assignment, can only be identified after trial design.

The primary input of a PKG PDN design problem is the pinmap, which includes locations and

supplyrail assignments for both die bumps and solder balls. Even a small change in pinmap and layout can

cause large variations in bump inductance. Figure 8.1(a) shows a partial initial layout and a map of bump

inductance. Figure 8.1(b) shows a variant of initial layout where a few BGA balls, metal traces and vias are

removed and the corresponding percentage change (increase) in bump inductance, relative to inductance in

the original layout, is shown.

Predicting bump inductance without routing is challenging because bump inductance depends not

only on the pinmap, but also on the routing resource allocation including metal utilization, via availability,

reference plane completeness, etc. Figure 8.2(a) shows die bump locations of a pre-layout PKG design.

Figure 8.2(b) shows the corresponding part of post-layout design. Other examples that convey the nature

of PKG substrate routing, showing both bump and ball locations, are given in Figure 8.4 below.

To close the gap between Quick tool and Golden tool, a more accurate bump inductance predictor

is desired. Such a predictor is difficult to build because (i) the predictor needs to abstract and understand

complex interactions between various metal shapes (e.g., solid metal fill and thin metal trace), vias and

metal stackup, and (ii) traditional EM simulation tools are not applicable due to their long runtimes.

12The two commercial PKG PDN analysis tools, “Golden” and “Quick”, are among various commercial tools that are listed
under Power Analysis and Optimization by the industry analyst firm Gary Smith EDA [237]. The universe for these tools
includes Cadence Sigrity XtractIM [172], Ansys Sentinel PSI [166], Applied Simulation Technology ApsimSPE [167] and Mentor
HyperLynx Power Integrity [218]. We are unable to identify the tools more specifically due to license restrictions and sensitivity
of EDA vendors.
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Figure 8.1: (a) Original layout fragment and map of bump inductance (a.u.). (b) Perturbed (degraded)
layout with several balls, metal traces and vias removed, and map of percentage change in per-bump

inductance relative to original layout.

In this work, we use machine learning techniques to achieve accurate modeling and prediction of

bump inductance. Given the pinmap and PKG technology information, but without any PKG layout (i.e.,

routing) information, we make a prediction of bump inductance in a well-optimized post-layout design.

In what follows, we call this estimation at pre-layout stage an estimate of achievable bump inductance.

Moreover, given pinmap and PKG layout information, we also make a prediction of post-layout bump

inductance. In what follows, we call this estimation at post-layout stage an estimate of actual bump
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Figure 8.2: An example of package PDN design: (a) pre-layout, and (b) post-layout. Colors indicate
distinct rails. Figure courtesy of ASE Group.

inductance. Our models of achievable and actual bump inductance are aimed at helping to prevent

expensive iterations of PKG PDN designs. Our main contributions are summarized as follows.

• To the best of our knowledge, we are the first to propose a predictive modeling methodology which

addresses the need for early-stage achievable bump inductance assessment.

• We identify appropriate modeling parameters, and separately apply predictive modeling methodology,

to shrink the gap between Golden tool and Quick tool for design-phase bump inductance evaluation.

• We validate our bump loop inductance predictive modeling methodology and predictive model across

various industry PKG designs used in modern product SoCs, and show that our model achieves an

accurate prediction of bump inductance (and, further, is more accurate than the Quick tool).

The remainder of this chapter is organized as follows. Section 8.2 overviews the main approaches

to bump inductance modeling. Section 8.3 describes our predictive modeling methodology. We describe

our experimental setup and results in Section 8.4, and give conclusions in Section 8.5.

189



8.2 Approaches to Bump Inductance Modeling

An extensive literature on bump inductance modeling mostly focuses on modeling bump inductance

by solving EM equations. For excellent overviews, the reader is referred to [127] and [136]. Shi et al. [127]

summarizes the three categories of bump inductance models: lumped models, distributed models and

S-parameter models.

A lumped element model lumps components in the system (e.g., bumps and BGA balls) together

to reduce computational complexity [140] [93]. Therefore, PDN in a lumped model consists of a small

number of RLC components. As a result, a lumped model usually has poor accuracy as it does not

accurately capture the distributed nature of package routing.

A distributed model improves model accuracy from lumped models by introducing more RLC

components. The partial element equivalent circuit (PEEC) method [9] is applied to achieve more accurate

inductance values. However, with the increased number of RLC components, runtime becomes the

limitation in applying distributed models.

An S-parameter model, which treats the PDN as a black box, is a high-bandwidth model [141]. An

incident wave with varying frequencies is applied to the input port, and reflected wave and transmitted wave

are measured at the input and output ports; an S-parameter matrix is then constructed. This S-parameter

matrix can be post-processed to a Z-matrix, i.e., may separate out the imaginary part and then calculate the

loop inductance. S-parameter models are widely used for PKG PDN signoff.

As mentioned in Section 8.1, PKG PDN modeling tools from different companies handle the

tradeoff between accuracy and runtime differently. Figure 8.3(a) shows the comparison of extracted bump

inductance from Golden tool and Quick tool. Figure 8.3(b) shows the percentage difference distribution

between Quick tool and Golden tool. We observe that the percentage difference between Quick tool and

Golden tool can exceed 500%, which may mislead the PKG PDN optimization during the design phase.

Generally speaking, lumped model-based approaches suffer from accuracy challenges, while

distributed and S-parameter model-based approaches require significant bandwidth of EM and circuit

simulation tools. All of these approaches cause many iterations of design cycles, as well as intensive

manual interactions.
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Figure 8.3: Comparison between Quick tool and Golden tool. (a) Golden versus Quick bump inductance
(a.u.). (b) Histogram of percentage difference between Quick tool and Golden tool.

8.3 Our Methodology

In this section, we describe our predictive modeling methodology. Our modeling methodology

includes (i) the selection of model parameters that impact bump inductance, and (ii) the application of

machine learning techniques to capture the complex interactions between model parameters for accurate

bump inductance prediction.

8.3.1 Selection of Model Parameters

Bump loop inductance is composed of self inductance and mutual inductance. Various components

of bump inductance are determined by different factors including return path length, die bump grouping,

solder ball group, etc. [229]. Therefore, in order to model achievable and actual bump inductance, it is

necessary to find a set of parameters that abstracts and describes the characteristics of a die bump. We

validate our selection of model parameters by studying the impact of each model parameter in Section 8.4.

Figure 8.4 illustrates some notations we use in our parameters.

• VDD: Power rail that the bump of interest belongs to.

• GND: Ground rail.
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• Other: Power rails other than the power rail that the bump of interest belongs to.

Figure 8.4: Illustration of notations in the model parameters.

For achievable bump inductance prediction during the early pre-layout stage of PKG PDN design,

only pinmap and package technology information are available. However, actual bump inductance

prediction can further leverage detailed layout information to make more accurate predictions. Thus, it

is necessary to define different sets of parameters to distinguish between achievable bump inductance

prediction and actual bump inductance prediction. We study the impact of each set of model parameters in

Section 8.4.

Table 8.1 lists the parameters that we use in modeling. We use model parameters that comprehend

various aspects of die bump inductance.13 P1, P2 and P3 give an estimate of the primary return path

length that is critical to loop inductance of a micro bump. P4 and P5 give an estimate of likelihood of

bump grouping using metal fill. Bumps that are connected with metal fill tend to have lower inductance

values. P4, P5 and P6 give an estimate of routing congestion. P7 gives information on partial and mutual

inductance contributed by vias, bumps and BGA balls. P8 gives the current information on each bump.14

P9 indicates the availability of routing resource. P10, P11 and P12 indicate routing congestion in the

surrounding area of each bump.

We divide our model parameters into three categories: pinmap-dependent (PiM), design-dependent
13A property of the set of parameters which we choose is that the number of model parameters per bump does not depend on

the package size.
14Current information is usually only available at a per-block level rather than a per-bump level [229]. We derive reasonable

per-bump current by smoothing a given per-block current map with a smoothing radius of four (4) bump pitches.
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(Des) and layout-dependent (Lay). We use PiM and Des parameters to build a model for early-stage

achievable bump inductance prediction. We use PiM, Des and Lay parameters to make an actual bump

inductance prediction for design-phase evaluation.

Table 8.1: Parameters used in our modeling.

Idx Parameter Description Type
P1 dGNDBall Distance to closest GND ball PiM
P2 dV DDBall Distance to closest VDD ball PiM
P3 dGNDBump Distance to closest GND bump PiM

P4 #V DDBump[]
Array of #bump from same

PiMsupply rail within radius of
{1,2,3,4} bump pitches

P5 #supplyrail[]
Array of #supplyrail within

PiMradius of {1,2,3,4} bump
pitches

P6 #OtherBump[]
Array of #bump in different

PiMsupplyrail within radius of
{1,2,3,4} bump pitches

P7 thickness Thickness of the PKG design Des
P8 current Derived per-bump current Des
P9 #layer Number of metal layers used Des

P10 Util[]
Array of metal utilization

Laywithin radius of {1, 2, 3, 4}
bump pitches

P11 ViaCnt[]
Array of via count within

Layradius of {1, 2, 3, 4} bump
pitches

P12 TraceCnt[]
Array of trace count within

Layradius of {1, 2, 3, 4} bump
pitches

8.3.2 Modeling Techniques

We use both linear and nonlinear learning-based algorithms such as Artificial Neural Network

(ANN) [46], Support Vector Machine (SVM) [46] regression, and Multivariate Adaptive Regression Spline

(MARS) [37]. For each technique, we use three-fold cross-validation to ensure the generality of the model

(i.e., comparable mean-square errors (MSEs) between training and testing datasets). We use grid search

to determine the length of each array parameter in the model. For each model parameter that we use, we

normalize it to [0,1] before it is applied to learning-based algorithms. Nonlinear algorithms are more

effective in capturing complex interactions between model parameters.
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We also explore metamodeling techniques such as piecewise-linear (PWL) hybrid surrogate

modeling (HSM) [61]. Data points are divided into four bins according to ANN prediction and all

predictions from the three modeling techniques are combined to make the final prediction. Figure 8.5

shows the HSM modeling flow we use in this work, where wi, j indicates the weight of predicted response

for ith bin from jth modeling technique. We implement our ANN in JMP Pro 13 [208]. We divide data

points into four equally sized bins using predicted bump inductance threshold t1, t2, t3 and t4. We

implement SVM regression and MARS in Python3 [231] using scikit-learn [240] and py-earth [230]

packages, respectively.

Figure 8.5: Illustration of piecewise-linear hybrid surrogate modeling based on ANN prediction.

8.3.3 Reporting Metrics

In addition to the R2 value that is typically used to assess regression model quality, we also consider

different accuracy aspects of the predictive bump inductance model when reporting results. Table 8.2

shows the various reporting metrics we use in this work. For each experiment in Section 8.4, we plot the

normalized actual die bump inductance versus the predicted die bump inductance.15 Also, we plot the

percentage error histogram for each experiment.

8.4 Experiments

In this section, we describe our design of experiments and show our experimental results. First, we

describe our experiments for model parameter validation. Second, we perform four experiments to assess

15We are not able to provide absolute errors due to product confidentiality constraints.
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Table 8.2: Description of reporting metrics.

Notation Meaning
R2 Coefficient of determination

AAPE (%) Average absolute percentage error

90th-pct Worst Overestimate (%)
90% percentile value of sorted

overestimating percentage errors

90th-pct Worst Underestimate (%)
90% percentile value of sorted

underestimating percentage errors

95th-pct Worst Overestimate (%)
95% percentile value of sorted

overestimating percentage errors

95th-pct Worst Underestimate (%)
95% percentile value of sorted

underestimating percentage errors

and measure bump inductance model quality and accuracy. Then we study the correlation between Golden

tool and Quick tool. Finally, we check for the generality of our model in direct comparison with Golden

tool results. Recall from Section 8.1 above that achievable refers to a prediction made without any routing

layout information, while actual refers to a prediction made with routing layout information.

• Experiment 1. Parameter set sensitivity.

• Experiment 2. Individual parameter sensitivity.

• Experiment 3. Achievable bump inductance modeling.

• Experiment 4. Actual bump inductance modeling.

• Experiment 5. Golden tool and Quick tool correlation.

• Experiment 6. Model generality.

8.4.1 Design of Experiments

We use 17 industry PKG designs across various PKG technologies to build and validate our

learning-based predictive model. All 8.5K data points are extracted from 2-layer, 3-layer and 4-layer

designs with a variety of core thicknesses. The training time of our model is 7.5 hours on a 2.6GHz Intel
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Xeon dual-CPU server. This is a one-time overhead. After training, the inference time is approximately

270 seconds for every 1K data points.

We use 67% of the data points for training and the remaining 33% of the data points for testing.

We apply 3-fold cross validation in the modeling process. We perform 10 runs with different random seeds

to denoise the impact of random initial weights in the modeling process.

Experiment 1. We study the sensitivity of the parameter set (i.e., PiM, Lay and Des). We remove

one parameter set from the parameter list at a time and show the degradation in model accuracy after each

parameter set removal.

Experiment 2. We study the sensitivity of each parameter (i.e., P1, P2, etc.). We remove one

individual parameter from the parameter list at a time and show the degradation in model accuracy after

each individual parameter removal.

Experiment 3. We build a model based on PiM and Des parameter sets. We validate our

achievable bump inductance model by comparing the bump inductance prediction against the Golden tool

result.

Experiment 4. We build a model based on PiM, Lay and Des parameter sets. We validate our

actual bump inductance model by comparing the bump inductance prediction against Golden tool, and

showing the discrepancy between Golden tool and Quick tool.

Experiment 5. We correlate Golden tool and Quick tool. We build a model based on PiM,

Lay, Des and Quick tool results to predict the Golden tool result. We validate our correlation model by

comparing the bump inductance prediction against the Golden tool result.

Experiment 6. We study the generality of our bump inductance model. We build a model based

on an initial design and apply the model to a variant of the same design. We demonstrate the generality of

our model by comparing the bump inductance prediction for the design variant against the Golden tool

result.

8.4.2 Results for Experiments

We study model parameter sensitivity, demonstrate bump inductance quality and correlate between

Golden tool and Quick tool with the six experiments described in Section 8.4-8.4.1.
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Results for Experiment 1. We study the sensitivity of each parameter set on bump inductance

model accuracy. Figure 8.6 shows the normalized root-mean-square error (RMSE) values, for both training

and testing datasets, of model based on PiM, Des and Lay parameter sets and models based on every pair

of parameter sets. We observe that RMSE degrades up to 170% and 133% for training and testing datasets

respectively with the removal of PiM, which implies that PiM is the dominant parameter set among all

parameter sets.

Figure 8.6: Sensitivity of RMSE (a.u.) to parameter set removal.

Results for Experiment 2. We study the sensitivity of each individual parameter on bump

inductance model accuracy. Figure 8.7 shows the normalized RMSE values, for both training and testing

datasets, of model based on all parameters and models with one parameter removed. We observe that

RMSE degrades up to 135% and 102% for training and testing datasets, respectively, when just a single

parameter is removed.16

16Readers may notice that removal of individual parameter (P10, P11 or P12) causes more degradation in model accuracy
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Figure 8.7: Sensitivity of RMSE to individual parameter removal.

Results for Experiment 3. We build a model based on PiM and Des parameter sets and compare

the accuracy of our achievable bump inductance prediction against the Golden tool result. Figure 8.8(a)

shows the predicted achievable and Golden bump inductance values and Figure 8.8(b) shows the distribution

of percentage error. Our model can predict achievable bump inductance within an absolute percentage

error of 57.0% for more than 95% of all data points.

Table 8.3 shows the accuracy metrics of the model. We observe that our model can predict

achievable bump inductance with average absolute percentage errors of 21.2% and 18.7% for training

and testing datasets respectively. We achieve R2 values of 0.89 and 0.90 for training and testing datasets

respectively.

Table 8.3: Accuracy metrics for achievable bump inductance model.

Metric Training Testing
R2 0.89 0.90

AAPE (%) 21.2 18.7
90th-pct Worst Overestimate (%) 54.7 46.7

90th-pct Worst Underestimate (%) -34.6 -32.4
95th-pct Worst Overestimate (%) 70.6 59.1

95th-pct Worst Underestimate (%) -43.3 -37.6

Results for Experiment 4. We build a model based on PiM, Des and Lay parameter sets and

compare the accuracy of our actual bump inductance model against the Golden tool result. We also

compare the extracted bump inductance value from both Golden tool and Quick tool. Figure 8.9(a) shows

the Golden versus predicted bump inductance and Figure 8.9(b) shows the percentage error distribution

compared to removal of Lay parameter set.
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Figure 8.8: Results for achievable bump inductance model. (a) Golden versus predicted achievable bump
inductance. (b) Percentage error histogram.

of our predictive model. Our model can predict actual bump inductance within an absolute percentage

error of 44.0% for more than 95% of all data points. Table 8.4 shows the model accuracy for actual bump

inductance prediction. We achieve average absolute percentage errors of 13.5% and 19.3% for training and

testing datasets respectively.

Figure 8.9: Results for actual bump inductance model. (a) Golden versus predicted actual bump
inductance and (b) Percentage error histogram.
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Table 8.4: Accuracy metrics for actual bump inductance model.

Metric Training Testing
R2 0.97 0.92

AAPE (%) 13.5 19.3
90th-pct Worst Overestimate (%) 32.2 48.0

90th-pct Worst Underestimate (%) -24.9 -32.5
95th-pct Worst Overestimate (%) 41.2 62.9

95th-pct Worst Underestimate (%) -33.7 -40.6

Figure 8.3(a) shows the bump inductance values from Golden and Quick and Figure 8.3(b) shows

the percentage difference distribution of Quick tool compared to Golden tool. Table 8.5 shows the accuracy

of Quick tool. Compared to our actual bump inductance model, Quick tool is 82.6% less accurate for

95th-pct percentage error.

Table 8.5: Accuracy metrics comparison between Quick tool and our model.

Metric Quick Our Model
R2 0.77 0.95

AAPE (%) 33.2 15.4
90th-pct Worst Overestimate (%) 97.6 48.6

90th-pct Worst Underestimate (%) -56.9 -37.1
95th-pct Worst Overestimate (%) 125.1 37.5

95th-pct Worst Underestimate (%) -61.5 -28.3

Results for Experiment 5. Similar in spirit to [44], we build a model based on PiM, Des and Lay

parameter sets and Quick tool results to correlate Quick tool results and Golden tool results. Figure 8.10(a)

shows the Golden versus predicted bump inductance values and Figure 8.10(b) shows the percentage error

distribution of our actual inductance model when Quick tool result is considered as an input parameter.

Our model can predict actual bump inductance within an absolute percentage error of 32.9% for more than

95% of all data points. Table 8.6 shows the corresponding model accuracy for actual bump inductance

prediction. Compared to the actual bump inductance model in Experiment 4, we observe that the model

that considers the Quick tool result as an input achieves better accuracy metrics.

Results for Experiment 6. We study the generality of our bump inductance model by applying

the model from Experiment 4 to a variant design. The variant design is created from a real design by
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Figure 8.10: Results for Quick tool and Golden tool correlation model. (a) Golden versus predicted bump
inductance. (b) Percentage error histogram.

Table 8.6: Accuracy metrics for correlation between Quick tool and Golden tool.

Metric Training Testing
R2 0.99 0.94

AAPE (%) 6.2 17.5
90th-pct Worst Overestimate (%) 15.7 45.5

90th-pct Worst Underestimate (%) -12.7 -31.8
95th-pct Worst Overestimate (%) 20.9 60.5

95th-pct Worst Underestimate (%) -17.5 -39.9

strictly degrading PDN quality through removal of a number of balls and vias. Figure 8.11(a) shows the

Golden versus predicted bump inductance values for the variant design and Figure 8.11(b) shows the

percentage error distribution. We observe that more than 95 percent of the data points from the variant

design have absolute percentage errors within 55.0%. As the variant design is in some sense “intentionally

worse than the original PDN design”, we believe that this result supports that our bump inductance model

is generalized.
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Figure 8.11: Results for model generality study. (a) Golden versus predicted bump inductance of variant
design. (b) Percentage error histogram.

8.5 Summary

Prediction of PKG PDN quality, especially PKG bump inductance, is crucial to reduce design cost

and turnaround time. We propose a learning-based methodology to predict achievable bump inductance

and help make an assessment of achievable PKG PDN quality, given pinmap information and design

information. We observe that the sets of pre-layout parameters designated as PiM and Des in Section 8.3-

8.3.1 have the strongest impact on the PKG PDN quality. Hence, we propose a pre-layout achievable

inductance model using the PiM and Des parameters as inputs. PKG PDN designers can use the model to

avoid the need to iterate layout to evaluate multiple pinmap options during the early stages of the design.

That is, a closer to optimal pinmap allows engineers to focus on a smaller subset of viable pinmaps in the

layout phase. The average absolute percentage error is 21.2% or less for the achievable inductance model.

We then use the same learning-based methodology to build a post-layout actual inductance model

that predicts bump inductance when layout information is available. The average absolute percentage error

is 19.3% or less for actual bump inductance model. We extend the actual inductance model by feeding

the results of the Quick tool as an additional input. This further reduces the average absolute percentage

error to 17.5%. Our post-layout model provides more accurate layout-phase bump inductance prediction
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compared to the Quick tool. PKG PDN designers can use our post-layout model to provide accurate

feedback without using Golden tool. We also demonstrate that our model is generalized against a variant

design. Our models enable quicker pre- and post-layout optimizations for PKG PDN, reducing weeks of

pinmap and layout optimizations in a typical SoC design cycle.
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Chapter 9

Conclusion

This thesis has presented tools and methods that enable cross-layer pathfinding for off-chip

interconnects. The design space for pathfinding includes mobile and server memory interconnect, silicon

photonic NoCs, 2.5D silicon interposers, 3D TSV, and PDN. The tools include (i) models and calculators

that use PAT models to estimate system-level metrics relating to performance, power and cost, as well as (ii)

optimizers and planning tools that help architects evaluate tradeoffs and are integrated into die/PKG/PCB

design flows. This enables an efficient design solution for off-chip interconnects early in the design cycle.

Chapter 2 built on an early memory interface calculator and expanded it to CACTI-IO, a tool that

models power-area-timing for any type of memory interface across server and mobile systems. Pathfinding

with CACTI-IO included voltage and timing margin calculators that rolled up the eye metrics on the

interface based on the channel, and helped assess system timing and power without the need to run detailed

signal and power integrity analysis. This proved useful in evaluating a variety of memory interface options

to help optimize bandwidth, capacity, power and cost. Chapter 3 presented the early work that formed

the basis of the memory interface calculator, based on mobile memory interfaces. It also highlighted

the cross-layer dependencies between the top-down requirements and the bottom-up capabilities of the

memory subsystem. Chapter 4 extended CACTI-IO to custom memory interfaces for server designs. This

was achieved through an API that helped users define a new interconnect with underlying models for the

custom building blocks. It then used this API to explore two new memory architectures - cascaded channel
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and narrow channel architectures. Future work for memory interconnect includes updated models for the

newly evolving design space, especially for NVMs. Additionally, studying memory interconnect for a

2.5D system is of great interest, given the heterogeneous bandwidth and latency from different chiplets in

the system. An important descision is the optimal placement or partitioning of the DDR controller relative

to the many masters it services. An interconnect tool that can rapidly prototype the system-level impact

and help plug into a pathfinding framework would be very useful here.

Chapter 5 presented a thermally-aware floorplan optimizer for PNoCs that performs simultaneous

placement and routing for the PNoC. Our MILP P&R formulation takes thermal effects of cores on

photonic components into consideration and integrates all sources of power consumption - including laser

power, electrical-optical-electrical (EOE) power, and thermal tuning power - that are required to reliably

operate photonic devices. The chapter also proposed the concept of a power weight that enables the study

of PNoCs for heterogeneous-core designs. In the future, we plan to evaluate how such heterogeneous

clusters allow for an independent cross-layer design knob that is distinct from job scheduling.

Chapter 6 presented a cross-layer co-optimization framework for 2.5D interconnect. The frame-

work comprehended the logical, physical and circuit layers and allowed for co-optimization across them.

This enabled us to look at NoC topologies, chiplet placement and link signaling and pipelining options at the

same time, and to find an optimal overall solution. A key aspect that enabled the cross-layer co-optimization

was a routing MILP that comprehended placement, timing based on link length and circuit layer choices,

and bandwidth needs based on the NoC topology. The framework optimized system performance, power,

cost and thermal management. There are huge opportunities to build on this framework in the growing

area of 2.5D interconnects and systems. These opportunities include detailed P&R capability along with

assignment of microbumps, as well as intra-chiplet and inter-chiplet floorplan optimization that is thermally

and electrically (with respect to both signal integrity and power integrity) aware. Extending the interconnect

choices to different serial and parallel bus options, including the clocking scheme, would complete the

off-chip interconnect design space. A chiplet partitioning tool that integrates such a framework would

be very valuable for architects evaluating a cross-layer optimization. Such a framework could also be

extended to study on-chip and off-chip interconnects together, and tradeoffs across performance, power

and cost. Options like wafer scale chips from Cerebras [173] provide on-chip alternatives for a high-end
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network for a large design. Our framework would be able to quickly evaluate system metrics for off-chip

and on-chip interconnects for various technology options at the same time.

Chapter 7 presented a power-area-timing model for 3D interconnect, including 3DIO and clocking

circuits. We studied three clocking schemes - synchronous, source-synchronous and asynchronous. We

used a directed graph to break down the overall power-area-timing to intermediate metrics, and developed

a combination of analytical models and neural network models to evaluate these metrics. We showed

that the optimal clocking scheme depends on the area and power constraints for the link, and that source-

synchronous clocking provided a good design point along the knee of the power-area tradeoff for a given

bandwidth. Future work would include building a partitioning tool for 3D, along similar lines as 2.5D.

Having the capability to assess PDN would be critical here given the challenges for PDN in 3D integration.

Chapter 8 presented a learning-based prediction of package PDN impedance. The predictor was

capable of estimating the PDN impedance of the package based on the bump and ball assignments (pinmap)

and the design of the package. Metamodeling techniques including ANN, SVM and MARS were used

to build the predictor based on training data from industry designs. Such a predictor helps enabling

PDN co-optimization of the SoC floorplan, bump assignment and ball assignment. Future work includes

developing Lay parameter predictors, as well as model-based PKG pinmap optimization techniques. PKG

PDN designers can use Lay parameter predictors for PKG PDN layout guidance; this enables more efficient

exploration of the PKG PDN design space. Model-based PKG pinmap optimization can be used to identify

promising PKG PDN design solutions that can be passed on to the layout phase. PKG and PCB auto-routers

for PDN would also be of interest, even if they serve only to enable better insight into the impedance

prediction, and are not DRC-clean or production-quality routing tools. These routers could learn from

human layout techniques and improve over time using machine learning techniques.

In conclusion, the tools and methods presented in this thesis provide the foundations of a cross-

layer pathfinding framework for off-chip interconnects, and enable die/PKG/PCB co-design from the

architecture layer to the physical, circuit and technology layers. Future work involves (i) further extension

of the design space covered; (ii) die/PKG/PCB co-design planning and routing tools that tie the three

design flows together; and (iii) die or chiplet partitioning exploration for heterogeneous chiplets with

inter-chiplet as well as off-chip requirements that combine thermal, signal and power integrity impact.
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