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ABSTRACT OF THE DISSERTATION

Performance and Security Problems in Today’s Networks

by

Ahmed Osama Fathy Mahmoud Atya

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, August 2016
Dr. Srikanth V. Krishnamurthy, Chairperson

The demand for bandwidth is elevating in today’s networks. However, security threats and

attacks are increasing as well. We study how to maximize throughput and maintain secu-

rity in (I) wireless and (II) wired communication networks. For throughput maximization,

(I) we investigate the cases where applying Network Coding (NC) in a careless manner,

could cause significant throughput degradation in multi-rate environments. Via extensive

experiments and an analysis, we characterize the regimes where NC offers throughput ben-

efits and those where it does not. We design PACE, a policy-aware coding enforcement

logic, which allows a router to switch between NC and store-and-forward modes depending

on link qualities. Our evaluations show that PACE could potentially offer network-wide

throughput improvements of up to 350%. (II) we propose a standards agnostic framework

BOLT, that helps realize the throughput potential of Power Line Communication (PLC) to

serve as a viable backhaul for local network connectivity. The design of BOLT is based on

a comprehensive measurement study that provides many insights with regards to PLC net-

work characteristics and dynamics. We implement BOLT on three different testbeds using

vi



off-the-shelf PLC adapters and showcase its ability to effectively manage flows, delivering

several folds throughput improvement over state-of-the-art solutions.

To maintain security, (I) We propose JIMS, a jamming interference mitigation

scheme, using which, transceivers can identify subcarriers that are relatively unaffected by

jamming and utilize them for communications. Prior approaches can only alleviate jamming

interference to a limited extent; they are especially vulnerable to a reactive jammer, i.e.,

a jammer that injects noise upon sensing a legitimate transmission or wideband jamming.

We show that JIMS restores throughput up to 75% on our WARP testbed. (II) We study

VM migration as an effective countermeasure against attempt at malicious co-residency. We

first undertake an experimental study on Amazon EC2 to obtain an in-depth understanding

of the side-channels attack. Here, we identify a new set of stealthy side-channel attacks and

show that migration limits the co-residency time with a victim VM to about 1% of the time

with bandwidth costs of a few MB.
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Chapter 1

Introduction

The demand for bandwidth is elevating in todays networks. However, security

threats and attacks are increasing as well. We study how to maximize throughput and

maintain security in (I) wireless and (II) wired communication networks. For throughput

maximization, we investigate the problem of probably tuning the used of coding to maximize

the throughput. Network coding has been shown to offer significant throughput benefits

over certain wireless network topologies. However, the application of network coding may

not always improve the network performance. In this work, we first provide an analytical

study, which helps in assessing when network coding is preferable to a traditional store-

and-forward approach. Interestingly, our study reveals that in many topological scenarios,

network coding can in fact hurt the throughput performance; in such scenarios, applying

the store-and-forward approach leads to higher network throughput. We validate our ana-

lytical findings via extensive testbed experiments. Guided by our findings as our primary

contribution, we design and implement PACE, a Policy Aware Coding Enforcement logic

1



that enables network coding only when it is expected to offer performance benefits. Specifi-

cally, PACE leverages a minimal set of periodic link quality measurements in order to make

per-flow online decisions with regards to when network coding should be activated, and

when store-and-forward is preferable. It can be easily embedded into network coding aware

routers as a user-level or kernel-level software utility. We evaluate the efficacy of PACE

via (a) ns-3 simulations, and (b) experiments on a wireless testbed. We observe that our

scheme wisely activates network coding only when appropriate, thereby improving the total

network throughput by as much as 350% in some scenarios. In the wired front, we study

powerline communication (PLC). Power line communications offer an immediate means of

providing high bandwidth connectivity in settings where there is no in-built network infras-

tructure. While there is recent work on understanding physical and MAC layer artifacts of

PLC, its applicability and performance in multi-flow settings is not well understood. We

first undertake an extensive measurement study that sheds light on the properties of PLC

that significantly affect performance in multi-flow settings. Using the understanding gained,

we design BOLT, a framework that adopts a learning-based approach to effectively manage

and orchestrate flows in a PLC network. BOLT is flexible and is agnostic to standards; it

can be used to implement scheduling algorithms that target different performance goals. We

implement BOLT on three different testbeds using off-the-shelf PLC adapters and showcase

its ability to effectively manage flows, delivering several folds throughput improvement over

state-of-the-art solutions.

For security, we first investigate the problem of jamming in wireless networks.

Malicious interference injection or jamming is one of the simplest ways to disrupt wireless
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communications. Prior approaches can alleviate jamming interference to a limited extent;

they are especially vulnerable to a reactive jammer i.e., a jammer that injects noise upon

sensing a legitimate transmission or wideband jamming. In this paper, we leverage the

inherent features of OFDM (Orthogonal Frequency Division Multiplexing) to cope with

such attacks. Specifically, via extensive experiments, we observe that the jamming signal

experiences differing levels of fading across the composite sub-carriers in its transmission

bandwidth. Thus, if the legitimate transmitter were to somehow exploit the relatively unaf-

fected sub-carriers to transmit data to the receiver, it could achieve reasonable throughputs,

even in the presence of the active jammer. We design and implement JIMS, a Jamming

Interference Mitigation Scheme that exploits the above characteristic by overcoming key

practical challenges. Via extensive testbed experiments and simulations we show that JIMS

achieves a throughput restoration of up to 75% in the presence of an active jammer.

For wired networks, we focus on studying co-residency attacks in today’s cloud

providers. Attacker VMs try to co-reside with victim VMs on the same physical infrastruc-

ture as a precursor to launching attacks that target information leakage. VM migration is

an effective countermeasure against attempts at malicious co-residency. In this paper, our

overarching objectives are to (a) get an in-depth understanding of the ways and effectiveness

with which an attacker can launch attacks towards achieving co-residency and (b) to design

migration policies that are very effective in thwarting malicious co-residency, but are thrifty

in terms of the bandwidth and downtime costs that are incurred with live migration.

Towards achieving our goals, we first undertake an experimental study on Amazon

EC2 to obtain an in-depth understanding of the side-channels an attacker can use to ascer-
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tain co-residency with a victim. Here, we identify a new set of stealthy side-channel attacks

which, we show to be more effective than currently available attacks towards verifying co-

residency. We also build a simple model that can be used for estimating co-residency times

based on very few measurements on a given cloud platform, to account for varying attacker

capabilities. Based on the study, we develop a set of guidelines to determine under what

conditions victim VM migrations should be triggered given performance costs in terms of

bandwidth and downtime, that a user is willing to bear. Via extensive experiments on our

private in-house cloud, we show that migrations using our guidelines can limit the fraction

of the time that an attacker VM co-resides with a victim VM to about 1 % of the time with

bandwidth costs of a few MB and downtimes of a few seconds, per day per VM migrated.
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Chapter 2

A Policy Aware Enforcement Logic

for Appropriately Invoking

Network Coding

2.1 Introduction

Wireless Network Coding (NC) exploits the broadcast nature of the wireless medium

towards increasing the capacity of the network, by encoding the information contained in

multiple packets into a set of fewer packets at intermediate wireless routers [139]. With

this, in conducive topologies, NC has been shown to offer significant throughput benefits,

compared to a traditional store-and-forward router approach. On the other hand, studies

suggest that when NC is blindly applied, it can cause severe degradation of the network

throughput, especially in multi-rate environments [65]. In this paper, we show via analysis
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Figure 2.1: A five-node topology that may potentially benefit from NC.

as well as measurements that while network coding is not a magical solution for all wireless

network topologies, regulating the use of network coding and store-and-forward together

can result in improved long-term throughput benefits.

Performance improvement due to NC: now you see it, now you don’t:

Wireless network coding has been examined both theoretically and experimentally over the

past decade, under many different deployment and traffic scenarios [139, 65, 148, 153, 219,

96, 206, 137]. Two primarily identified factors affect the performance improvements due to

wireless NC:

(1) The network topology, which determines the ability of neighboring devices to success-

fully overhear each other’s transmissions in order to decode encoded packets; and, (2) The

traffic patterns of the different users, which dictate the number of packet encoding oppor-

tunities at the routers.

Let us consider the simple topology of Fig. 2.1, where Alice sends data to Bob, while Jim

sends data to Emma, all routed via Jack. From among the above two factors, it is easy to

see that #2 dictates the network coding gain: if Alice has a much higher application data
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rate than Jim, then the router (Jack) will rarely be able to encode Alice’s and Jim’s packets

together. However, the application of NC here, will never degrade the overall throughput1

due to factor #2. On the other hand, factor #1 can be the reason for significant throughput

degradation in the presence of NC. In particular, let us assume that both links Alice-Jack

and Jim-Jack have a Packet Delivery Ratio (PDR) equal to 1 at 54 Mbps, while the over-

hearing link Alice-Emma has a PDR equal to 0.2 at this rate. In this topological scenario,

Jack will receive packets from Alice and Jim at similar bit rates. But, if Jack decides

to constantly apply NC given the high availability of candidate packets, this will cause a

tremendous degradation in the overall network throughput (compared to simply applying

store-and-forward). This is because Emma will not be able to decode 80% of the delivered

encoded packets by Jack, regardless of the coding gain, due to the poor link quality that

she maintains with Alice. In other words, the throughput achieved with store-and-forward

would be higher than that achieved with NC here. If Jack greedily prefers NC to store-

and-forward whenever native packets from Alice and Jim are available in Jack’s queues, his

strategy will backfire and hurt the network performance. Clearly, if Alice adapts her trans-

mission rate in order for the PDR on the link Alice-Emma to increase, then the long-term

throughput due to NC may end up being higher than that with store-and-forward, or it

may not! Note that recent studies have proposed novel bit rate adaptation algorithms that

take into consideration the existence of network coding [148, 153]. However, they have not

examined whether a store-and-forward strategy would still be more beneficial than NC in

diverse channel environments, even when such NC-aware rate control protocols are applied,

1We assume here for the sake of the discussion that the system overheads imposed due to NC do not
affect the performance.
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as we discuss in Section 4.2.

Designing an adaptive decision making engine: Given the above discussion,

in this paper we design and implement PACE, a Policy Aware Coding Enforcement logic

for NC-capable wireless routers. PACE leverages a small set of periodic link quality mea-

surements in order to decide whether NC or store-and-forward must be applied, for each

particular data flow that traverses the router, in real time. The logic of PACE is guided by

our analytical study, which considers different topological scenarios, and provides insights

on which approach (NC or store-and-forward) is expected to offer higher long-term network

throughput. More specifically, our contributions in this paper are the following:

1. Analysis of the gains from network coding: We perform an analytical assess-

ment of the achieved network throughput with NC and store-and-forward, for a general

topological class. We verify the accuracy of our analytical assessments via extensive

testbed experiments, using a novel network coding software platform [58]. Our anal-

ysis, in conjunction with our testbed measurements, provides recommendations on

when it is preferable to apply NC, and when store-and-forward is a wiser choice, in

multi-rate settings. With this, we construct a concrete set of NC application guidelines

for each considered topological scenario.

2. Design of PACE: We use our guidelines to design PACE, our Policy Aware Coding

Enforcement logic. PACE performs periodic link quality measurements to assess the

potential effectiveness of NC. It leverages our analytical model to make online router

decisions regarding when and how NC or store-and-forward should be enabled and

what transmission bit rates are to be used in conjunction.
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3. Measurements and simulations: We implement PACE on our wireless testbed,

and we evaluate its efficacy via measurements over numerous different topologies and

diverse link qualities. Moreover, we develop PACE in ns-3 and perform extensive

simulations over large-scale single and multi-hop network deployments. Our simula-

tions and experiments demonstrate that PACE always follows the right strategy with

regards to the application of NC; with this, it results in throughput improvements of

up to 350% in some cases, i.e, by switching on NC when appropriate.

Our work in perspective: In this paper we primarily focus on local NC topolo-

gies where an encoded packet by a router is decoded at the next hop. As we discuss

in Section 2.6, this has direct applications in wireless LANs. We do not consider prob-

lems such as topology discovery, selection of which packets to code together or aggregated

ACK/NACK packets. Such issues have been addressed by other studies such as [139].

Our proposed scheme is directly applicable in previously proposed NC frameworks, such

as [139, 206, 89], etc. To show the applicability of our approach in more generic settings,

we rely on simulations in scenarios wherein packets traverse multiple wireless hops with

potential opportunities to use network coding at each such hop (as in mesh networks).

The rest of the paper is organized as follows. In Section 4.2, we discuss related

work. In section 2.3, we present our generic analytical model and its validation. In Section

4.4 we develop the PACE algorithmic logic, which we evaluate in section 4.5. In Section 2.6

we discuss the scope of our study. Finally, our conclusions form Section 5.9.
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2.2 Related Work

In this section, we discuss previous relevant NC studies. The idea of NC first

appeared in [39] where Ahlswede et al. showed that by performing algebraic bit-wise oper-

ations in routers and by forwarding mixtures of packets, one can tremendously increase the

transfer capacity of a multicast network. This work motivated the subsequent generation

of a plurality of efforts to understand this concept and further exploit it in improving the

network performance. As examples, Li et al. [159] show that linear codes are sufficient for

achieving the optimal capacity in multicast traffic scenarios, although they are not suffi-

cient for arbitrary network demands. Gkantsidis and Rodriguez [107] propose a platform

for peer-to-peer content distribution, which depends on application-layer NC operations.

Koetter and Medard [150] present polynomial-time algorithms for realizing network oper-

ations of encoding and decoding packets. Ho et al. [122] extend the algorithms of [150]

and discuss distributed NC schemes. In addition, [121], [261] and [160] show that for many

specific scenarios, NC results in better throughput than pure forwarding. In [146], the au-

thors study the capacity of 2-hop relay networks and propose a near optimal coding scheme

that can make a linear number of decisions in terms of which packets to combine using

network coding. In the paper by Sharma et al., the authors examine if network coding can

benefit cooperative communications (CC) with multiple simultaneous flows. They consider

analog network coding (as opposed to simple XOR operations as we do here) and quantify

the noise at a node that aggregates packets. They demonstrate analytically that this noise

can diminish the benefits of analog network coding. In contrast, our work examines the

impact of link qualities and traffic load on the benefits achievable with XOR based network
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coding (NC). Furthermore, we do not consider either cooperative communications or analog

aggregation. Finally, unlike in [226] which focuses on theoretical analysis of NC with CC,

we focus on experimentation, and the design of a policy to only apply network coding in

conducive conditions.

2.2.1 NC applicability assessment

The study that is mostly relevant to our work is by Chaporkar and Proutiere [65].

Similar to our work, they show that in multi-rate settings, systems with NC may have

smaller throughputs than without coding. They argue that unless appropriate scheduling is

applied, NC may lead to performance degradation in many scenarios. They further propose

a generic framework that characterizes the throughput region with NC and enables the

design of adaptive joint NC and scheduling schemes. However, they do not provide any

generic guidelines or an online method for adaptively activating NC when it is expected to

increase throughput. Moreover, [65] does not involve real network experimentation and/or

measurements.

In [256], the authors analytically studied the capacity region of M unicast sessions

in single hop relay networks by modelling the broadcast packet erasure stationary channels.

This work does not consider store-and-forward or involve any real network experimentation

and/or measurements.

In [139], COPE is proposed for practical wireless coding. COPE does turn off

network coding if packet loss rates are higher than 20%. However, this value is empirical.

Unlike in the above efforts, our contribution is in quantifying the degradation in

the performance when the overhearing links PDR is low. Specifically, unlike in other efforts
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[139], we make a determination on at what point the quality is detrimental to network

coding.

2.2.2 Analytical and simulation studies on wireless NC

Liu and Xue in [163] analytically characterize the achievable rate regions with NC

for a basic 3-node topology wherein no overhearing is involved. Vieira et al. [249] examine

how the combination of NC and bit rate diversity affects the performance of broadcasting

protocols. Scheuermann et al. [217] propose noCoCo, a deterministic scheduling scheme

for NC to operate on two-way multihop traffic flows. Seferoglu et al. [218] propose code

selection schemes that consider the properties of video traffic. Le et al. [96] provide an upper

bound on the number of packets that can be coded together. Lun et al. [88] show that

the problem of minimizing the communication cost can be formulated as a linear program

and solved in a distributed manner. There has also been some work on NC-aware data rate

control at the transport layer [219, 220]. However, these studies do not address the problem

of choosing between NC and store-and-forward towards improving the long-term network

throughput.

2.2.3 Experimental work on wireless coding

Katti et al. [139] propose COPE, the first, seminal implementation of wireless

NC. Since one of the goals of COPE is to increase the number of encoding opportunities,

low transmission rates are favored in order for native packets to be overheard by as many

neighbors as possible. Their experiments with COPE show that even with very simple

encoding operations, NC can provide significant capacity gains. However, they do not
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study cases where store-and-forward is preferable to NC. Rozner et al. in [89] present ER,

a scheme that adopts the design of COPE and employs NC to perform efficient packet

retransmissions. Rayanchu et al. [206] propose CLONE, a suite of algorithms for NC that

take into account channel losses. Both [89] and [206] follow COPE’s logic regarding the

application of NC; they do not propose any policies for multi-rate settings.

Srinivasan et al., [233], propose a network metric that takes into consideration

the inter-link interference on packet reception probability. However, they do not consider

transmissions at multiple bit rates or rate adaptation.

MORE [93] is a routing protocol that performs a random mixing of packets, right

before they are forwarded. With this, routers that overhear a transmission can decide not to

forward the same overhear packets. However, no decisions on NC versus store-and-forward

are made. MIXIT [137] encodes symbols rather than packets. Relays use hints from the

PHY layer in order to infer which symbols within a packet are correctly received with high

probability. Note here that all of these studies are transmission rate unaware.

Kim et al. [148] study the performance of NC in multi-rate settings. They show

that unless rate adaptation is NC-aware, NC may not offer significant performance benefits.

They further design a NC-aware rate control algorithm for local topologies. Kumar et al.

[153] take the same path but propose a different NC-aware rate control algorithm.

Hulya et al., in [221], proposed I2NC to overcome the non-negligible loss rates by

combining inter-session and intra-session network coding. In their work, intra-session spec-

ifies the amount of redundancy required to compensate for errors and inter-session chooses

the number of flows to code together. In [207], the authors proposed CLONE to improve
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the performance of NC by being aware of potential losses and introducing redundancy to

cope with these losses. Neither [221] nor [207] consider potential throughput benefits with

network coding in muti-rate settings.

The idea of using redundancy with network coding (as in [221]) is orthogonal to

the question we are asking: ”when should network coding be applied in multi-rate settings?”

All the above papers implicitly assume that NC should be applied whenever pos-

sible. However, as we discuss in Section 2.3, this should not always be the case as it may

lead to performance degradation.

NCRAWL [58] is a multi-rate network coding library. NCRAWL does not provide

any insights by itself on when to (or when not to) apply network coding. We use NCRAWL

as the underlying framework over which we implement PACE. In Section V, we provide

more details on these implementation aspects.

2.2.4 NC on wireline networks

Finally, a large body of studies have investigated NC for wireline networks (e.g.,

[122, 160, 150]). However, they do not account for the inherent properties of the wireless

medium.

In short, very limited steps have been taken towards assessing the applicability of

practical NC in relation with the inherent characteristics of the wireless medium. As we

discuss below, the application of wireless NC should be regulated.
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2.3 Profiling the Applicability of NC

In this section, we discuss our analytical model for assessing whether/when the

application of NC is preferable to store-and forward. Furthermore, we verify the accuracy

of our analytical model via experiments on our wireless testbed.

2.3.1 Designing our analytical model

Our goal is to derive the throughput with both store-and-forward and NC in

various single-hop topological scenarios. For this, we design an analytical model, which es-

sentially computes the average number of packet transmissions in a multi-rate environment,

for both the cases and from that, the throughput. We consider the general topological sce-

nario in Fig. 2.2, which consists of N packet senders and N receivers (a total of N source

destination pairs) communicating via a relay node R.

Figure 2.2: A N-node topology wherein network coding may offer performance benefits

when the link qualities among the different users are conducive.
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Model assumptions

Our considered setting involves links with heterogeneous qualities in terms of

Packet Error Rate (PER). At a specific time instance, each participating device (node)

uses a specific transmission bit rate Rnode, while every link between a sender and a receiver

has a PER equal to pSender−Receiver; we assume that the network is quasi-stationary, wherein

PER values remain unchanged for relatively long periods. This assumption is realistic in

cases with slowly varying channels. This happens when there is not much mobility and

the interference patterns are quasi-static (e.g., an office space). If the fading conditions are

much more dynamic, it is hard assess channel qualities. This limitation is not unique to

our problem; even rate adaptation schemes may underperform [63] in such scenarios. Given

that we are not designing new channel quality estimation methods, we defer solving this

problem to future work. Without loss of generality, in order to make the analysis tractable,

we assume that data packet lengths have a fixed size equal to L bits. Note that our analysis

focuses on the generic topology of Fig. 2.2, wherein encoded packets (i.e., mixtures or two

or more native packets) constructed at a router, are decoded at the next hop. We do not

consider cases where encoded packets traverse more than one hop. We elaborate on this

assumption later in Section 2.6. Table 5.1 summarizes the notation used in our analysis.

The “packet” transmission rate between nodes i and j is Xij = Ri
L packets/sec,

while the transmission time, Tij , of a packet is equal to 1
Xij

. In what follows, we first ana-

lytically derive the average number of transmissions for each individual forwarding strategy

separately. We use these derivations to estimate the average throughputs with the two

cases. The analysis provides a quick and efficient way of understanding when to use NC
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Table 2.1: Definitions of Notations

Symbol Definition

Ri Transmission rate for node i
L Packet length
n Number of flows to be coded together (equals 1

in case of store-and-forward).

ρsfSkR Average number of transmissions from Sender Sk
towards the Relay (case of store-and-forward).

ρsfRDk Average number of transmissions from the Relay

towards Destination Dk (case of store-and-forward).
ρncSkR Average number of transmissions from Sender Sk

towards the Relay (case of NC).
ρncRDk Average number of transmissions from the Relay

towards Destination Dk (case of NC).
ρR Average number of transmissions for encoded packets

from the Relay towards all intended recipients.
TSkR Average transmission time between a sender node Sk

and the relay node R.
TRDk Average transmission time between the relay node R

and a destination node Dk.
TR Average transmission time for the encoded packet from

the relay R towards the selected MAC-level destination.
Qsf Average queuing time in the store-and-forward (sf) case.
Qnc Average queuing time in the NC (nc) case.
Pnc Average processing time overhead in the NC

(nc) case.
pAB Probability of error of the link between nodes A and B.
M Maximum number of transmissions.
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and when to use store-and-forward.

The case for store-and-forward

The average time taken to deliver a packet from a source to a destination in the

case of store-and-forward, sf , is given by:

T sfavg =

∑N
k=1 (ρsfSkR

TSkR + ρsfRDk
TRDk )

N
+Qsf . (2.1)

In the above expression, the numerator represents the total time taken to transfer

‘one’ packet, on average, from each source to its destination. We take the average over all

source-destination pairs. In addition, we include the average packet queuing time experi-

enced by the packet, prior to its transmission attempts. The throughput of the store and

forward scheme is then simply

τ sf =
1

T sfavg
. (2.2)

The average number of transmissions for a packet from the source to its destination

depends on the value of PER between the sender and the relay as well as on the PER

between the relay and the destination. Thus we need to consider the links sender-relay and

relay-destination in our analysis. For instance in the X-topology in Fig. 2.1, we consider

individually, the direct links Alice-Jack, Jim-Jack, Jack-Bob and Jack-Emma. Taking into

account the PER on each of these individual links, the average number of transmissions in

the store-and-forward case on the link between the sender and the relay can be computed

as (details are in an Appendix):

ρsfSkR
=

(1− (M + 1)pMSkR
+MpM+1

SkR
)

1− pSkR
, (2.3)
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while the average number of transmissions between the relay and the destination can be

computed as,

ρsfRDk
= (1− pSkR)

(1− (M + 1)pMRDk
+MpM+1

RDk
)

1− pRDk

(2.4)

where, M is the maximum number of transmission attempts (including retransmissions) on

any given link (we set M = 7 in this work, as suggested in [33]).

The case for network coding

As with store-and-forward, the average number of transmissions with NC depends

on the PER on the sender-relay and relay-destination links. However, in addition, the

likelihood of correct reception also depends on the value of PER on overhearing links (e.g.,

Alice → Emma). Given this, the average number of transmissions in the NC case for the

generic topology between the N senders and the relay node in Fig. 2.2 is (see the Appendix

for the full derivation):

ρncSkR =
(1− (M + 1)pMSkR

+MpM+1
SkR

)

1− pSkR
, (2.5)

and the average number of transmissions between the relay node and the destinations is

given by:

ρncRDk
= (

N∏
i=1

(1− pSiR))
(1− (M + 1)pMRDk

+MpM+1
RDk

)

1− pRDk

(2.6)

where, Dk is the chosen 802.11-level destination for the encoded packet by the relay2. In

our work, the relay selects Dk to be the recipient with the lowest PDR value. With this,

2Encoded packets are unicasted to a specific node; all other recipients that successfully decode it, report
to the relay the identities of the native packets that they have successfully obtained from decoding, as in
[139, 58].
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all intended recipients obtain the encoded packet with high probability. Hence, for ease

of notation ρncRDk is simply refered to as ρncR here forth. The product (
∏N
i=1 (1− pSiR))

represents the success probability of packets being delivered from the transmitter(s) to the

relay nodes. In the case of store and forward, we compute the success probability of each

individual packet (in reaching the relay node from a sender k). In the network coding case,

there are two or more incoming links to the relay; all packets need to be successfully delivered

for encoding. We assume that the probabilities of success on each of the ingress links to the

relay are independent (this is realistic if they experience independent interference patterns).

The average throughput in the case of NC depends not only on the average trans-

mission times of native and encoded packets, but also on the overhearing probabilities at

receivers. Based on the details in the Appendix, the average packet transmission time is

given by:

Tncavg =
(
∑k=N
k=1 ρncSkR

TSkR) + ρncR TR

N
+Qnc + Pnc (2.7)

where TR is the average transmission time for the encoded packet from the relay R towards

the selected MAC-level destination. Thus, TR is the reciprocal of transmission rate used by

the relay for its target destination.

and the decoding probability is given by:

20



0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.5

1

1.5

Alice−Emma Overhearing link PDR
T

hr
ou

gh
pu

t M
bi

ts
/s

 

 

Network Coding
Store and forward
Testbed: Network Coding
Testbed: Store and forward

Figure 2.3: Varying the PDR for the overhearing link between Alice and Emma

pdeci =

n−1∏
k=1

(1− pMSkR)(1− pSkR)(
1− pMSkR

1− pSkR
+ pSkDi

1− (pSkR.pSkDi)
M

1− pSkR.pSkDi

) (2.8)

The throughput with NC is then computed to be

τnc =
pdeci
Tncavg

. (2.9)

In Eq. 2.7, Tncavg is the sum of (i) the average transmission time, (ii) the average

queuing time, and (iii) the processing time with NC. In our evaluations we use the measured

values of queuing and processing times [58] in computing our analytical results since it is

hard to derive exact expressions for these.

2.3.2 Experimental Validation and Inferences

Next, we validate the results from our analysis with real WiFi testbed measure-

ments. We also draw inferences from our observations towards later formulating a set of

guidelines on which PACE, our encoding logic, is based.
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Figure 2.4: The value of the PDR on overhearing links affects the efficacy of NC (X-

topology)

We defer a detailed description of our wireless testbed [28] to Section 4.5. In

a nutshell, our testbed consists of Soekris net4826 boxes that run 802.11a/g. The NC

functionality in our experiments is managed by the novel NCRAWL software platform [58],

which has been designed specifically to accommodate multiple bit rate NC measurements.

While we have cross-verified a part of our measurements with the COPE platform [139], we

omit those results here in the interest of space. Each experiment lasts for approximately 5

min and is repeated 20 times, for both the NC and store-and-forward cases; for each run

we log the achieved average throughput with each strategy.

We conduct an extensive set of testbed experiments across different topologies in

terms of node populations and link qualities. In particular, we examine local topologies

(with a single relay node) wherein we vary the Packet Delivery Ratio (PDR = 1 – PER)

and the bit rate on both direct and overhearing links; we consider PDR values that range

between 0.2 and 0.8, and bit rate values ranging between 6 and 12 Mbps.
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Figure 2.5: The value of the PDR on overhearing links affects the efficacy of NC (Wheel-

topology)

We observe that the analytical results match the experimental results fairly well

in all the scenarios considered (as seen in the corresponding figures discussed below).

Varying the PDR on a overhearing link with fixed rate

We consider various settings wherein we fix the bit rate to a specific value, while

we vary the PDR on one of the overhearing links. The PDR on all other links is ‘1’; we

adjust the transceiver positions to ensure that this is the case. Our goal here is to observe

how the quality of overhearing links affects the efficacy of NC. For example, in the network

setting of Fig. 2.1 we vary the PDR on the link Alice-Emma.

Case of two overhearing links (the X topology) Fig. 2.3 (left) depicts the average

per-user throughput vs. PDR for the overhearing link between Alice and Emma, when

the transmission rate (on all links) is 6 Mbits/sec. We observe that the throughput with

NC is higher than that with store-and-forward when the PDR on the link Alice-Emma
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Figure 2.6: High PDR values on the relay’s incoming links favor NC even if one outgoing

link is poor.

is above 0.5; for values lower than 0.5 the application of NC hurts the average long-term

throughput! This drop in the throughput with NC occurs due to the inability of Emma

to successfully overhear Alice’s transmissions. This renders the decoding of Jack’s encoded

packets impossible for her. We vary the PDRs on the other links, but find that if the

overhearing link is poor, it makes no difference, i.e., NC always performs worse than store-

and-forward (we do not present additional results here) Similar results are also seen with

the other transmission bit rates. Based on these experiments, we conclude that the decision

on whether to apply NC should consider the qualities of the overhearing links; if the PDR

is low on such links, NC is likely to degrade the network throughput.

Cases with higher numbers of overhearing links (Wheel topology) Next, we

compare the requirements on the overhearing link qualities with the X (2 flows) and wheel

(3 flows) topologies for the range of rates considered. Fig. 2.4 and Fig. 2.5 depict results for

different transmission rates vs. varying PDR values for overhearing links. In particular, we
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Figure 2.7: High PDR on the relay’s incoming links favor NC even if both outgoing links

are poor.

seek to find the sweet spot where NC outperforms store-and-forward. The x-axis depicts the

transmission rate and the y-axis indicates the various PDRs achievable at those rates. The

green (dark) region depicts the PDR (for each rate) where store and forward outperforms

network coding. If PDRs are in the white region (light), network coding should be chosen

for operations. We observe that NC gains compensate for some of the losses due the link

errors. Specifically, in the X topology ( Fig. 2.4) NC outperforms store-and-forward when

the PDR is greater than 60% on all overhearing links. In the wheel topology ( Fig. 2.5),

NC outperforms store-and-forward when PDR is greater than 40%. This is because in the

wheel topology case, with NC the relay typically encodes two or three packets together

and thus the required number of outgoing transmissions is reduced; this compensates for

the overhearing link losses to some extent. On the other hand, one would expect that

the existence of more overhearing links with low PDR in wheel topologies increases the

probability of erroneous overhearing and thereby decreases the achieved throughput with
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Figure 2.8: Low PDR values on the relay’s incoming links affects the potential for encoding

negatively.

NC. However, our experiments demonstrate that a PDR>0.4 on all overhearing links is

sufficient for NC to perform better than store-and-forward; the reduced number of required

transmissions compensates for the link losses on the overhearing links. Hence, we conclude

that the performance of NC when applied on wheel topologies is less sensitive to the PER

(on the overhearing links) than when NC is applied on X topologies.

Varying the PDR on the the direct (non-overhearing) links We classify the direct

links as incoming (e.g., Jim → Jack) or outgoing (e.g., Jack → Emma) depending on their

relative positions with respect to the relay. We perform an exhaustive set of experiments

and make several observations, but do not present all the results here. We only present a

key set of results instead with a transmission bit rate of 12 Mbps (similar results are seen

with other rates). In all these experiments, we maintain a good quality for the overhearing

links (i.e., PDR = 1).
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Figure 2.9: High PDR values on the relay’s outgoing links do not help if the incoming links

are poor.

Case with high quality incoming links Our first observation is that if all the links

are of high quality, NC provides significant gains over the store-and-forward approach. We

do not show this result explicitly for space constraints; however, this is captured in the next

result that we show in Fig. 2.6. Here, we maintain high quality incoming links, but we vary

the quality of one of the outgoing links (Jack → Bob). We see that NC outperforms store-

and-forward always, and especially when the considered link is of high quality. The reason

for this is the following. Due to the fair allocation nature of 802.11, store-and-forward can

only provide a throughput equivalent to the poorest outgoing link from Jack (e.g. see [119]);

thus, transmitting encoded packets at a rate that satisfies this poor receiver is the best one

can do (it saves on the transmission over the better link). This is also reflected in Fig. 2.7,

wherein we vary the PDR on both of the outgoing links while maintaining the high quality

of the incoming links. In summary, if the PDR on incoming links to the relay is high, it is

always better to use NC. In other words, the quality of the outgoing links does not matter
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as long as the quality of the incoming links is good.

Case with poor quality incoming links Next, we vary the quality of one of the

incoming links (Jim → Jack) and one of the outgoing links (Jack → Bob) simultaneously.

We find that this causes a performance degradation with NC (see Fig. 2.8) if the pair of

links have low PDR. This is because, the mismatch in the quality of the incoming links,

causes a queue imbalance at the relay (Jack). Thus, the likelihood of encoding even if NC

is applied by default, is very low. As a consequence, there are simply no gains to be had.

The processing with NC slightly hurts performance compared to store-and-forward. As the

link qualities improve and we approach a regime where all links are again good, the gains

due to NC are apparent.

In the final experiment in this section, we vary the quality of both the incoming

links to the router, Jack. The overhearing links and the outgoing links are all of good

quality i.e., PDR ≈ 1. The throughput results with NC and the store-and-forward scheme

are presented in Fig. 2.9. Again, we notice that when the PDR on the incoming links is

low, there are no gains from NC relative to the store-and-forward case. The reason for

this is that the input rate to Jack’s queues from Alice and Jim, are low due to poor PDR.

Therefore, Jack typically does not find packets from both senders and thus, is rarely able to

encode packets. As the PDR increases on the incoming links, the benefits due to NC begin

to increase. Again, when these links are of good quality (PDR = 0.8), NC outperforms

store-and-forward by about 30% in terms of the achieved throughput (as expected, since

one transmission is gained relative to the store-and-forward case).

Based on these experiments we conclude that the decision on whether to apply NC
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should consider the qualities of the relay’s incoming links; when the PDR on the incoming

links is low, coding opportunities may be infrequent. Perfect overhearing does not necessarily

imply that network coding should be performed if the quality of incoming links are poor.

Other conclusions: Our experiments also lead to two other conclusions (implicit in

our discussions above). (a) The outgoing links of the router are a non-factor in determining

whether or not NC should be applied. And, (b) The dependence on the transmission bit

rate is not explicit. However, the choice of the bit rate implicitly affects the quality of the

overhearing and incoming links and thus, it would affect the decision on whether NC should

be applied or not.

Summary and Scope

While we have presented results with simple topologies, the results hold for more

complex wheel topologies (many overhearing links) which inherently present opportunities

for NC. The string topology is a special case of the X topology; it is a case where no over-

hearing is necessary since the native packets are already available at the end-destinations.

In such cases, as long as the links are of good quality, NC helps; if these links are of poor

quality, there are no gains to be had compared to store-and-forward although, there is no

significant hit in performance either.

2.4 Designing PACE

To summarize our study in the previous section, we draw two main conclusions:

For any given rate, NC should not be applied when: (1) the quality of the overhearing
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links are poor (PDR < 0.6 with two overhearing links and PDR < 0.4 with more than

two overhearing links); and (2) the overhearing links are of good quality, but any of the

incoming links to the router are of poor quality (PDR < 0.4). Based on these observations,

we design our decision logic engine, PACE, next.

2.4.1 Design overview

The goal of PACE is to regulate the use of NC at routers. However, it is difficult

to apply the above rules directly in a multi-rate setting since the properties of the links

depend on the transmission bit rate in use. Below, we describe how PACE determines

whether or not NC is to be applied and the specific transmission rates to be used, at each

local topology where NC can be potentially invoked.

2.4.2 Assessing the quality of links

The first step in the process is to acquire the quality of the different links (in

terms of PDR) in a local topology. Here, PACE leverages the ETT probing mechanism
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[80]. Specifically, each node periodically transmits probes at different rates and reports the

percentage of received probes from each neighbor. With this, the relay obtains accurate

information about the PDR for every rate, on each link in the neighborhood. In addition,

since we use the model derived in Section 2.3, and the average queueing delays are needed

here, we modify the probe formats to allow each node to report its average queuing delay

over the past ten packets to the router.

2.4.3 Determining the best throughput with NC

Next, PACE seeks to determine the best throughput with NC. As the transmis-

sion rates increase, the quality of the overhearing links could potentially degrade. PACE

determines the highest rate (say RNC) at which, the link qualities satisfy the requirements

mandated by our guidelines above for invoking NC. It is easy to verify that this rate RNC

provides the best case for NC. Specifically, at lower rates, lower throughputs are achieved.

More importantly, the NC throughput is most likely higher than the store-and-forward case

at rate RNC (since the conditions mandated by the guidelines for applying NC are satisfied

at this rate). However, if the rate is further increased, the store-and-forward approach could

deliver higher throughputs than NC (but this is not known at this point). The router (e.g.,

Jack) then applies our analytical model to compute this best case throughput (with rate

RNC) for NC (say TNC).

2.4.4 Choosing the policy

Now that PACE has determined the highest throughput with NC, the question that

has to be answered is: “Is a higher throughput possible with store-and-forward with higher
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rates?” At rates higher than RNC , the store-and-forward approach may provide higher

throughputs than it would at rate RNC . We seek to examine if the higher throughput with

store-and-forward exceeds the throughput achieved with NC at rate RNC .

If we examine the store-and-forward throughput with different topologies, we see

the following behavior. The throughput first increases upon increasing the rate. Either this

behavior continues until we hit the maximum transmission rate (e.g., 54 Mbps with 802.11a)

or begins to drop beyond a point. The reason for this is that as we increase rates, the PDR

will drop (causing more retransmissions and delays); however, the packet transmission time

decreases. Initially, the second factor dominates. At some point it is possible (depending

on the topology) that the first factor begins to dominate and thus, the throughput falls.

This behavior is shown for two example store-and-forward flows in a simulated X topology

in ns3 (Fig. 2.11). We could not validate this experimentally since our implementation only

supports rates up to 12 Mbps.
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Figure 2.11: Throughput vs. transmission rates for two store-and-forward flows.

Given the behavior, we do the following. If RNC is the highest rate possible (e.g.,

32



54 Mbps with 802.11a), we simply decide to use NC. If not, and there is just one higher

rate (say RNC = 48 Mbps with 802.11a), we simply check the throughput of the store-and-

forward case at this higher rate using our analytical model. If this computed throughput

(say TSF ) is higher than TNC , we choose store-and-forward; otherwise we choose NC. If

there are two or more higher rates, we begin with the rate that is immediately higher than

RNC , and compute the store-and-forward throughput with that rate and the next higher

rate. If the throughput is increasing, we keep checking the throughputs at the higher rates,

until we hit the peak throughput (as suggested by Fig. 2.11) or the maximum rate. The

throughput with the store-and-forward at that rate is now the highest throughput possible

with that approach (TSF ). We compare the values of TSF and TNC as before and choose

the winning policy. Alg. 4 shows the algorithmic steps followed by PACE. The counter

represents the number of incoming flows to the relay. If they are less than 2, then the relay

cannot encode. If they are exactly 2, then, we consider a certain threshold value. If there

are more than 2 incoming flows, we consider a different value for the threshold. These values

were shown to give the best performance via our measurements.

Note that the PACE logic is transparent to other NC procedures, such as cumula-

tive packet acknowledgements [139, 58], decisions on which packets to code together, etc., as

we discuss in section 2.6. Also note that the router (Jack) locally computes the processing

delays with NC, and uses the computation to estimate the throughput with our analytical

model as above. Moreover, PACE may employ alternative schemes for accumulating PDR

information at the relay [59].

Remark: Coding a subset of flows instead of coding all-or-nothing is a possible
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Algorithm 1 PACE Algorithm.

Input: ETT neighbor reports (< Rk,pSiR for rate Rk >, < Rk,pRDi
for rate Rk >, Qsf (at sources)) ∀i and pSiDj

∀i, j such that i 6= j and Rk = {6, 9, 12, 18, 24, 36, 54}

Output: select NC and rate vector ~r

Initialization: counter ← 0, k ← {1} ,stop ← false and select NC ← true

//Check if the guidelines with regards to links hold

while ! stop do

k ← Next k // k is an index and Next k is not always = k + 1

for i← 0 to n do

if (1 - pSiR) > 0.4 then

counter ← counter + 1

end

end

if counter < 2 then

stop ← true

end

else if counter == 2 then

// Two flows case

for c = 1 to n do

for j = 1 to n do

// Check that the overhearing link PDR > 0.6

if c 6= j
⋂

(1− pScDj
) ≥ 0.6 then

stop ← true

end

end

end

end

else

// Three flows or more case

Repeat the Else if part but for PDR > 0.4

end

end
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extension for our current work. Our solution will have to be extended in the following ways.

First, we need to tag outgoing transmissions or notify destinations about who are the coding

participants. Second, the additional constraint of what to code in addition to when to code

significantly increases the search space. We defer such possibilities for the future.

2.5 Evaluating Our Framework

In this section, we evaluate PACE via (a) ns-3 simulations on large-scale topologies,

and (b) experiments on our wireless testbed over various topological settings and bit rates.

While we have run a very large set of simulations and testbed measurements, we discuss

only a subset here. As a high-level observation, our assessment reveals that PACE wisely

activates NC on a per data flow basis, thereby offering throughput improvements of as much

as 350% in some specific use-cases.

2.5.1 Evaluating PACE via ns3 simulations

We consider both grid and random topologies with 20, 50 and 100 nodes. We have

set the received signal strength threshold for correct decoding to be equal to -80 dBm for all

nodes, while the data packet size is 1500 bytes. We employ the ns-3 Friis propagation model,

and we consider the 802.11a mode of operation. The maximum distance between any two

nodes is 300 meters; we assume that there is no mobility. In addition, in our simulations

we select random senders and destinations, which typically are separated by multiple hops;

we apply the AODV protocol (implemented in ns-3) for routing (our approach does not

depend on the routing protocol in use). PACE is applied locally at every router, and native
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packets may be encoded/decoded multiple times as they are forwarded along multiple hops

along their route to the destination. We vary the number of data flows between 2, 5 and 10.

We first evaluate PACE over fixed-rate topologies, and subsequently we consider multi-rate

possibilities with rate adaptation.

In multi-hop scenarios, we assume that a routing algorithm is in place. Hence,

a route for each flow is specified. For simplicity consider an intermediate node where two

flows converge. The relay indicates the transmission rate for the preceding nodes (flows) by

consider the following node (on the route) as temporary destination. In other words, the

local topology is considered for whether or not to apply network coding at that hop. At

each hop, independent decisions are made.

PACE offers benefits over blind NC application in large-scale topologies

We first consider a grid topology with a fixed rate of 12 Mbps. As shown in Figures

2.12, 2.13 and 2.14, PACE always offers a noticeable throughput gain, due to its ability to

make correct decisions on whether or not to apply NC; the gains could be as high as 350%

(in the 100 node case). The benefits increase as the scale of the network increases and the

routes are longer; this is because the gains on each local hop add up and the more the

opportunities, the higher the gain.

From Figures 2.13 and 2.14 we observe that higher bit rates lead to less modest

performance gains with PACE. This is directly attributable to the degraded quality of links

at the higher rates. As seen in the figures, NC itself offers more modest benefits compared

to a traditional store-and-forward setting. Here, the increased likelihood of encountering

poor overhearing link qualities, as well as poor incoming link qualities, often preclude the
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use of NC. But PACE still makes the right decisions at each local router on whether or not

to use NC.
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Figure 2.12: Simulation results when the transmission rate 12 Mbits/s.
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Figure 2.13: Simulation results when the transmission rate 36 Mbits/s.
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Figure 2.14: Simulation results when the transmission rate 54 Mbits/s.

The choice of parameters for PACE

Next, we show that the choices we make with PACE (PDR on overhearing links

should be higher than 0.6 and the PDR on the incoming links should be greater than 0.4)

are indeed the best choices in larger scale (random network) settings. Fig. 2.15 shows that

if the threshold on the incoming link qualities is changed to 0.2 or 0.6, a wrong decision is

made and could lead to up to a 3-fold degradation in throughput! Similarly, Fig. 2.16 shows

that a wrong decision on the threshold for the overhearing link qualities could degrade the

throughput by up to 3-times.

Sensitivity to the ETT probe size

As discussed, PACE relies on ETT probes, exchanged among neighbors to deter-

mine link qualities and average queueing times. In Figures 2.17, 2.18, we consider probe sizes

of 256 and 512 bytes respectively. The throughput gains with the 512 bytes probe packet

yields more accurate assessments of link qualities and thus, offers a higher throughput than
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Figure 2.15: Varying the relay incoming threshold between 0.2, 0.4 and 0.6.

if a probe size of 256 bytes is used.

PACE with rate adaptation

Next, we evaluate the ability of PACE to jointly choose the policy (NC or store-

and-forward) and the transmission rate to be used with the chosen policy. Since, this

involves the ”choice” of the right transmission rate, we compare PACE with NC and store-

and-forward in conjunction with a popular rate adaptation algorithm, viz., the Adaptive

Auto Rate Fall-back (AARF algorithm [95]). Fig. 2.19 shows that, PACE achieves a

throughput gain of approximately 15% as compared to the NC case in the grid topology

considered.

Evaluating PACE via testbed measurements

We have implemented PACE in Click [4] as an embedded software module in the

NCRAWL platform [58]. We experiment on a wireless testbed deployed on the 3rd floor of
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Figure 2.16: Varying the overhearing threshold between 0.4, 0.6 and 0.8

the Computer Science building at UC Riverside; the deployment is depicted in Fig. 2.20.

The nodes are based on the Soekris net4826 hardware configuration, and run a

Debian Linux distribution with kernel v2.6 over NFS. Each node is equipped with a WN-

CM9 wireless mini-PCI card, which carries the AR5213 Atheros chipset. Every card is

connected to a 5 dBi gain external omnidirectional antenna. We experiment with the 802.11a

mode of operation, in order to avoid interference from the collocated campus WLANs. All

devices set their transmission powers to 16 dBm. We use fully saturated UDP traffic; the

default data packet size is 1500 bytes.

Implementation Details

The proposed enforcement logic is implemented as a thin sub-layer within the

MAC layer; at this layer, the PACE logic determines the best forwarding paradigm (network

coding or store-and-forward), as well as the appropriate data rate to be used with the chosen

paradigm. PACE is composed of three modules; (i) Link PDR measurement module, (ii)
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Figure 2.17: PACE vs. NC and store-and-forward for ETT message length of 256 bytes.

Policy Aware Decision Engine and (iii) Feedback module. The Link PDR measurement

module is responsible for gathering information about the quality of the links incident on

the node (PDR). Specifically, we modify the standard probing mechanism to incorporate

ETT type probing [80]; this allows the module to estimate the PDR on each link at each

possible transmission bit rate. Each node periodically reports the estimated PDR on each

of its incident links to its neighbors. The relay node collects the reports and calculates the

PDR for each link in its local topology (linear, x, or wheel as the case may be). The Policy

Aware Decision Engine is the heart of our approach. It decides whether or not to

invoke network coding. In addition, it selects the transmission bit rates that maximize the

throughput given the current channel conditions (PDRs). The logic used by this module

is a direct application of what was described in Section 4.4. The Feedback module is

responsible for informing the transmitters about the chosen rates.
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Figure 2.18: PACE vs. NC and store-and-forward for ETT message length of 512 bytes.

Experiments with fixed rates

We have performed testbed measurements on ’X’-type sub-topologies on our testbed.

In these experiments, we change the qualities of the links to create 15 different sub-

topologies. The testbed setup is the same as was described in Section 2.3. The results

are averaged over different link PER values. Fig. 2.21 shows the average throughput with

various tested transmission rates. We observe that PACE outperforms the blind NC and

store-and-forward application strategies throughout. Since the experiments are over a single

local hop, the gains over NC are modest (≈ 10%).

Experiments with rate adaptation

Next, we consider a multi-rate case where PACE also makes decisions on the rate

to use. In Fig. 2.22, we show testbed results for PACE in 5 different scenarios. Each

scenario is created essentially by randomly choosing a set of links in our topology (with

different link qualities). For NC, we choose the best rate (as predicted by PACE); however,
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Figure 2.19: PACE performs better than the Adaptive Auto Rate Fall-back (ARF) algo-

rithm.

no store-and-forward option is involved. PACE appropriately chooses between NC and

store-and-forward, depending on the scenario. PACE achieves the same throughput as NC

in the worst case scenario; this is a case where the best decision is NC almost all the time,

and PACE makes that decision. However on average, it achieves 10% gain. The gain is

again modest in these cases, since only a single hop is involved, and the best rate for NC

is being used. However, it is important to note that in three out of the five cases, PACE

offers a higher throughput. We have considered several other scenarios (with other sets of

links) and we find that in about 40% of the considered cases, we observe gains with PACE

(due to its properly choosing the store and forward option).

A comparison between PACE and COPE

Next, we evaluate PACE in realistic scenarios by comparing the average through-

put with that of COPE or only network coding. We configured COPE to switch off network
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Figure 2.20: The deployment of our testbed at the University of California, Riverside.

Nodes are represented by dots along with their IDs.

coding if the loss rate exceeds 20%, as in the default case [138]. The number of nodes are

set to 100 and the results are averaged over 10 runs. Each run lasts for 5 minutes. One

input flow consists of real video file traces obtained from [31]. Other short/long file traces

were collected by downloading short and long files and capturing the traces using [30]. The

file sizes are 200 KB and 50 MB respectively. These were also used as candidate input

traffic traces. Fig 2.23 shows that PACE significantly performs better than COPE and NC

for video and long file traces. On the other hand, for shorter files, the average throughput

of PACE and COPE resemble that of using only NC. This is because with short files, the

traffic loads are low/modest. Thus, the relays often do not find opportunities to encode.

Thus, store-and-forward is used more often than not in all cases.
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Evaluation of power consumption with PACE

PACE decreases the overall number of retransmissions compared to using either

network coding or store and forward exclusively. Thus, PACE saves the consumed energy.

In order to quantify the savings, we perform a set of experiments and record the total

number of (re)transmission(s) in the following cases; (1) Store and Forward (2) Network

Coding and (3) PACE. We compute the power consumed, on average, with our Soekris

net4826 boxes with various transmission rates and payload sizes. Thereafter, we perform

a direct mapping of the number of (re)transmissions to power consumption. We perform

four sets of experiments during the day with the X-topology, each spanning an hour. In

each experimental scenario, we reposition the nodes; we change the quality of the links in

the topology at arbitrary instances in time (vary frequency) to characterize variations in

conditions. The transmission bit rates are chosen as per the strategy. Fig. 2.24 shows the

power consumption of PACE compared to that with store and forward and network coding.

We find that in all sets of experiments, PACE outperforms both network coding and store-

and-forward in terms of the power consumed. In scenario 1, the links were primarily of

good quality and we did not change the quality of the links often; thus, the gains over

pure network coding are modest. In scenario 2, we varied the quality of the links with

the highest frequency; PACE invokes network coding or store-and-forward as appropriate

and thereby, decreases the overall number of required transmissions. It therefore provides

significant power savings 20% as compared to NC. The frequency with which we changed

the qualities of the links in scenarios 3 and 4, were less than that in scenario 2 but more

than that in scenario 1; thus, as one might expect, the gains are less than that in scenario
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2, but slightly higher than that in scenario 1. Note here that, if the occurrence of poor

quality links becomes prevalent, all schemes require higher numbers of retransmissions and

thus, experience higher power consumptions.
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Figure 2.21: Experimental results in the X-topology for different transmission rates.
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Figure 2.22: PACE offers the highest benefits at all different rates in the X-topology.
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Figure 2.23: A comparison between PACE, COPE and NC for different types of traces.
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Figure 2.24: Avg. power consumption for different channel conditions scenarios.
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2.6 Discussion

In this section we discuss certain design aspects of PACE.

Focus on single-router topologies: In this paper, we primarily focus on local

wireless NC settings involving a single router; packets encoded by a router are decoded

at the next hop. Such scenarios are prominent in WLAN deployments [89], where clients

associated with the same access point (AP) exchange data; examples of application include

WiFi-based home networking and applications such as online gaming and video streaming

[219, 218]. In such cases, the AP essentially plays the role of the relay encoding packets

exchanged among its clients. We envision that practical wireless NC will mostly be applied

in such topologies, given the ease of the decision making process and the simplicity in

gathering topological information at the relay site. However, we also show that this does

not preclude the use of PACE in large-scale ad-hoc and mesh topologies with multi-hop

routes. In particular, in multi-hop settings a packet may be encoded and decoded multiple

times as it traverses multiple relays (depending on the topology) along its route to the

final destination. As long as an encoded packet does not traverse more than one hop, our

work is directly applicable in such settings as well: PACE will make local NC decisions at

the individual routers. We plan to extend PACE for more complex topologies, such as the

butterfly [139], in our future work.

The applicability of our framework with other NC architectures: We

have implemented the PACE logic as part of the NCRAWL software platform [58]. We use

NCRAWL given its lightweight implementation and its ability to efficiently support multi-

rate experiments. Clearly, certain NC related choices of other platforms, such as COPE
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[139], are compatible with our scheme. For example, the decision on which packets are

to be encoded together and when, generally depends on the relay configuration; it could

also depend on other factors, such as the traffic profiles and network policies. Since such

decisions are orthogonal to our study and we simply adopt the same assumptions for such

procedures from prior NC frameworks such as COPE; for example, we use a fixed pre-

configured value for a timer upon the expiration of which, temporarily stored packets are

examined, de-queued and coded together to form encoded packets at the relay. Since PACE

is independent of these procedures, it is directly applicable with other NC architectures and

solutions [139, 89, 206].

Multiple Relays (M): Solving the problem for M multiple relays (simultane-

ously setting a set of sources to a set of destinations) is challenging for the following reasons;

(1) If each of the M relays transmits information without coordination, it could lead to

wasteful transmissions (more like a broadcast). (2) If the source has to choose among the

M relays (to choose a single relay), a new design that accounts for factors such as the load

on each relay, will be necessary. (3) If instead, the relays were to coordinate of themselves,

the coordination across relays to maximize coding opportunities requires communications

between relays and thus, incurs overhead. The overhead versus trade-off benefits need to be

studied. In all of the above cases, we believe that a different and more complicated system

design is needed. Specifically, if one is not careful, there may be delays incurred in sending

encoded packets, due to channel occupancy for control information exchange as mentioned

above.
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2.7 Conclusions

In this paper, we argue that when NC is applied in a careless manner, it may

cause significant throughput degradation in multi-rate environments. In many cases, a

traditional store-and-forward approach may be preferable to NC. Via extensive experiments

and an analysis, we characterize the regimes where NC offers throughput benefits and those

where it does not. This study allows us to formulate a set of guidelines regarding when NC

should be applied. Based on these guidelines and our analytical model, we design PACE,

a policy-aware coding enforcement logic, which allows a router to switch between NC and

store-and-forward modes depending on the link qualities. We evaluate PACE both on a

simple prototype testbed and via extensive simulations. Our evaluations show that PACE

could potentially offer network-wide throughput improvements of up to 350% as compared

to a fixed rate NC policy that is blindly applied.
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Chapter 3

Effective Power Line Networking

in Multi-flow Environments

3.1 Introduction

Power line communications are attractive for providing backhaul Internet con-

nectivity in settings without an in-built network infrastructure, especially in third world

countries. Several retail segments such as healthcare, industrial automation and warehous-

ing, are increasingly relying on Internet connectivity [188], [181] and in many such segments,

deploying an Ethernet backhaul from scratch may not be cost effective. Furthermore, in

many such applications, there is a large amount of local, peer to peer data transfers that are

required (e.g., health records between medical devices and IT servers and remote patient

monitoring feeds in hospitals, video surveillance data between cameras and storage servers

in retail warehouses) for which, PLC can be attractive.
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PLC research is yet to mature: While PLC commercial adapters are now

available for home applications [8], they primarily target low throughput unsaturated traffic

flows. The viability of using PLC as an alternative for delivering Ethernet like throughputs

in multi-flow settings has received little attention. Recently, there has been some work done

on understanding the efficacy of the 1901 MAC (Medium Access Control) protocol, which is

the basis for access control in commercial PLC adapters [250, 251, 253]. These efforts show-

case the short comings of 1901 and suggest the tuning of a few protocol parameters towards

improving its efficiency. However, tuning of such parameters on commercial adapters is not

viable today. Moreover, 1901 has other performance issues that we showcase later. Thus,

we ask the question ”How can we achieve high stable throughputs with PLC in multi-flow

settings in a completely standards agnostic manner?”

Challenges: There are three main challenges that we will need to overcome to

answer the above question. First, the topology of a PLC network is often unknown since it

is hidden behind walls and the connectivity is typically established without communications

in mind; in fact, nodes that are geographically close are not necessarily direct neighbors. The

network structure dictates which transmissions interfere with each other. While the 1901

MAC resolves this issue to some extent, it can lead to poor throughput as well as unfairness

in many cases. To drastically reduce the ill effects of interference, an understanding of

the network topology needs to be derived. Second, the quality of the PLC channel is time

varying. The impedance loads on the PLC lines vary as electrical devices that are plugged in,

and are turned ON or OFF. This causes the throughputs on certain links to either degrade

or improve, thereby causing dynamics in the network topology. The time scales of these
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dynamics will influence the solutions that one can deploy for effective management of flows.

As shown later, the 1901 MAC does not account for these variations and this contributes

to its inefficiency. The third related challenge is to resolve the first two challenges in a

standards-agnostic way. This requires lightweight solutions above the MAC layer that are

sufficiently adaptive so as to cope with the PLC channel dynamics.

Contributions: (1) Towards addressing the above challenges, we undertake an

extensive application (flow) level measurement study. While our study leads to many in-

teresting observations, two are especially noteworthy. First, the study shows that flows

do indeed interact in a PLC network in unpredictable ways. Some flows can co-exist si-

multaneously, and their joint activation can yield significant throughput gains compared to

when they are activated in isolation. However, in other cases, joint activation of flows can

hurt the throughput compared to when they are sequentially activated. Second, the study

suggests that the PLC channel is quasi-stationary. This is an artifact of these variations

arising from electrical devices being turned on/off, which does not happen at very fine time

scales and all that often.

(2) Based on the understanding gained from the above study, we design BOLT, a

flexible framework that appropriately configures the PLC network to derive high through-

puts while adhering to whatever fairness constraints are desired. Towards this, BOLT does

the following:

• Determining flow interactions via calibration measurements can be expensive; if done

naively it can result in an exponential number of measurements. BOLT imposes a logical

structure on the PLC network using which, it is able to drastically reduce the number
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of such measurements needed for flow management (now polynomial with respect to the

number of nodes in the network).

• BOLT leverages the quasi-stationarity of the PLC channel to intelligently apply machine

learning (ML) classifiers to determine flows that can be simultaneously active, and their

potential throughputs. The approach (i) has high accuracy with small amounts of training

data and (ii) is resistant to noise from the plugging in of electrical devices.

• Finally, based on the above estimation, BOLT aggressively reuses the available channel

capacity by scheduling as many simultaneous flows as possible (at the granularity of time

epochs) while adhering to desired fairness constraints. This scheduling is done at the

application layer and the goal is to limit the level of contention that has to be handled

by the 1901 MAC. This will reduce collisions due to hidden terminals or unnecessary

backoffs, both of which if not dealt with, lead to loss in throughput and unfairness.

(3) We extensively evaluate BOLT on three different testbeds to show that it pro-

vides several fold throughput improvements (1.5x - 8.5x) over the state of the art solutions

(including those in current day adapters), while remaining standards-agnostic. Further, we

show that the algorithms within BOLT strike a good balance between performance and

complexity.

3.2 Background and Related Work

In this section, we first provide relevant background on PLC. Subsequently we

discuss related studies.

PLC Channel: PLC operates in the 1.6 and 86 MHz bands. Its channel [108]
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is similar to the wireless channel: (a) the signal is attenuated due to cable losses and,

(b) multipath propagation occurs due to cable branching and unmatched line ends. The

multipath reflections depend on the electrical devices hooked on to the network and their

impedance. Studies such as [276] and [151] have built channel models for indoor PLC.

However, they do not measure or characterize the properties of interest such as (i) the

interactions between flows in terms of simultaneous activation and (ii) the time scales of

throughput variations due to channel dynamics.

PLC Adapters: Today’s popular PLC adapters are Homeplug AV1, Homeplug

AV2 and HomePlug GreenPHY [8]. Using 1155 OFDM subcarriers and turbo codes, AV1

operates nearly at the theoretical maximum rate (ranges from 14 to 200 Mbps). AV2 uses

an additional bandwidth from 30-86 MHz and a MIMO like PHY to achieve data rates of

up to 1.5 Gbps. The MAC protocols used in these adapters, are variants of 1901 which in

turn is based on CSMA/CA [252]. Typically, each PLC network has a central controller

that helps impose a time-slot structure to facilitate the use of 1901.

Related Work: The work in [252] models CSMA/CA for PLC. In [124], the

authors perform limited experiments to gather some insights on the throughput of UDP

and TCP over a PLC network. The authors in [182], try to characterize the end to end

throughput over PLC. They conducted a study on PLC RTT across various traffic types.

In [269] the authors use PLC to provide synchronization capabilities for wireless networks.

These limited efforts however, have not explored multi-flow environments or mechanisms to

improve the PLC system performance.

There is recent work on analyzing the throughput performance of the PLC MAC
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protocol (based on IEEE 1901) [253, 251, 250]. The authors show that collisions and

unnecessary backoffs are worse with 1901 as compared to 802.11 [250]; this is because (i)

of the large slot duration and (ii) nodes increase their backoff times when they sense the

channel to be busy (unlike in 802.11), with 1901. The authors argue that by tuning certain

back-off parameters, the throughput of 1901 can be maximized. However, setting these

parameters in commercial devices with no access to the firmware is difficult. Furthermore,

the analysis does not take into account the loss in performance due to dynamics of plugged

in electrical devices. Our goal is to design and develop an adaptive framework that allows

flexibility in such scenarios, and reduces MAC contention, by imposing a schedule at a

higher layer.

Note that while techniques from wireless (PHY, MAC) measurement studies (eg.

[210]) can be borrowed and applied in the PLC context, this would (i) require support from

the PLC adapters (not available today) and (ii) more importantly, result in changes to the

access protocol (the 1901 standard) to address the previously mentioned issues.

3.3 Understanding PLC

To understand the factors that influence PLC throughputs, we undertake an ex-

tensive measurement study with commercial PLC adapters in a multi-flow environment.

Our goal is not to characterize the PLC channel from the physical layer perspective as

in prior efforts, but to understand how channel dynamics and flow interactions influence

throughputs from an application layer perspective. Our measurements are at the granu-

larity of flows; flows are from a source to a destination and could potentially encounter
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multiple power outlets en route. Flow contention is handled by the MAC protocol (1901

based) in all of the experiments reported here.
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Figure 3.1: Illustration of a PLC topology.

We perform experiments on three different testbeds. The first is at an enterprise

office setting (ENT), the second is at a university lab (UNI testbed), and the third is in

a residence (house). Details of the testbed setups are in Section 5.7. We employ PLC

adapters from multiple vendors for diversity.
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Figure 3.2: Impact of electric apparatuses.
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Figure 3.3: Controlled Topology

Mircowave OFF Mircowave ON

Isolation Contention Isolation Contention

τl1 95 85 29 29

τl2 96 75 92 63

Table 3.1: Variation in throughput due to connecting and disconnecting devices at outlet

U.

How do electrical appliances affect the throughput of a PLC network?:

Switching on electric apparatus (plugged into power outlets in the PLC network) injects

noise onto the channel [213], which degrades the throughput. Towards quantifying the

performance degradation due to plugged in electrical devices, we first perform a controlled

experiment where we vary the number of electrical devices that interfere with PLC trans-

missions. In Fig. 3.2, we plot the throughput of a flow in the presence (or absence) of

different apparatuses. The distance between the source and destination was ≈ 2 m. The

electric apparatus (fluorescent lamps, Dell laptops, small microwave ovens, printer) are

connected to a power outlet that is 80 cm from the destination power outlet. Using iperf

[22], a UDP flow was generated between the source and the destination. It is hard to a

priori know the capacity of links in a PLC network; wire material and age will dictate the
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Figure 3.4: Dynamics over hours.
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Figure 3.5: Dynamics over minutes.

maximum throughput of a line. Thus, we start with a relatively high UDP flow rate (500

Mbps) and gradually reduce the rate until we observe no losses (this is the estimated line

capacity). The results are averaged over 20 runs, each lasting 60 seconds. As seen from

the figure, lightweight devices such as fluorescent lamps or laptops do not inject much noise

and thus, barely hurt the throughput. However, microwave ovens or printers (HP LaserJet

4200 in our study) are heavyweight in terms of the noise they inject and significantly hurt

the throughput. It is interesting that as the number of devices of a certain type increase,
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the throughput degradation appears to be linear; thus, after an initial calibration phase,

the impact of additional devices (of the same type) can be empirically estimated (although

we do not use this property explicitly in BOLT). The key takeaway here is, the fact that

different brands/types of electric apparatuses project different levels of noise (based on their

electric load), makes it challenging to predict the throughput of a flow.

Microscopic study: Towards understanding the impact of electrical appliances on

1901, we construct a controlled topology with five power outlets as shown in Fig. 3.3 in a
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residency; sources A and C, and destinations B and D, are connected via AV2 adapters to

the outlets as shown. Power outlet U is unused in one set of experiments (setup 1); in a

second set of experiments (setup 2), an active microwave oven (power 650 watts) is plugged

into U (similar effects were seen with our HP LaserJet 4200 printer but the results are not

shown because of space constraints). The results from the experiments are tabulated in

Table 3.1. The average throughputs of the flows from A to B and from C to D in isolation

are 95 Mbps and 96 Mbps, respectively in setup 1. In setup 2, they are 30 Mbps and 92 Mbps

respectively. It is evident that the flow from A to B is significantly affected by the microwave

oven, but not the one from C to D. When the two flows are activated simultaneously in

setup 1, the throughputs achieved by the flow from A to B and that from C to D, are 85

Mbps and 78 Mbps, respectively; notice that the 1901 MAC decreases the throughputs of

the individual flows, but provides some semblance of fairness. The overall throughput is

higher and thus, this may be desirable. However, with setup 2, while the throughput of the

flow from A to B remains almost unchanged compared to isolated operations (29 Mbps), the

flow from C to D takes a significant hit (throughput drops to 63 Mbps) during concurrent

operation. Thus, even though the microwave by itself does not influence the latter flow, the

interactions with the flow that is affected degrades its performance when 1901 is used (the

two flows share the capacity and the flow affected by noise eats into the capacity of the flow

that is relatively unaffected). Specifically, if the poor quality flow accesses the channel, it

can cause the good quality flow to repeatedly back off. The overall throughput is still higher

than if the flows were sequentially activated but this may not always be the case (as seen

in later experiments in uncontrolled settings). Thus, there is a need to account for these
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interactions, and depending on whether the throughput increases or decreases, switch from

concurrent activity to sequential activity or vice versa when electrical devices are turned

ON/OFF.

How can one expect the throughput on a PLC channel to change with

time?: Figs. 3.4-3.6 presents the dynamics in the throughput measured over different

time scales in various settings. The data is from 150 to 250 arbitrarily chosen flows in three

different environments (other flows exhibited similar behaviors): ENT offices, ENT cafeteria

and a UNI laboratory. In Fig 3.4, we show the average throughput of the considered flows

over hours. The noise due to devices in ENT offices is extremely low compared to that

in the other cases; this is because the electrical equipment here mostly consists of lamps

and laptops. In the cafeteria, the throughput is generally lower due to more heavyweight

appliances (e.g., refrigerator) but is generally steady. However, a throughput degradation is

noticed (Fig. 3.4) due to the usage of devices such as the microwave oven, coffee maker, etc.

during the lunch period. The throughput in the UNI lab is again lower compared to the

ENT offices due to the presence of devices such as printers and heavy duty servers which

are typically on. After about 11:00 am, when students start using their research equipment

(e.g., switch on their desktop machines or other servers) a throughput degradation is seen.

A minute-by-minute depiction of channel fluctuations during the lunch period at

the ENT cafeteria (12:00 - 1:00 pm) is shown in Fig. 3.5. We see that while the average

throughput is similar to that in a relatively static setting (UNI lab), operation of electric

apparatus can cause significant variations in noise and therefore the achieved throughput,
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Figure 3.9: Contention hurts throughput.

at these short time scales (order of minutes). Our experiments did not reveal any variations

at even finer time scales (seconds or milliseconds). We conclude that in general, the PLC

channel experiences only slow fading and is quasi-stationary in nature unlike wireless (with

fast fading); however, it can exhibit large variations in short time scales (order of minutes)

in dynamic environments during certain times of the day.

Does proximity between the transceiver pair imply high throughput?:

Next, we measure the throughputs between all possible pairs from our 16 node UNI testbed.
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Figure 3.10: The effect of different adapters brand on the average

achievable throughput.

We measure the geographical distance between a pair of outlets, and the throughput between

the outlets in isolation. We classify the throughputs into two categories: HIGH if it is

> 80Mbps, and LOW otherwise (the line capacity was ≈ 130 Mbps). From Fig. 3.7 we

see that proximity does not always translate to a high throughput. More importantly even

distant nodes could enjoy high throughputs (e.g., when they are more than 6 or even 12

meters apart). This demonstrates that one cannot determine which transceiver pairs are

likely to be adjacent in the network topology just based on geographical proximity (e.g.,

as will be the case in wireless). Note that wiring diagrams of buildings do not reflect the

actual electric connectivity because of: (i) connecting different apparatuses changes the

actual electric load (ii) repairs and updates of the electrical wiring constantly change the

wiring diagram.

Do flow interactions increase or decrease throughputs with 1901 ? We

consider our ENT setup with interacting regions, shown in Fig. 3.1. It is obvious that flows

that are logically separated in the PLC network (don’t interact) can be simultaneously
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Individual Throughput
f1 f2 f3

291 95.6 236

f̃1 f̃2 f̃3

42.9 11.8 11.3

LZF (pairwise)
f1 f2 f3

f1 NA 379 331

f2 379 NA 221

f3 331 221 NA

CZF (pairwise)

f̃1 f̃2 f̃3

f̃1 NA 30.9 18.39

f̃2 30.9 NA 11.6

f̃3 18.39 11.6 NA

Table 3.2: Throughputs (Mbps) for Fig. 3.1.

active (in fact, 1901 does take care of this). The scenarios of interest to us are smaller

constrained areas, where flows interact at the MAC layer. We examine if 1901 effectively

handles contention in such cases.

We concurrently establish (i) two (ii) three and (iii) four randomly chosen sets (S)

of flows (200 sets in each case) and examine the aggregate throughputs that are achieved.

For the concurrently chosen flows, the transmitters and the receivers are distinct. We only

establish flows between transceiver pairs that can directly receive signals from each other.

The aggregate throughput of each set of flows is averaged over 10 runs, each lasting for 30

seconds. All packet sizes are equal to 1480 bytes. Fig. 3.8 shows the CDF of the aggregate

throughput gain of operating the set S of flows concurrently relative to the sum of their

individual average throughputs i.e., τS

(
∑
i∈S τi
|S| )

, where τi is the throughput of flow i when

operated in isolation and τS is the aggregate throughput when the flows in set S operate

concurrently. We make many interesting observations: (i) Operating three flows provides

a marginal throughput gain of about 8% in only 10% of the scenarios. More importantly,

invoking three or more flows concurrently almost always leads to a loss in throughput (gain
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< 1) compared to invoking the flows in isolation. Note that this will be the case with

current PLC solutions, where there is no flow regulation at the application/network layer

and 1901 arbitrates channel access. (ii) Operating a pair of flows leads to a throughput

gain in 60% of the cases, with 40% of the cases yielding over 25% gain and 10% of the cases

even yielding over 50% gain. (iii) At the same time, even with pairs of flows, there are

several instances (40% of the cases), where operating the flows in isolation is better. These

trends are consistent across different PLC networks that we consider (UNI and ENT) and

also across different adapters (results omitted due to space constraints).

Achieving spatial reuse while avoiding pitfalls of contention: The higher aggregate

throughput from operating pairs of flows concurrently indicates that there is room for spatial

reuse in PLC contention domains (similar to wireless). However, with an increased number

of flows (≥ 3), this opportunity disappears. Note that the 1901 MAC uses a 2-level backoff

scheme and larger slot times, and these contribute to inefficiency in its contention process;

the impact is exacerbated with an increasing number of flows. This was analyzed in depth

by [250]. Another potential cause for the throughput degradation with increasing number of

simultaneous flows is hidden terminals; here, two transmitters who cannot hear each other,

transmit simultaneously to cause collisions at a receiver. Unlike in a wireless setting (e.g.,

WLAN) where hidden terminals are often in the proximity of each other, they could be

at arbitrary unknown locations in the PLC topology. To illustrate the ill effects of hidden

terminals, we form a line topology of four nodes. We choose a fixed flow (from node 1 to

2), and initiate a second flow (from node 3 to 4) concurrently; the second flow may contend

with the first flow, and depending on the relative positions of the transceivers may project
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a hidden terminal. From Fig. 3.9, we see that in ≈ 42 % of the cases, the throughput

degrades significantly (by 80 Mbps) and largely results from hidden terminals (owing to the

topology). In summary, opportunities exist for spatial reuse but concurrent flows must be

carefully orchestrated to avoid throughput degradations.

Impact of Adapter Diversity: To ensure the generality of our observations, we ex-

periment with commercial PLC adapters two different brands: TRENDnet (TPL-401E2K)

and Linksys (PLEK500). Both adapters are IEEE 1901 compliant. In addition, we also

investigated the impact of compatibility issues between adapters of the two brands on PLC

performance. TRENDnet is based on Homeplug AV1 specification, while Linksys is based

on Homeplug AV2 that offers higher peak data rates. We found both these adapters to

perform consistently with the previously discussed results. However, the individual and

aggregate throughput values vary across brands. There is no single adapter that performs

the best in all scenarios. We found Linksys to achieve higher throughput in most scenarios.

However, when the packet error rate was high, TRENDnet’s throughput was higher. Fig.

3.10 shows that Linksys does better or equal to TRENDnet for high-quality links (> 50

Mbps) while TRENDnet’s performance is better in low-quality links. When both TREND-

net and Linksys adapters are jointly used for a flow, we found no compatibility issues (as

dictated by their specifications). However, their achievable throughput is governed by the

minimum of the achievable throughput of both adapters (governed by their specifications).

For instance, for high-quality links, the achievable throughput is limited to that provided

by TRENDnet. Since it is hard to determine vendor-specific information with regards to

adapters, these studies suggest that a measurement based learning approach is probably
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best when trying to manage flows within a PLC network.

3.4 Zoning the PLC network

For ease of management, we subdivide the PLC network into what we call zones.

A zone is similar to a contention domain in a wireless network, but as viewed at a higher

layer; transceiver pairs with common nodes, that can sustain high throughputs belong to

the same zone. If flows in two zones do not interfere with each other, then the zones can

simultaneously carry flows with 1901. However, if they interfere with each other, then the

arbitration of channel access across the two zones is currently handled by 1901. In the

following we consider such coupled zones and show that spatial reuse could be possible in

such zones as well.

Zones: We define a flow, fij as a stream of application packets that originates

from a sender, i, towards a destination, j. A zone, Z, is defined as a subset of nodes, n ⊆ N ,

such that the average throughput, τ , between its members is ≥ α. Therefore, a node, i ∈ Z

iff τij ≥ α, ∀j ∈ Z (j 6= i). We say that two zones (Z1,Z2) are loosely coupled (LC) if there

are no common nodes between them and the throughput between any node in the first zone

and any node in the second zone is less than a threshold, η, i.e. τij ≤ η, ∀i ∈ Z1, j ∈ Z2

(0 < η << α). Loose coupling implies that flows that are fully contained within the two LC

zones, do not strongly influence each other and can probably be active simultaneously to

provide spatial reuse. In contrast, if τij > η, we say that zones i and j are strongly coupled

(SC) or just coupled.

Zones can capture the throughput influence flows have on each other based on their
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mutual contention/ interaction on the physical medium. While we discuss how to create

and maintain zones (Section 3.5) and choose α (Section 5.7) later, we reiterate here that

a simple clustering of nodes based on proximity to form zones, is inappropriate as shown

earlier.

Classifying flows: Given the zones, the PLC flows can be classified into two

categories: local zone (LZF) and cross zone flows (CZF). A flow is local if both the source

and sink nodes belong to the same zone, while a flow is considered a CZF, if the source

and sink nodes belong to different zones. In Fig. 3.1 (our ENT testbed) each region (see

dashed lines) corresponds to a zone. The throughputs obtained by various flows within and

across zones is presented in Table 3.2. we see that LZFs tend to exhibit higher throughputs

than CZFs. When two flows minimally impact each other, we call them disjoint flows.

Disjoint flows can be invoked concurrently (reuse) to yield higher aggregate throughput

than the average of the individual flows (as seen in Table 3.2). For example, if f1 and

f3 are concurrently active they yield an average throughput of 331 Mbps as opposed to

263.5 Mbps when they were sequentially invoked. However, this is not the case for non-

disjoint (coupled) flows; for example, concurrent invocation of f̃1 and f̃3 (Table 3.2) yields

an average throughput of 18.39 Mbps which is lower than the 27.1 Mbps that is achieved if

they are activated sequentially. We point out here that the automated formation of zones

and identifying disjoint flows is non-trivial (we do this with BOLT next).
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3.5 BOLT: System Design

In this section, we describe BOLT and its component functions. BOLT orches-

trates an appropriately chosen set of concurrent flows within a single PLC network (at the

granularity of time epochs) to enable high throughput. It overcomes the negative effects

that arise with 1901 based MAC protocols during periods of high contention (as discussed

earlier), by controlling the flows that are simultaneously active. In brief, BOLT leverages

the concept of zones, and tries to aggressively activate disjoint flows together, while sepa-

rating strongly coupled flows in time. It is flexible and can incorporate any desired fairness

requirement. It is also adaptive to the restructuring of the PLC topology due to electrical

devices being turned ON/OFF. It sits at the application layer and is standards agnostic

i.e., works with any off-the-shelf PLC adapters; thus, it is readily deployable today.

Challenges: Building BOLT in practice has a number of associated challenges.

Specifically: (i) How do we form zones? Ideally, the zones should include all the nodes

that satisfy the requirements defined earlier (throughput between each pair within a zone

should be ≥ α). However, in practice, forming ideal zones may be hard and the overhead

for doing so may be prohibitive. (ii) How do we determine which flows can be activated

simultaneously, and which ones should be isolated from each other ? We need to do this

with a small set of training measurements. In addition, the measurements could be noisy

Measure 
throughputs 
across links: 
Identify zones 

Novel 
Classification 

and prediction: 
tailored for PLC

Intelligent 
scheduling to 

maximize 
spatial reuse

Figure 3.11: High Level Operational View of BOLT
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due to switching on/off of electrical apparatuses interim. (iii) Given the flows that can

concurrently be activated, how do we optimally schedule them to maximize spatial reuse ?

(iv) How do we handle the dynamics of the PLC channel?

3.5.1 Overview

BOLT is built with the above challenges in mind. The quasi-stationary nature

of the PLC channel allows BOLT to adopt a learning approach to accurately predict the

throughput due to interactions between pairs1 of contending flows with a small set of training

measurements. It then efficiently schedules multiple application layer flows in real-time

towards achieving very high spatial reuse. BOLT is primarily implemented at a central

coordinator (CC), which is essentially one of the PLC nodes. BOLT’s operations consist of

the following (continuously executing) phases (see Fig.3.11):

(1) Training phase: The CC collects individual flow measurements and uses

them to construct zones efficiently. This allows the CC to later determine a set of disjoint

flows that can be active simultaneously across loosely coupled zones. Subsequently, an

additional small set of real-time throughput measurements are performed on pairs of flows

between nodes chosen from pairs of strongly coupled zones. These measurements are then

input to the next phase to determine which flows in SC zones can also be concurrently

activated.

(2) Contention inference phase: Using the measurements from the training

phase, features that capture flow interactions are intelligently identified. Subsequently an

1Based on our measurement study, we do not consider combinations beyond flow pairs in SC zones (as
they degrade performance).
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appropriate set of machine learning classifiers are used to accurately (i) classify flow pairs

into those that yield a higher aggregate throughput during concurrent operation (termed

reuse-friendly) and those that do not, and (ii) predict the resulting aggregate throughput

for flow pairs that are reuse-friendly.

(3) Scheduling phase: Next, BOLT invokes an efficient, yet flexible, scheduling

algorithm at the CC to determine the set of application flows that should operate concur-

rently at the granularity of time epochs. The goal of the scheduler is to maximize reuse in

the PLC network, while at the same time, ensuring fairness between flows (across epochs).

The schedule is disseminated to the relevant PLC nodes using the same PLC channel or a

side-channel.

Handling Dynamics: The addition or removal of new users or electrical appliances

or changes in the flow throughput, impact zone construction. This information is fed back

to the CC in BOLT every epoch (Te); in response, CC implements scheduling changes.

However, the flow configurations (classification and prediction) themselves are updated at

coarse time scales of tens of seconds or minutes (Tc); this is sufficient to handle the dynamics

in the PLC channel.

3.5.2 Measurements to train BOLT

The first phase of BOLT involves performing a small set of measurements. The

measurements serve two purposes: (a) identifying zones and (b) capturing flow interactions.

Identifying Zones in the PLC Network: Using the notion of zones reduces

overhead by restricting flow interaction measurements (needed for training). It also helps

readily identify opportunities for reuse (disjoint flows). Recall that zones consist of a group
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of nodes such that the throughputs achieved between any pair within the group is higher

than a threshold. This threshold, α, implicitly dictates how large the zones will be. Ide-

ally, given a value of α, the zones should correspond to the largest cliques such that the

throughput between the members of each clique is > α. This reduces the number of zones

formed and the consequent flow interaction measurements. Towards determining the zones,

based on the measurements, the central controller forms a graph G = (V,E) with all the

nodes in the vertex set V ; an edge exists between two nodes if the flow between them yields

a throughput ≥ α. Now, the goal is to find the minimum set of cliques that will cover all

nodes; this will ensure that the largest cliques are classified as zones. Unfortunately, this

maps to the NP-hard, vertex clique cover problem, whose goal is to find the minimum set of

cliques that cover all the vertices in a graph. Thus, we leverage a well-known lemma [258]

to design a simple, greedy algorithm for zone construction that yields good performance in

practice.

Lemma 1 The chromatic number of a graph is equal to the minimum number of co-cliques

(cliques in the complement graph) needed to cover the vertices of the graph.

The chromatic number refers to the minimum number of colors needed to color a graph.

Using the above lemma, we first construct the complement of graph G, namely G′. Then we

color the vertices of G′. Now, vertices (nodes) belonging to the same color in G′ form a single

zone (clique) in the original graph G. Thus, we will have as many zones in G as the number

of colors needed to color G′. However, graph coloring is itself a hard problem. Hence, we

employ the popular greedy algorithm (Welsh-Powell algorithm) for coloring, which at each

iteration, picks the vertex (among un-colored vertices) with the highest degree and assigns
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it the smallest color (number) that is not used by any of its neighbors. This algorithm is

known to use at most maxi{min{δi + 1, i}} colors, where δi is the degree of node i in the

graph (nodes are ordered based on their degree) [257]. Thus, the algorithm uses at most

∆ + 1 colors (∆ being the maximum degree in G′) and hence constructs at most ∆ + 1

zones. Unless the concerned graph exhibits certain structure (e.g., chordal graphs), it is

hard to provide good worst case guarantees for coloring and hence clique cover problems.

However, we show the effectiveness of our algorithm in practice, in Section 5.7.

All the nodes measure the link throughputs (every TC seconds unless significant

flow througphut changes are perceived) to their neighbors (the nodes with which they

can communicate) and send this information to the CC. Given this set of individual flow

measurements, the CC simply executes Algorithm 2 for determining the zones.

Algorithm 2 Zone Construction

Input: G = (V,N)

Output: ~Z set of zones Initialization: G′ = Complement(G) U = V ′ uncolored vertices. C = φ Colored

Vertices C = φ set of colors

while U 6= φ do

v = HighestV alence(U) Color(v) C ← UpdateColorSet(C,v) U ← U − v C ← C ∪ v

end

for ∀c ∈ C do

Zc = φ for ∀v ∈ C c = Color(v) do

Zc ← Zc ∪ v

end

end

Measurement of Flow Interactions: In a very naive case, if one were to con-
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sider all combinations of flows to determine whether or not they yield a throughput gain

when jointly activated, one would end up with an exponential number of possibilities. By

only considering pairs of flows (as guided by our measurement study) we drastically reduce

this requirement. In this case, if there are N nodes,
(
N
4

)
· 3 = O(N4) measurements are

needed with a brute force approach; this is because one can select four nodes to establish

a pair of flows (3 distinct flow pairs for every 4 nodes). The approach would still incur

significant overhead as these measurements might need to be performed every Tc, and N

can be large.

In BOLT, interactions between flows are measured only across pairs of proactively

formed zones. This results in a total of
(
Z
2

)
·
( 2N
Z
4

)
· 3, which in turn translates to O(N

4

Z2 )

measurements; here, Z is the number of zones and nodes are assumed to be uniformly

distributed across the zones for simplicity, i.e., N
Z per zone). The reduction comes from

restricting flow pair measurements to only pairs of zones (flow pairs, whose four end points

are such that they belong to more than two, i.e., 3 or 4 zones, are not measured). Further,

even for each pair of zones, not all flow pairs (involving both local and cross flows) in the two

zones are measured. Only a fraction x of the net flow pairs, i.e.
( 2N
Z
4

)
·3x in the two zones are

picked randomly and measured; this is then used to construct the flow interaction models

(explained in Section 3.5.3). The latter is in turn used to predict interactions between other

flow pairs (spanning more than 2 zones) that were not measured. Our experiments reveal

that the appropriate construction of zones (with larger size), allows x to be as low as 0.1

(10%), while still yielding good prediction accuracy.
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3.5.3 Flow Contention Inference

At the end of the measurement phase, the CC can determine the LC and SC zones.

Conceivably, links in the LC zones can be concurrently activated to increase spatial reuse.

The challenge is to determine which links can be concurrently activated within and across

SC zones to further increase spatial reuse. We discuss our approach for addressing this

challenge in this section (our approach identifies spatial reuse opportunities across both LC

and SC zones).

The quasi-stationary property of the PLC channel motivates the use of machine

learning (ML) to learn and predict the impact of flow interactions. Our approach consists

of a classification and, a prediction stage. The classification stage determines whether

the aggregate throughput from concurrently running a pair of flows exceeds the average

throughput over running the flows in isolation. The prediction stage estimates the aggregate

throughput of a pair of flows activated concurrently, using training data. The two stages are

based on classifier and prediction models used in ML; BOLT includes a feedback mechanism

that recalibrates these models every Tc to adapt to channel variations.

Classification: Towards identifying flows that can be concurrently activated, we

first identify a set of features that capture interactions between the transceiver pairs of the

flows. Then, we intelligently use a set of classification models that take these features as

inputs and determine if the flow pairs are amenable to concurrent activation.

What features to use?: Whether or not two transceiver pairs (flows) can simultane-

ously communicate depends on the interactions between them (carrier sensing, interference,

noise etc. affect these interactions). We consider interactions (i.e., throughput) between all
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possible combinations (i.e., every pair from the four nodes making up the two flows) as the

basis feature set. Next, we reduce this basis feature set towards making the process faster

and more accurate. This reduction is based on well-known ML techniques (dimensionality

reduction). We consistently see that two of these features get eliminated in our experiments.

Specifically, this reduction is a direct artifact of zoning; since the flow pairs we consider are

between pairs of zones, the interactions between a transmitter and an unintended receiver

can be derived based on the interactions between the two transmitters, the two receivers,

and between the legitimate transmitter-receiver pairs. We do not elaborate on this here due

to space constraints, but one can easily construct toy examples to see why this is the case.

The classification algorithm takes the reduced set of feature values and maps them

onto two clusters (one for concurrent, one for isolated). Different classification algorithms

have their pros and cons (based on the ways in which the clusters are formed). Although the

PLC environment is relatively stable, there could be noise in the training set from electrical

devices being turned ON/OFF. Thus, the classifier needs to be noise resistant. As a design

goal, we seek to make sure that the training data for classification is not large (and yet

achieve good accuracy). Finally, we want the approaches to be simple and efficient (fast).

Given the above objectives, we intelligently combine three classifiers to achieve

very high accuracy. Our approach, shown in Fig. 3.12, first combines the outputs of two

well known, simple classification techniques viz., Classification Trees (CT) and TreeBagger

(TB).If the outputs of CT and TB differ (i.e., one suggests concurrent operations while the

other contradicts), we choose a third approach namely, the nearest neighbor classifier (NN)

to resolve the conflict. A description of these classification techniques can be found in [259].
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Figure 3.12: Classification Process Overview

The rationale for our approach is as follows. CT does not require a large training

set but is sensitive to noise. The quasi-stationarity ensures low noise most of the time;

however, plugging in devices causes noise which may cause CT to underperform. Thus,

while CT is generally usable, it needs to be supplemented to deal with the noisy cases.

TB uses innovative ordering to reduce impact of noise; however, the ordering inherently

introduces a sampling bias (meaning some clusters may have a better chance of being

picked). To reduce bias a larger training set may be needed. Thus, while it eliminates the

issue with CT, it brings up a new problem. Thus we combine CT and TB and if they yield

the same output decision, we can be relatively confident that the decision is the right one.

If however, their outputs contradict, we go with a third classier for resolution. Here we

choose a very popular generic classifier, viz., NN. NN offers lower accuracy than CT and

TB (hence it was not chosen in the beginning) with small amounts of training data, but is

not sensitive to noise and does not introduce sampling biases. We could have used multiple

classifiers and used a majority vote at this stage, but prefer the simpler approach of just

using NN since it offers high enough accuracy with low complexity.

Prediction of aggregate throughput : Finally, BOLT seeks to estimate the

potential aggregate throughput for a given pair of flows that are activated concurrently

(along with the individual contribution of the flows in the pair); this prediction is later
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used when scheduling flows. We use boosting tree (BT) [117] as a regression approach for

prediction. Our choice is motivated by the fact that BT is an ensemble method that fits

complex non-linear variables (i.e., features) to predict outcomes. In addition to being fast,

BT is resistant to missing data (low amount of training data) and eliminates outliers (due

to noise). BT achieves a high prediction accuracy by adaptively combining multiple binary

trees [117].

3.5.4 Flow Scheduling

At this stage, the CC knows which flows are reuse-friendly and the throughput

gains from concurrent invocation of such flows. The scheduler then chooses the active

flows at each epoch to maximize the aggregate throughput while meeting desired fairness

constraints. Such scheduling problems are typically cast as utility maximization problems,

as in

Maximize
∑
f∈F

U(τ̄f ) (3.1)

where, τ̄f is the average throughput received by flow f in Tc, and F represents the set

of flows. The choice of the utility function, U(), determines the fairness policy. We im-

pose proportional fairness (U(τ̄f ) = βf log(τ̄f )) [142], but BOLT can support other fairness

policies governed by concave utility functions (e.g., max-min, min potential delay); βf is

the priority weight for a flow (e.g., latency-sensitive flows could have higher priority). The

approach accounts for flow diversity and allocates resources to provide average throughputs

(τ̄f over long-term, Tc) proportional to the flows’ priorities and transmission rates. Solv-

ing the above problem ensures that the aggregate throughput of flows is maximized in a
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proportionally fair manner over time scales of Tc.

Per-epoch Scheduling: It has been shown that finding the optimum solution to

the above problem is equivalent to solving the following per-epoch (Te) scheduling problem

viz., maximizing the aggregate marginal utility in every epoch, i.e., Maximize
∑

f∈F ∆U(τ̄f )

[142, 214]. ∆Uf is the marginal utility received by flow f in the epoch and is given by

∆Uf =
dUf
dTe

=
dUf
dτ̄f
· dτ̄fdTe

=
βf τf
τ̄f

for proportional fairness [214], where τf is the predicted

throughput (transmission rate) for flow f in the current epoch and τ̄f is the long term

average throughput received by the flow f so far. At the end of every epoch t, the average

throughput received by a flow f is updated as,

τ̄f (t)← (1− 1

Te
)τ̄f (t− 1) + (

1

Te
)τf (t) (3.2)

where τf (t) = 0 when flow f is not scheduled. Updating the average throughput through

an exponentially weighted moving average allows for fast adaptation to network dynamics.

By tracking the throughput received by a flow thus far with τ̄f , the scheduler weights the

flow (as 1
τ̄f

) accordingly in the next epoch to ensure fairness at time scales of Tc.

We now focus on the per-epoch scheduling problem, i.e.

MaximizeS
∑
f∈S

βfτf,S
τ̄f

(3.3)

Here, βf and τ̄f essentially serve as constant weights for the flow in the current epoch.

Hence, the optimization is w.r.t. to the flows chosen for schedule (S) in the current epoch;

here, the throughput of a flow (τf,S) chosen in the schedule depends on other flows in the

set S, scheduled concurrently.

Algorithm: We want to select flows and/or flow pairs for each epoch; the selection
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must ensure that the chosen flows do not negatively impact each other. Our scheduling

problem can be cast as a maximum weight independent set (MWIS) problem as follows.

We represent each individual flow (f), as well as each of the reuse-friendly flow pairs (f, g)

as a separate vertex on a graph G, with the weight (wi) of the vertex (i) being the weighted

throughput achieved by the corresponding flow (wi =
βf τf
τ̄f

) or flow pair (wi =
βf τf,fg
τ̄f

+

βgτg,fg
τ̄g

). Here, τf,fg (τg,fg) is the throughput of flow f (g) when flows f and g operate

concurrently. Any two vertices whose mutual flows are not disjoint have an edge between

them in G. If two vertices represent a flow pair each, then each of the flows in one pair

must be disjoint w.r.t. each of the flows in the other pair to avoid an edge in G. Now,

the scheduler seeks to find the subset of flows and flow pairs that are disjoint, for which

the aggregate weighted throughput is the maximum. This essentially reduces to finding

an independent set of vertices (disjoint flows/flow-pairs) on G with maximum weight and

automatically yields the optimum solution to our per-epoch scheduling problem.

However, finding even a maximum independent set or MIS (without weights or

equivalently unit weights) on general graphs is NP-hard. Hence, we use a greedy algorithm

(inspired by those for finding the MIS [258]) that yields efficient performance in practice. At

each iteration, the vertex with the smallest degree is chosen and added to the independent

set and its edges and neighboring vertices are removed. With vertices carrying weights in

our case, we suitably adapt the algorithm to pick the vertex (i∗) that yields the smallest

loss in weighted throughput in each iteration,

i∗ = arg min
i
γi, where γi =

∑
j∈N(i)

wj − wi (3.4)

Note that, when we pick a vertex (flow or flow pair), we eliminate its neighbors from the

81



schedule and hence their weight contributions. Thus, at each iteration, the algorithm strives

to pick the vertex that not only contributes maximum weight by its addition to the schedule

but also minimum loss due to removal of its neighbors. In the end, we are left with a set

of flows and flow pairs that are mutually disjoint and can be scheduled concurrently in the

current epoch to maximize the aggregate weighted throughput. At the end of the epoch,

the average throughputs (τ̄f ) of all the flows are updated based on Equation 3.2, which in

turn affects their corresponding weights
βf
τ̄f

and hence controls the relative flow priorities

(track fairness) for scheduling in the next epoch.

Remarks: When the flow weights are the same, the problem and our algorithm

reduce to that of a MIS and yield a worst case approximation guarantee of ∆+2
3 [111].

Algorithm 3 Scheduling Algorithm (Schedule (~f))

Input: ~f flows to be scheduled and their weights

Output: S the schedule with the maximum weighted throughput

Initialization: Compute loss γi for each vertex i (flow or flow pair) based on its and neighbors’ weights:

A .

while ~f 6= φ do

~fc ← PickSmallestLoss(~f ,A ) ~f ← ~f − ~fc S ← S ∪ ~fc

end

3.5.5 Handling Multi-hop Flows

So far, we discussed single-hop flows, whose end points can directly connect to

each other. It is possible that the end-points of a desired flow may not be directly reachable

from each other; thus, multiple hops are needed to establish connectivity. In other cases,
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a multi-hop path may yield a substantially higher throughput than the single hop path.

BOLT can accommodate such multi-hop scenarios easily with the following extensions.

Identifying multi-hop flows: When a single hop path is not possible for a flow, the

multi-hop path that yields the highest effective throughput for the flow is chosen. It is easy

to see that the effective throughput of a multi-hop flow f with Hf hops is τf = 1∑Hf
h=1

1
τf,h

,

where τf,h is the flow throughput on hop h alone. On the other hand, when multi and

single hop paths are possible for a flow, the multi-hop path yielding the best effective

throughput is first selected and compared against the single hop throughput. Only if the

selected multi-hop throughput exceeds the single hop throughput by a substantial amount

(say 20-30 Mbps), the former is chosen. Otherwise, the single hop path is favored to avoid

increasing contention in the PLC channel (more hop-flows for a single flow) for a marginal

increase in throughput.

Scheduling multi-hop flows: Once the path for the flows are determined, the opti-

mal approach is to address the end-end flow scheduling problem jointly over multiple hops as

in wireless multi-hop networks. However, given the complexity of the associated solutions,

we focus on a light-weight solution that leverages our single-hop scheduling solution from

earlier and extends it to incorporate multi-hop flows in an efficient manner. We do this by

decomposing a multi-hop flow with Hf hops into constituent Hf single hop flows. However,

we weight each of the constituent single-hop flows’ priorities as
βf
Hf

to spread the flow’s

utility across its constituent hops as well as to ensure that multi-hop flows are not un-duely

favored over single-hop flows during contention. An obvious pitfall of this approximation is

that since the various hops of a multi-hop flow are individually scheduled and optimized,
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we might schedule more data on the upstream hops of a flow that do not eventually make

it to the destination and hence throughput/utility of the multi-hop flow. To address this

issue, we incorporate the notion of data buffers during scheduling through two considera-

tions: (i) the transmitter of a hop (h) must not schedule more data than that available in

its data buffer (i.e. received from its immediate upstream hop transmitter and yet to be

scheduled, Bf,h), and (ii) the transmitter on a hop must not schedule more data than what

its receiver can accomodate in its buffer meant for that flow (Bth−Bf,h+1). While the first

consideration accounts for flow conservation, the second consideration employs a maximum

buffer threshold (Bth) at each hop of a multi-hop flow to ensure that a hop does not push

too much data without its immediate downstream hop (h+1) forwarding that data towards

the destination (next hop).

Now, accounting for multi-hop flows, our per-epoch scheduling problem can be

modified as,

MaximizeS
∑
f∈S

Hf∑
h=1

βf min{τf,h, Bf,h, Bth −Bf,h+1}
Hf τ̄f

(3.5)

Bf,h is the buffered data at the transmitter on hop h for flow f that is available for schedule,

while Bth − Bf,h+1 indicates the amount of data that can buffered at the receiver for this

flow. Both these factors limit the amount of throughput that can be scheduled on that

hop in the current epoch. Note that Bf,1 = ∞ and Bf,Hf+1 = 0 for a multi-hop flow and

reduces to the single-hop flow scheduling problem when Hf = 1 for all flows. The scheduling

algorithm itself changes only slightly. In addition to the priority weight updates, whenever

the marginal utility of a flow on a hop is computed, its throughput is limited by the data

buffer available at both the transmitter and receiver on that hop. The rest of the algorithm
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remains the same. At the end of each epoch, the throughput of a multi-hop flow is measured

to be that delivered on the last hop of that flow (τf,Hf ), which is then used to update the

average throughput of that flow (τ̄f ). The data buffers at the transmitter and receiver of

every hop that got scheduled in the epoch are updated for thier respective multi-hop flows.

3.5.6 Discussion:

Our focus in this work is on link-level single-hop flows. The end-points of a desired

flow may not be directly reachable from each other and multiple hops may be needed to

establish connectivity. With BOLT, we maximize the link throughput considering each hop

independently. Maximization of multi-hop path level throughput is approximated by multi

link level single-hop optimization.

If all nodes are unable to reach a single PLC coordinator, the network may be sub-

divided into multiple PLC sub-networks and a coordinator chosen for each. Then, BOLT

will operate (at the coordinator) within each smaller PLC sub-network independently to

allow for scalability. We believe that in large PLC networks, with such a sub-division, a

large fraction of nodes in one PLC sub-network possibly can be made disjoint from those in

the other sub-networks (different parts of an enterprise building). We expect the contention

between nodes at the edge of these sub-networks to be small and handled by the 1901 MAC.

A careful assessment of how to form such sub-networks is left to the future.
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Figure 3.13: UNI Testbed.

Training Size 10% 20% 30% 40% 50%

BC 87(3) 89(2) 88(4) 93(3) 95(2)

TB 86(5) 90(2) 91(3) 94(3) 94(1)

NV 76(14) 74(11) 82(4) 79(7) 80(5)

NN 84(4) 87(2) 89(2) 93(3) 95(2)

SV 83(4) 85(2) 86(3) 87(3) 92(3)

CT 85(5) 87(4) 86(4) 93(3) 94(3)

Table 3.3: Classification accuracy (%): mean (std dev); ENT dataset

Training Size 10% 20% 30% 40% 50%

BC 82(2) 84(2) 85(3) 91(4) 93(1)

TB 80(4) 81(3) 85(4) 90(3) 92(1)

NV 71(14) 69(11) 79(4) 81(4) 79(3)

NN 80(3) 82(1) 83(2) 88(4) 92(3)

SV 79(4) 80(2) 81(3) 82(3) 89(3)

CT 81(3) 83(2) 86(4) 91(4) 92(3)

Table 3.4: Classification accuracy (%): mean (std devn); UNI dataset

Technique UNI Time ENT Time

LL 13 7 12 7

DT 14 6 11 6

BG 16 6 14 6

BT 11 5 10 4

NE 13 20 12 19

LS 17 6 15 6

RV 15 240 11 238

GR 15 10 12 10

VH 14 15 12 14

Table 3.5: Prediction error (%) and training time (msec)
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Figure 3.14: Sub-optimality of BOLT’s zone construction.
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Figure 3.15: Evaluating fairness with BOLT.
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Figure 3.16: Sub-optimality of BOLT’s scheduler
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3.6 Experimental Evaluations

We implement BOLT and deploy it on three testbeds (an enterprise, a university

and a residence). We evaluate each of BOLT’s components as well as its holistic perfor-

mance.

3.6.1 Implementation and setup

Testbeds: Our first testbed is in an enterprise and has eight machines (nodes)

running Ubuntu 9.4 with two interfaces (a WiFi interface and a PLC interface) and spanning

offices, labs, cafeterias and conference rooms. We experimented with different topologies

but the one shown in Fig. 3.1 was the default topology. UDP flows with payload sizes

of 1480 bytes, were established between node pairs for 30 seconds by default. The second

testbed (shown in Fig. 3.13) is in a large lab setting at a university and consists of 16

machines running Ubuntu 14.4. The third testbed consists of 6 nodes, that are deployed

at a residence; two of these run OS X and four run Windows 8. The data collection and

scheduling phases of BOLT are implemented in C++. The classification and prediction

models are implemented with Matlab. We implement the approach described in [166] to

estimate the average flow throughput (in isolation) via a probing phase. Note here that

we operate the experimental networks at relatively high loads since these are the regimes

where the management of multiple flows becomes important.

Experimental Setup: Each network has an assigned central controller (CC)

that performs network coordination and scheduling. The PLC channel itself is used as a

control channel to collect measurements and disseminate schedules. The overhead for control
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traffic is extremely small and does not interfere with ongoing communications; these packets

essentially only contain the identifiers of the transceivers, file sizes in the case of requests,

and time epochs assigned in the case of schedules and are 12 bytes long.

We consider one-hop PLC flows generated using Pareto and Uniform random vari-

ables; they are set-up between two randomly picked nodes in the test-bed. Later we consider

a gateway model, where all PLC flows converge towards a common gateway(s) to access

the Internet. BOLT schedules flows at the granularity of epochs of 100 ms. Unless other-

wise specified, each experiment lasts for 5-10 minutes and results are averaged over twenty

runs. We consider three levels of traffic load viz., high, medium and low that correspond

to averages of (3,10, >10) flows per time epoch (100 msec). The average throughput per

flow per epoch is our main metric of evaluation. To save space, we mainly present results

from the UNI testbed (unless explicitly mentioned); experiments in other settings yielded

similar behavioral results.

3.6.2 Benchmarking BOLT’s Components

Zone Construction: In this experiment, we compare the number of zones formed

by BOLT’s zone construction algorithm with the optimal number of zones in the PLC

topology. Ideally, node pairs between which the link quality is good must belong to the

same zone. Determining a threshold for classifying a link as a “good quality” link is hard.

We find via several experiments that if a link is able to achieve 75% of the maximum

(isolated) link throughputs possible, it can be classified as a good quality link. Thus, in our

UNI network, we assume a throughput threshold of α = 80 Mbps for determining the zones

(maximum link throughputs are ≈ 100 Mbps). Using a similar approach we find that nodes
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in different loosely coupled (LC) zones can establish flows that can only sustain < 1% of the

maximum throughput possible; correspondingly we set η to be 1 Mbps on the UNI network.

The optimal number of zones is found via an exhaustive search across combinations of

nodes (possible due to the moderate-scale topology) and picking the combination with the

least number of zones. We consider ten different PLC topologies. As seen in Fig. 3.14,

in 8 out of 10 of the topologies, BOLT constructs the optimal number of zones. Only in

two of the topologies, BOLT employs one additional zone. Although our current testbed is

relatively small, recall that zones are similar to contention domains in wireless; thus, small

regions of interacting zones are of interest. Due to the inherently constrained nature of

such interactions, we believe the efficiency of our zone construction will also scale to larger

topologies.

Picking α: While a smaller value of α reduces the number of zones (more nodes

per zone) and thus decreases the training measurements needed, it negatively affects the

accuracy of predicting flow interactions. Our choice of α strikes a balance between accuracy

and reducing training measurements.

Classification and Prediction: Since the accuracy of the classification and pre-

diction models directly impact BOLT’s performance, we now compare our classifier/prediction

approach against state-of-the-art techniques. First, we compare BOLT’s classifier (BC)

against five popular classifiers (described in [259]) viz., TreeBagger (TB) , Naive Bayes

Classifier (NV) , Nearest Neighbors (NN) , Support Vector Machines (SV)and Classifica-

tion trees (CT). Table 3.3 depicts this comparison w.r.t different training set sizes for the

ENT dataset (results from the UNI dataset were similar and are thus omitted due to space
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constraints). By intelligently combining results of CT, TB and, NN in case of ties, BC

achieves higher average accuracy than any of the five individual classifiers in more than

90% of the training scenarios (CDF over training scenarios not presented here). Further,

with just 10-20% of the training data, BC is able to provide about 90% accuracy, which is

highly promising. The reasons for BC’s superior performance are as follows. First, by com-

bining the results of TB, CT and NN, BC outperforms each of these individual classifiers.

For SV to be efficient, its parameters need to be calibrated for each specific topology; using

SV without such customized calibration can cause high false positives and negatives. In NV,

the posterior probability estimate is negatively affected if there is only a small occurrence

of a certain class (e.g., an isolated node in a zone).

To evaluate the accuracy of our prediction model using Boosting trees (BT), we

compare it with eight other different prediction models (described in [117]): Least squares

Linear regression (LL) , Decision trees (DT) , Bagging trees (BG) , Neural networks (NE)

, Least Squares Support Vector Machines (LS), Relevance Vector machine (RV) Gaussian

Process Regression (GR) and, Variational Heteroscedastic Gaussian Process Regression

(VH). In Table 3.5, we show the root mean square error (RMSE) rate (%) and training

time (ms) for each technique for the two datasets. The RMSE captures the accuracy of

prediction, while the training time captures the computational intensity (i.e., the time

required to construct the prediction model). We see that in addition to its high accuracy,

BT’s running time is the fastest.

Scheduling: To evaluate the efficiency of our scheduler, we create two sets of six

flows each. First, we set the priority coefficient of both flow sets to one (βf = 1, Scenario
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1 ). Second, we increase the coefficient for the latter set to two, while keeping that of the

first set to one (Scenario 2 ). We plot the throughput of two of the flows from each set in

Fig. 3.15 for the two scenarios. In Scenario 1, BOLT’s scheduler loses about 5-10 Mbps

in throughput for the individual flows compared to their throughputs in isolation (total

network throughput is higher). This shows that the throughput loss due to sharing of the

PLC medium is minimal, indicating that the scheduler picks the right set of flows to operate

concurrently (so as to not degrade their individual throughputs appreciably). Further, the

flows receive their average throughput proportional to their individual epoch throughputs

(proportional fairness is ensured). In Scenario 2, the higher priority flows have a two-fold

increase in their relative throughputs, at the expense of the flows in the first set. This

means that in a given duration, the first two flows are able to transfer much more data than

the second two flows (which have lower priority and thus get scheduled less often). This

indicates BOLT’s ability to differentiate between flows of different types, thereby allowing

it to prioritize and provide lower latency for real-time flows.
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Figure 3.17: Throughput gain over baselines.
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Figure 3.19: Impact of topology size.
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Figure 3.20: Effect of channel dynamics.
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20 30 40
0

50

100

150

Requests/Second

A
v

g
. 

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

 

 

S1

S2

AS1

AS2

Bolt

Figure 3.22: Holistic evaluation

Scheduler sub-optimality: We now quantify the sub-optimality of BOLT’s per-

epoch schedule computation (recall that finding the optimal schedule corresponds to solving

the NP-hard MWIS problem). We consider a topology with a subset of six nodes and estab-

lish four flows (arbitrarily chosen) between these nodes. We choose five such combinations,

Ck, k ∈ {1, 5}. We also exhaustively generate all possible schedules for each combination,

and pick the optimum i.e., the one that yields the highest utility (weighted throughput).

We compare this utility against that achieved with BOLT’s schedule (priority weights are
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set to 1). Fig. 3.16 compares the utilities for the five combinations in the two cases. We

observe that BOLT’s (much simpler) scheduler yields utilities that are at most 5% lower

than the optimal.

3.6.3 Holistic evaluation of BOLT

Impact of Scheduling: We consider two baselines: one where all given appli-

cation layer flows are concurrent (state-of-the-art PLC operation, S1), and another, where

such flows are queued and only one flow is active in any given epoch (S2). Since no classi-

fication/prediction models are required for either of these baselines, they can be considered

as alternate potential systems for PLC. In both cases, the MAC protocol based on 1901 in

the adapters arbitrates the channel. In the first experiment, we vary the average packet

delivery ratio (PDR) and measure the throughput gain of BOLT over the two baselines.

PDR is a function of the channel dynamics (eg. electrical apparatuses plugged on/off)

that needs to be controlled to allow for comparison; hence, we control PDR by manually

dropping packets with a certain probability at the receiver. We keep the average traffic

load to be three flows per epoch. As shown in Fig 3.17, we observe that the throughput

gains with BOLT as compared to S1, can be as high as 8.5x. The gain is higher in bad

channel conditions, where running all incoming flows together (in S1) leads to aggravated

collisions/back-offs. By scheduling the right sets of flows together, BOLT alleviates this ef-

fect and achieves much higher throughputs. With S2, running individual flows sequentially

avoids the collision/back-off penalty; however, it also misses out on reuse opportunities that

lead to higher total throughput. The throughput gains with BOLT over S2 are also sig-

nificant (100-200%) and remain almost constant across different channel conditions. Here,
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BOLT’s gains are mainly from its ability to leverage spatial reuse.

Impact of Traffic Load: Next, we study the impact of traffic load in Fig. 3.18.

The average throughput of S1 decreases as traffic load increases; more flows increase con-

tention (backoffs) and collisions from hidden terminals. The average throughput of S2

remains almost constant over different traffic loads since it schedules a single flow in ev-

ery epoch and hence does not depend on the number of flows (but only their individual

throughputs). Notably, BOLT’s throughput is at least 2.5x that of S1 and 1.5x that of S2.

Impact of variations in the topology size: Next, we examine how the perfor-

mance of BOLT changes as the topology size is varied; the topologies we consider contain SC

zones. For each topology (of a given size), we divide the nodes into two equal size sets; the

first are the sources and the second set, the destinations. Thus, the load increases linearly

with the topology size. For each topological size, we choose 20 randomly chosen config-

urations (as described above), and run experiments for 30 seconds each. From Fig. 3.19,

we see that BOLT maintains a steady throughput as the topology scales. There is in fact

a slight improvement in throughput due to better exploitation of spatial reuse from the

increased number of flows. S1 suffers from collisions/backoffs as the topology (and thus,

the corresponding load) is scaled. The throughputs with S2 remain fairly stable; however,

because of a slightly higher number of poorer quality links, the throughput takes a slight

dip as the topology size (and thus, the number of flows) is increased.

Impact of Channel Dynamics: Our next experiments (Fig. 3.20) are done

during different times of day and capture the impact of channel dynamics on BOLT’s

performance. The rate of switching (on/off) of electric apparatuses (which induces the
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dynamics) during peak times (arrival of people to work, lunch time, etc.) is high and at

other times (early morning, at night, etc.) is low. The average throughput of BOLT does

not vary much in either case; it schedules different subsets of flows across different epochs

and thus copes with the dynamics. Similarly, S2 has a relatively steady performance as it

picks different flows across epochs.

To further illustrate BOLT’s ability to cope with dynamics, we conduct a con-

trolled experiment on our residential testbed. Here, we turn on two microwave ovens in

an operational PLC network at different times. At each instance, as shown in Fig. 3.21,

the throughput takes a hit. However, BOLT quickly isolates the effect of the poor quality

links and the network is reconfigured to restore the throughput to almost the same levels

prior to the oven(s) being turned on. On the other hand, without BOLT, the poor quality

links further degrade the throughputs that were achieved with just 1901 (which were lower

than with BOLT to begin with); the more the noise the bigger the hit with 1901. This

experiment exemplifies BOLT’s ability to quickly cope with channel dynamics to restore

throughput. Fairness is compromised a little in the short term (results not shown due to

space constraints), but is restored long term as the microwaves go off.

Impact of Classification/Prediction Models: Finally, to study the impact of

the models’ choices on BOLT’s performance, we consider two alternate systems, where we

retain the scheduler in BOLT, but change its classification/prediction models: (a) Alterna-

tive System 1 (AS1): The classification model is Nearest Neighbor (NN) and the prediction

model is Gaussian Process Regression (GR). (b) Alternative System 2 (AS2): The classifi-

cation model is Naive based (NV) and the prediction model is Neural networks (NE). We
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also consider a different scenario where all nodes communicate with two common gateway

nodes connected to the Internet. We stream multiple HTTP pages (CNN, Facebook, Twit-

ter, Google, Yahoo) through these two gateway nodes. The average size of the HTTP web

pages are 4.4, 1.3, 2.7, 5.4 and 2.4 MB, respectively for these sites. We generate requests

for web pages according a Pareto random variable, and assign the requests to each node

randomly. The results are averaged over 30 runs, each lasting for 1 minute. In Fig. 3.22, we

compare the average throughput of BOLT with that of AS1 and AS2. We see that the bulk

of BOLT’s gain comes from its scheduling component. However, its prediction/classification

models still offer gains over AS1 and AS2 (15-30%); this shows that the selection of the

right classification/learning models is useful. Specifically, the higher accuracy from these

models contribute to better scheduling decisions and hence, system throughput. S1 and

S2 underperform BOLT as well as AS1 and AS2 because of their sub-optimal scheduling

decisions (as observed in the prior experiments).

3.7 Conclusions

In this paper, we design and implement a standards agnostic framework BOLT,

to realize the throughput potential of PLC, for it to serve as a viable backhaul for local

network connectivity. BOLT aggressively reuses the spectrum while avoiding collisions and

backoffs to drive the network throughput to near-optimal levels, while enforcing desired

fairness requirements. It is lightweight and uses only a small set of online training measure-

ments. Real-world experiments showcase BOLT’s ability to improve system performance

significantly over state-of-the-art PLC solutions.
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Chapter 4

Exploiting Subcarrier Agility to

Alleviate Active Jamming Attacks

in Wireless Networks

4.1 Introduction

Wireless communications can be easily disrupted by malicious injection of interfer-

ence, aka jamming. Given the commercial availability of jamming devices today [15, 12, 23],

mounting Denial-of-Service (DoS) attacks using jamming is an easy task.

How easy is it to combat jamming? Previous efforts have tried to mitigate

jamming by tuning several physical layer knobs. Examples include adaptive power and

rate control, or the use of lower modulation rates in order to reduce the packet error rates

(PER) [187, 194, 189] in the presence of jamming interference. Frequency hopping has also
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been considered in cases where there is significant additional available bandwidth for use

[183, 197]. All of these prior studies conclude that in general, it is very difficult to overcome

the impact of active jamming, especially when jammers account for the inherent properties

of MAC layer protocols [48]. Our extensive testbed measurements using legacy WiFi devices

as well as programmable wireless boards [17] support such an argument.

Our measurements however, also reveal a new, promising dimension for malicious

interference avoidance in OFDM (Orthogonal Frequency Division Multiplexing) settings

[215]. Specifically, we identify a feature that can be exploited with OFDM to mitigate jam-

ming; more importantly, this can be applied in conjunction with most previously proposed

anti-jamming schemes.

Exploiting an intrinsic aspect of OFDM signal propagation: OFDM is cur-

rently a widely adopted transmission scheme in many different wireless network technologies

(e.g., LTE [223], WiMAX [212] and 802.11 [9]). In traditional OFDM implementations, the

transmission power is uniformly distributed across a predefined set of frequency subcarriers;

the number and width of these subcarriers dictates the available channel bandwidth [215].

Due to physical obstructions and interference, signal power (even that of a jammer) under-

goes different levels of fading across the different subcarriers. As a result, on some of the

subcarriers the received jamming signal strength can be high, while on other subcarriers it

is likely to be low1 [272].

Employing subcarrier-level radio agility: Our testbed measurements also

indicate that jamming signals are likely to experience varying levels of fading on different

1As discussed in section 4.3, we focus on the case of OFDM jammers due to the difficulty in detecting
their presence [194].
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OFDM subcarriers. As a result, some subcarriers may not be “significantly affected” by

the malicious power emission; such “cleaner” portions of the available spectrum could be

temporarily used for legitimate packet transmissions, as long as a transceiver pair is made

aware of which those subcarriers are.

Thus, we design and implement a framework that allows a transceiver pair to

exchange information that reveals the “clean” subcarriers in the available spectrum, where

the jamming signal experiences significant fading. Once such sub-carriers are identified, we

pool power onto them (to the extent allowed), and utilize them for packet transmissions to

increase the probability of successful packet delivery and thereby the long-term throughput

(while being actively jammed). Note here that by active jamming we refer to cases where

there is prevalent jamming interference when communications are ongoing; this includes

both constant and reactive jamming. More specifically, our contributions in this paper are

the following:

1) Experimental characterization of jamming interference: We perform

a large set of testbed measurements using WARP reference boards in order to observe the

impact of fading on jamming transmissions, across different OFDM subcarriers in a spectral

band. We experiment on different network topologies and with various jamming patterns.

We validate our hypothesis that there may be portions of the spectrum where the jamming

signal experiences deep fading.

2) Design of our subcarrier-level radio-agile anti-jamming framework:

We design a framework that enables a pair of legitimate transceiver pair, say Alice and Bob,

to exchange information regarding which subcarriers should be used for packet transmissions
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in each link direction (note that the fading patterns for the jamming signal will differ at Alice

and at Bob). For this, we leverage raptor codes [227] to securely and efficiently exchange

information on the “clean” sub-carriers. Subsequently, we design an algorithm (executed at

each transceiver) that considers the subcarrier-specific SINR and the expected number of

packet retransmissions, in order to make subcarrier-level transmission decisions, such that

the long-term user throughput is maximized. These components constitute our jamming

interference mitigation scheme, JIMS.

3) Implementation and evaluation of our framework: We implement JIMS

on the WARP platform [17] and evaluate its efficiency via extensive experiments in the 2.4

GHz ISM band. We involve legacy WiFI nodes in many of our experiments. We also

implement our framework on the NS3 simulator in order to observe its efficacy in large-

scale wireless network settings. Both our experiments and simulations incorporate diverse

jamming patterns that reflect a large number of settings. We observe that the application of

JIMS can achieve a user throughput restoration of up to 75% and network-wide throughput

improvements that range between 30% and 75%.

The rest of the paper is structured as follows. In section 4.2, we discuss relevant

background and previous work. In section 4.3, we discuss our WARP measurement based

observations on the effects of fading on jamming signals, and subsequently we derive a set

of conclusions that drive the design of our framework. In section 4.4, we present the details

of our proposed design. In section 4.5 we evaluate our framework via extensive testbed

measurements and simulations. Finally, our conclusions form Section 5.9.
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4.2 Background and Related Work

In this section, we first provide the relevant background on jamming attacks.

Subsequently we discuss previous related studies on anti-jamming and differentiate our

work.

Malicious interference injection: As discussed in section 4.1, various types of

jamming devices are readily available in the market today [15, 12, 23]. Although initial

models were very simple in their operation (i.e., they were simply emitting energy all the

time), newer devices have incorporated intelligent power emission patterns, in order to

conserve battery power and avoid detection. More specifically, jammers can emit power

continuously or intermittently. Intermittent jammers are further categorized based on the

duration of the active and inactive time intervals; for example, periodic jammers use fixed

durations for these intervals. Moreover, reactive jammers act more intelligently, by emitting

power only if they overhear traffic; this makes them more energy-efficient and more difficult

to detect [67].

Previous related studies: Most of the previous efforts on alleviating or avoid-

ing malicious interference employ frequency hopping, or power and/or bit rate adaptation

techniques. With frequency hopping, legitimate users decide on a hopping pattern across

the set of available channels in an effort to avoid the jammer [183, 126, 197]. However,

frequency hopping techniques cannot avoid jammers that can distribute their power across

multiple bands simultaneously [234]. In [194] the authors use power control and bit rate

adaptation towards mitigating jamming interference; however, the proposed approaches

can exacerbate interference due to increased power levels or inappropriately set carrier-
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sense thresholds. The proposed bit rate adaptation is only useful if the jammer is silent

intermittently. Similar techniques are proposed in [187] and [189]. A survey on jamming

attacks and mitigation solutions can be found in [196]. An overview of the analysis of ro-

bustness and weakness of OFDM-based systems is presented in [225]. The authors examine

jamming attacks on OFDM in addition to proposing possible counter measures. Our ap-

proach, unlike the prior approaches leverages OFDM diversity; most importantly, it can be

used in conjunction with many of such techniques.

Unintentional interference was modeled in [193] while an anti-jamming technique

for tactical communications was studied in [271]. In [135], the authors proposed a generic

anti-jamming system for MIMO based OFDM systems. Different jamming techniques were

investigated theoretically through analysis in [169] as well as in [69].

Yao et al. in [165] propose a DSSS (Direct Sequence Spread Spectrum) anti-

jamming method for broadcast transmissions. The method relies on spreading codes to

encode a bit stream of data. However, due to its nature, this work is not applicable in

wireless communication systems that are based on OFDM.

Note here that this work is based on our preliminary work in[45].

4.3 Sub-carrier Radio Agility aids Anti-jamming

In this section, we describe our testbed experiments on assessing the behavior of

malicious interference from the perspective of OFDM sub-carrier level propagation. Our

measurements offer insights on how the jamming power is distributed across the subcarriers

of the available spectrum. These insights motivate and form the foundation of our radio-
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agile anti-jamming framework design, which we discuss in section 4.4.

In a nutshell, our measurement-based, key findings are the following:

• The Received Jamming Signal to Noise Ratio (or RJSNR) experienced by legitimate

users (transceivers), can often be quite low on some OFDM subcarriers.

• Due to the asymmetry in the perceived RJSNR per subcarrier, a transceiver pair

needs to exchange information regarding the subcarriers with respect to which the

RJSNR is low, at each end (of the link).

• Due to variations in RJSNR over time, nodes need to periodically send updated

channel feedback. A low-overhead feedback frequency of the order of once every

1000 msec suffices in relatively static settings.

In what follows, we describe our threat model and experimental configuration; subsequently

we present our observations.

The threat model: We consider a jammer (Eve) that transmits OFDM signals

with the same transmission power budget as legitimate users, thereby imitating a typical

legitimate device to avoid detection. Other than this, we do not require any other constraint

on the jammer.

The power budget of jammer is the same as the to power budget of the transmitter.

The jamming power is distributed on all the subcarriers uniformly; we also examine cases

where the jammer can distribute this power arbitrarily i.e, in any fashion it seeks.

We also assume that a pair of legitimate transceivers use a shared symmetric key

to encrypt the channel state information that they need to exchange. The key may be either

preloaded, or derived via an authentication and key agreement protocol (e.g. [61, 62]).
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Alice Bob Eve

Figure 4.1: Alice, Bob and Eve are all placed on a straight line.

Alice Bob

Eve

Figure 4.2: Eve is placed at 90 degrees to Alice and Bob.

We also do not address the problem of jammer detection; we restrict ourselves to

the mitigation of active jamming. We assume that schemes such as those proposed in [264]

can be used to distinguish between benign and malicious interference.

Experimental setup: Although our study is generally applicable with any wire-

less OFDM system, throughout the rest of the paper we particularly focus on measurements

in the ISM 2.4 GHz band. We consider a 20 MHz channel in the ISM band (channel 6,

centered at 2.437 GHz); the channel consists of 64 subcarriers, 48 of which are used for data

transmissions. We perform our experiments late at night in a campus building, and we

verify that this channel is not used by any collocated WLAN networks. Our experimental

assessment on the effects of fading on jamming signals involves a pair of legitimate devices

(Alice and Bob), and a custom-made jammer (Eve). Alice, Bob and Eve are all stationary
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Figure 4.3: Eve is placed at 90 degrees to Alice and Bob.
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Figure 4.4: Alice, Bob and Eve Position Grid.

nodes that use fixed power budgets. Note that although all nodes operate in the ISM band,

for this set of experiments they do not follow the IEEE 802.11 CSMA-CA MAC protocol;

instead, Alice transmits packets to Bob as soon as they arrive at her output queue. All

three devices are based on WARP programmable boards [17], which are connected to a

management server (Fig. 4.1-4.3).

Each reference board is equipped with a Xilinx Virtex-II Pro FPGA and 4 daughter-

boards operating in the ISM band. The OFDM implementation that we use (WARPLab

v6) supports BPSK, QPSK and 16 QAM modulation rates, and a 40 MHz sampling rate.

Legitimate packets carrying CSI information have a length of 240 bytes, while data packets

have a length of 1500 bytes; each experiment lasts for 5 minutes and is repeated 20 times.

Nodes are placed in a two dimensional grid of dimension 1.5m X 1.5m. The
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Figure 4.5: Alice’s perceived RJSNR.
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Figure 4.6: Bob’s perceived RJSNR.

transmitter and receiver positions are relatively fixed (50 cm apart) as shown in Fig. 4.4.The

jammer is placed at 12 different locations on the border of the grid and at 9 positions inside

the grid, also as shown in Fig. 4.4.

Experimental insights: Next, we elaborate on specific network configurations

and discuss our observations.

i. Jamming signals often experience deep fading on some OFDM sub-

carriers: We configure the jammer to constantly emit electromagnetic energy on channel

6 (2.437 GHz), and we capture the observed RJSNR at legitimate nodes2. A sample of our

measurements is depicted in Fig. 4.5 and Fig. 4.6, which shows the RJSNR as perceived

by Alice and Bob on each of the 48 data subcarriers. We observe that on quite a few of the

subcarriers, the RJSNR can be quite low.

This promising observation serves as the main motivation in designing JIMS: If

legitimate transmitters could somehow estimate the subcarrier-level RJSNR values at the

2As we discussed earlier, channel 6 was not used by other wireless networks in the neighborhood.
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receivers, they could simply use only those subcarriers where the RJSNR is low, for packet

transmissions.

ii. The jammer’s fading profile differs at each receiver: This is evident

from our RJSNR measurements depicted in Fig. 4.5 and Fig. 4.6: the perceived RJSNR

per subcarrier differs at each legitimate node. This observation is in line with previous

studies which have also observed that different receivers observe different signal qualities

from the same transmitter, due to differences in noise and fading (which in turn is because of

differences in their positions relative to the reference transmitter) [223]. Our measurements

suggest that in order for Alice to utilize low-RJSNR subcarriers when transmitting packets

to Bob in the presence of Eve, Bob should send reliable channel state information (CSI)

feedback to Alice to indicate the subcarriers relatively unaffected by Eve.

iii. The RJSNR value changes over time on each subcarrier: We perform

experiments to observe the variation of RJSNR over time. Similarly as above, in this set of

experiments Eve continuously emits electromagnetic energy, while Alice and Bob measure

the corresponding RJSNR for her signal. As intuitively expected, due to fading, scattering

and power decay, Alice and Bob observe different RJSNR values over time on each subcarrier

of the available spectrum. While we have performed measurements with approximately 120

different intervals for sending CSI feedback, in Figures 4.7 and 4.8 we plot how the RJSNR

values for three specific subcarriers, for two different feedback intervals, i.e., for 2300-msec

and 1000-msec, respectively.

We observe that if the RJSNR information is fed back once per 1000 msec, the
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Figure 4.7: Per subcarrier RJSNR with feedback every 2.3 sec.

Figure 4.8: Per subcarrier RJSNR with feedback every 1 sec.

intermediate RJSNR variations are captured much more accurately than with the 2300-

sec interval. Clearly, the smaller the feedback interval, the higher the probability that a

significant variation in RJSNR is captured. In other words, more frequent CSI feedback

increases the accuracy in Alice’s determination of the subcarriers where the jammer’s signal

strength is low. On the other hand, as the frequency of feedback messages increases, so

does the network overhead. Note that in the presence of malicious interference, it is very

important to utilize the scarce available bandwidth even more wisely, compared to benign

conditions. We carefully examine our measurements with different feedback intervals (where
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Figure 4.9: The effect of increase in transmission power on the SINR in the presence of a

jammer.

each feedback message contains a vector of pointers to subcarriers that should be used by

the transmitter, as we discuss in the following section). We conclude that while the jammer

is active, a Channel State Information (CSI) feedback periodicity that limits the network

overhead to acceptable extents, while providing an accurate view of the channel is on the

order of once every 1000 msec. We use the value of 1000 msec in our evaluations. In

section 4.5 we provide more details on the assessment of network overhead using more

frequent feedback intervals.

iv. Effect of power allocation on the SINR value: In an interference domi-

nated setting (as in the presence of a jammer), the SINR which is PR
N+I can be approximated

to be PR
I ; in these expressions, PR is the received power, I the interference power and N

the ambient noise power. PR is proportional to the transmit power PT and the channel

attenuation, say ζ. In static settings (slow fading), ζ can be expected to be fairly stable

over time. If the interference from the jamming signal I is also stable over time (jammer

does not move much3, which is the scenario we consider here), one can expect the SINR

to change in proportion to PT . In other words, if we change PT to, say, αPT , the SINR

3Typically jammers are strategically placed in areas where they can disrupt ongoing communications for
a prolonged period of time; this suggests that they do not move frequently.
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can also be expected to scale by the factor α. We conducted testbed measurements in

order to validate this hypothesis. Specifically, Fig. 4.9 depicts the increase in the SINR,

relative to an increase in PT , in the presence of the jammer. The results demonstrate that

our hypothesis holds. We use this observation to determine the gains in SINR with power

reallocation with JIMS.

4.4 Our Subcarrier-Level Radio-Agile Design

In this section, we describe the design of our jamming interference mitigation

scheme (JIMS), which is based on the key observations made in Section 4.3. The scheme

consists of three major steps. First, the legitimate pair of transceivers independently deter-

mine the OFDM subcarriers that are relatively unaffected by the jamming signal. Second,

by means of using Raptor codes [227], they exchange the information they have determined

(CSI) in the first step. Third, each transceiver uses this information, to transmit symbols

on only an appropriately chosen set of subcarriers (that are relatively unaffected at the

receiver).

To maximize the likelihood of correct reception, and facilitate higher transmission

rates on the relatively unaffected subcarriers, we further consider an extended version of

JIMS, which involves pooling power from the subcarriers that remain unused (to the extent

allowed by regulations) to those subcarriers on which, symbols are actively transmitted.

We call this extended version of JIMS as JIMS-PA (for Power Allocation).
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4.4.1 Determining the subcarriers affected by the jamming signal

We consider two ways for detecting the subcarriers that are affected by the jammer.

For ease of discussion, let us assume that Alice is executing this step. She simply measures

the signal from the jammer when there are no other transmissions in the vicinity. Towards

this, we first assume that somehow Alice knows that a jammer is in operation using one of

the techniques proposed in [264]. Next, we assume that Alice can simply listen and detect

the jamming signal. If the jammer emits energy continuously or without regards to whether

or not Alice and Bob are transmitting, this can be done easily. If the jammer is reactive

i.e., only transmits upon sensing a transmission from Alice, Alice can send a short pilot to

trigger the jammer and subsequently go silent (assuming half-duplex mode of operations as

is common with legacy systems); the jamming signal that spills beyond Alice’s prompt can

then be captured to determine the jammer’s profile. The signal can be then decomposed to

determine the SNR on each of the subcarriers in the operational band. In other words, the

subcarrier level RJSNR can be determined. We call this approach the explicit approach of

determining the affected subcarriers.

Second, let us assume again that using an appropriate technique from those re-

ported in [264], the presence of the jammer is detected. Bob then sends a pilot signal to

Alice. Alice then determines the SINR on each of the subcarriers in that pilot signal. In a

nutshell, if either the signal quality is low and/or the jamming signal is high, on a specific

subcarrier, that subcarrier is deemed unfit for communication. Other subcarriers where

neither of the above scenarios hold true, are appropriate for transmission. We call this

approach the implicit approach of determining the affected subcarriers.
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4.4.2 Subcarrier selection

Using either the explicit or implicit approach, Alice is able to determine the quality

of communications on each of her subcarriers. Now, she has to determine the appropriate

set of subcarriers for use by Bob, for him to communicate with her. The process of selecting

this set is different with the explicit and implicit approaches described above.

With the explicit approach, the good subcarriers (to be used for communication

by Bob) are chosen based on simple RJSNR threshold. Specifically, if the RJSNR is lower

than a certain threshold on a subcarrier it is deemed a good subcarrier.

A simple way to choose the RJSNR threshold is to determine average RJSNR from

that observed on all subcarriers, and use those that have RJSNRs lower than the average.

Specifically, the threshold η is computed to be:

η =
1

n

n∑
i=1

RJSNRci (4.1)

where, RJSNRci is the measured RJSNR on subcarrier, i and n is the total number of data

subcarriers. Upon computing η, Alice classifies those subcarriers, ci with RJSNRci greater

than η to be unsuitable for reception. Later, in Section 4.5, we examine the performance of

JIMS with other possible thresholds as well.

With our implicit approach, Alice measures the SINR on each of the subcarriers

on a pilot transmitted by Bob. Thus, with this approach, she first computes the average

SINR, ξ, by considering all the subcarriers as follows.

ξ =
1

n

n∑
i=1

SINRci (4.2)

where, SINRci is the SINR with respect to subcarrier, i and n is the total number of data
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subcarriers. Alice then only chooses those subcarriers, ci with RINRci higher than ξ as the

good subcarriers (for Bob to communicate with her).

Choice of the right threshold: One of the challenges that arises with both the

explicit and the implicit schemes is “How do we choose the right threshold (be it RJSNR or

SINR depending on whether the explicit or implicit approach is used)?” For simplicity, let

us just consider the implicit approach; instead of choosing ξ as above, let us assume that

we choose a different static threshold ξ′. If we are liberal, and chooose ξ′ to be low, we

include a large set of subcarriers; however, the SINRs on some of these subcarriers will be

unacceptably low. If instead, we are conservative and choose a high value for ξ′, we may

end up excluding a large number of subcarriers (on a few of which, communications may

in fact be possible), and thus, end up achieving a lower throughput than what is possible.

We find via experiments that choosing the average value (as discussed above) to be the

threshold, provides a good compromise between the two extreme cases, in most scenarios.

We evaluate this choice, by comparing the performance with other cases where a static

threshold is chosen, in Section 4.5.

4.4.3 Exchanging CSI

At this point, both Alice and Bob have determined the set of subcarriers on which,

they expect to be able to receive symbols from each other, in the presence of the active

jammer. Unfortunately, the subcarriers on which Alice can receive information (known only

to Alice at this stage) may be different from those on which Bob can receive information

(known only to Bob at this stage). Thus, we need a way for Alice to let Bob know “which

subcarriers to use” for communicating with her (Bob needs to do likewise).
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A low throughput channel using Raptor codes to exchange CSI: Towards, this we

leverage Raptor codes to communicate this information (which as previously mentioned, is

called the CSI). Raptor codes belong to the class of fountain codes with linear encoding

and decoding times. Fountain codes are rateless fault-tolerant codes that can enable reliable

communications on erasure channels; examples of fountain codes include Raptor codes [227]

and LT-codes [167]. Encoded symbols are generated by the encoder on-the-fly. The decoder

recovers the source block by collecting a sufficiently large set of encoding symbols. Hence,

Raptor codes facilitate communications in the presence of the jammer (jammed symbols

could be considered to be erasures), by utilizing a very low throughput channel (as shown by

our experiments later in this paper). Thus, in JIMS we only utilize these for the exchange of

CSI information, and later simply utilize the relatively unaffected carriers without applying

Raptor codes.

Specifically, Alice uses a bit vector to indicate the subcarriers to be used by Bob,

and encodes this using Raptor codes. She transmits the encoded bit vector repeatedly (each

time, the vector is encoded differently), until Bob is able to retrieve the source block (the bit

vector). Upon this, Bob knows the set of subcarriers to use for correct reception at Alice.

He uses only those sub-carriers to send legitimate symbols (from now on), and acknowledges

the receipt of the bit vector. He also indicates (again with a bit vector), the subcarriers

that are suitable for him, for reception in the presence of the jammer. At this point, both

Alice and Bob are aware of the relatively unaffected subcarriers at each other’s end.

Encrypting CSI: It is possible for the jammer to sniff the information encoded in

the above message exchange. If it is able to retrieve the information with regards to the good
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subcarriers at Alice or Bob, it can (a) skew its power allocation (when transmitting) on the

subcarriers to increase the interference on these specific subcarriers and/or (b) construct

and send fake CSI information to Alice and Bob that aids the jammer’s goal. To prevent

the jammer from gleaning the CSI information, we encrypt the bit vector using a symmetric

key that it either pre-provisioned, or securely established via an authenticated key exchange

protocol, as discussed earlier.

Summary: In summary, JIMS consists of the three steps described in each of the

previous subsections. An algorithmic representation of JIMS is provided in Algorithm 4.

Algorithm 4 JIMS Channel Measurement Procedure

Input: received signal is the physical signal received from the antenna.

Output: channels vector is the selected channel vector.

Initialization: channels vector ← 0

RJSNR vector ← process(received signal)

η ← calculate selection threshold(SINR vector)

for i← 0 to 48 do

channels vector (i) = decide( η, SINR vector(i)) if channels vector (i) == ’1’ then

counter ← counter + 1

end

end

return channels vector
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4.4.4 JIMS with Power Allocation (JIMS-PA)

Thus far, JIMS simply identified those subcarriers that were relatively unaffected

by the jamming signal from Eve, and used those subcarriers for the exchange of information

between Alice and Bob (in Eve’s presence). Since, the information on the other subcarriers,

i.e., those that are heavily affected by Eve are relatively unusable, we ask the question,

“Can we reallocate some of the power from such subcarriers, to the subcarriers that are

being used in order to enhance the throughput?” The answer to this question is that,

such a reallocation is possible to some extent. However, one cannot simply reallocate all

the power onto the “good” subcarriers for two reasons. First, because of the spectral

flatness regulations specified in the 802.11 standard (specifically 802.11n) [9], the difference

in the powers allocated to two subcarriers cannot exceed 2 dB. Second, if we blindly assign

high powers to the good subcarriers, Eve will notice the anomaly, and can target those

subcarriers. Thus, we can only reallocate powers to some extent, and we seek to do so here

while adhering to the first constraint.

Specifically, let us assume that Alice has learnt of the SINRs experienced by Bob

on each of the composite subcarriers. Based on the received SINR information, Alice now

seeks to maximize the throughput, τa(Nd), by finding (a) the appropriate number of “good”

subcarriers, Nd, (b) the best bit-rate or modulation for use (Mc), and (c) the optimal power

reallocation strategy as discussed above.

Power units: Before formally defining the problem, we define what we call “power

units”. As mentioned earlier, the spectral flatness constraint requires that we limit the

difference in transmission powers between any two subcarriers to 2 dB. This in turn implies
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that we can only remove at most 1 dB, or add at most 1 dB to a subcarrier. Conservatively,

we limit the power removed/reallocated, from/to any subcarrier, to 0.75 dB. It is hard to

consider all possible power allocations, by considering the transferred power quantums to

be real valued. Therefore, we reduce the search space by quantizing the 0.75 dB budget into

discrete power units. We set a power unit to be equivalent to 0.08333 dB (other settings

are possible). Power reallocations across subcarriers is always in terms of a “number” of

power units (at most 9 units can be transferred with our setting).

Our objective: Now, we formally define the problem to be a throughput maximiza-

tion problem as follows:

maximize
Nd,Mc,XΣ

τa(Nd) (4.3)

subject to Nd ⊆ N (I)

Mc ∈ {2, 4, 16, 64} (II)

Xi ≤ Y ∀i (III)

XΣ =

Nd∑
i=1

Xi ≤ X̂ (Nd) (IV)

where, Nd is the subset of subcarriers selected for communication and N is the set of all

subcarriers. Xi is the number of power units that allocated to a subcarrier i ∈ Nd, Y is the

maximum number of power units that can be removed or added to a subcarrier. X̂ (Nd) is

the maximum total power that can be reallocated (discussed later).

In the above formulation, Alice seeks to maximize the throughput by appropriately

selecting a set of subcarriers, Nd, the appropriate modulation Mc on these subcarriers, and

the best power allocation strategy. The last two constraints limit the maximum power
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transferrable to a subcarrier, and the total power that can be transferred.

The maximum power available for reallocation (referred to as the total power

budget) depends on the excess power that can be removed from usable subcarriers (this is

just a reallocation of power from among the good subcarriers), X excessj and the amount of

total power units that can be taken from the unused subcarriers. A used subcarrier has

an excess power if its SINR value exceeds the minimum required SINR threshold for the

current modulation. This threshold is different for different modulation schemes. Similar

thresholds has been used in SNR based rate adaptation schemes [149]. We use the mapping

provided in section 4.3 (specifically Fig. 4.9) between subcarrier power and SINR in order

to calculate the excess or requirement of the power on an subcarrier.

The available power budget for a subset of Nd subcarriers can be expressed as:

X̂ (Nd) = (|N | − |Nd|)Y +

|Nd|∑
j=1

X excess
j (4.4)

We reallocate power units to usable subcarriers to ensure that the sender is able

to transmit at a higher rate than before and/or be able to convert ”bad” subcarriers to

”good” subcarriers. Thus, this process increases the overall capacity in the presence of the

active jammer.

Considering all possible power reallocations towards finding the maximum possible

throughput, results in an exponential number of possibilities. Specifically, there areO(Y |Nd|)

combinations as per which, power can be assigned to the |Nd| subcarriers. The number of

ways by which power can be removed from unused subcarriers is O(Y |N |−|Nd|). There

are Mc modulation types. Hence, the number of combinations for the power reallocation

to be considered is O(McY |Nd|Y |N |−|Nd|) or simply O(Y |N |)). To reduce computational
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complexity, we propose a heuristic that runs in polynomial time and is independent of Y.

Algorithm 5 JIMS-PA Algorithm

Input: ~S received SINR vector

Output: Nd, Mc, ~X the selected power strategy.

Initialization: ~S ← sort dec(~S) τBPSK
avg (Nd − {i}) ← 0 Nd ← φ;

for i ∈ N do

Nd ← i τBPSK
avg (Nd) ← calculate throughput()

if τBPSK
avg (Nd) > τBPSK

avg (Nd − {i}) then

~X ← perform power reallocation() Mc ← calculate throughput and MCs()

end

else

is success ← call Algorithm 3 if is success == true then

~X ← perform power reallocation() Mc ← calculate throughput and MCs()

end

else

break

end

end

end

Details of JIMS-PA: Let us assume, for simplicity that Alice is communicating with

Bob in the presence of a jammer. Alice transmits a known pilot using all the subcarriers.

Upon receiving the pilot, Bob calculates the per subcarrier SINR and sends the computed

(SINR) values in an ACK/NACK packet to Alice (Note that here the raw SINR values are

sent as opposed to simply a bit vector that indicates the good subcarriers). Then both
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Alice and Bob apply JIMS-PA as in Algorithm (5).

Initially, JIMS-PA sorts the subcarrier SINR values in descending order. At each

step a single subcarrier, i, from the sorted subcarrier list, N , is considered (i ∈ N) as

discussed below. JIMS-PA initializes two subcarrier sets; usable (Nd) and unusable (N −

Nd). In the beginning, the usable set is empty. In each step, a new subcarrier (specifically

the subcarrier that supports the highest SINR) from the unusable set is considered for

addition to the usable set. With this new subcarrier, say i, let us assume that the cardinality

of the usable set is Nd. JIMS-PA then calculates τBPSKavg (Nd), the throughput using BPSK

modulation, considering the subcarriers in the usable set (throughput calculation discussed

later). It compares this throughput with that achieved without i, i.e., τBPSKavg (Nd−{i}) (this

is the throughput with the usable subcarrier set from the previous step). If the throughput

degrades by including the new subcarrier for BPSK modulation (less vulnerable to errors)

then it will degrade with higher modulations (the packet error probability on this subcarrier

would be worse for higher modulations such as QPSK, QAM16, etc.). Thus, at this point

there are two possible cases; (1) the value of τBPSKavg (Nd) is greater than τBPSKavg (Nd − {i})

or (2) the value of τBPSKavg (Nd) is less than τBPSKavg (Nd−{i}). We call these Case 1 and Case

2, and elaborate on them below.

Case 1: In this case, JIMS-PA adds subcarrier i to the usable set. It then

considers the reallocation of Y(|N |− |Nd|) power units from the subcarriers in the unusable

set, to those in the usable set. Beginning with the poorest subcarrier (lowest SINR) in the

usable set, it incrementally assigns power, one unit at a time. It ensures that it does not

violate constraints (III) and (IV) in the maximization formulation 4.3, when performing
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the power reallocation. It then does an internal reassignment of powers from among the

subcarriers in the usable set, and determines that best applicable modulation scheme (in

terms of the achievable throughput) with the resulting SINR values (recall the discussion of

how the increase in power can be mapped onto increases in SINR values from Section 4.3).

It also computes the maximum achievable throughput with the current set of subcarriers in

the usable set.

Algorithm 6 Subcarrier Revival Algorithm

Input: τBPSK
avg (Nd − {i}), Subcarrier i

Output: is success subcarrier can be revived or not

Initialization: is success ← false

for j ← 0 to Y do

add power units to i(j) τBPSK
avg (Nd)← calculate throughput() if τBPSK

avg (Nd) > τBPSK
avg (Nd−

{i}) then

is success ← true

end

end

Case 2: In this case, it is clear that simply adding subcarrier i to the usable

set will be in fact detrimental to the throughput. However, it may be possible to revive or

make subcarrier i usable via power reallocation. Thus, JIMS-PA adds the maximum possible

power (transferred from subcarriers in the current unusable set) to subcarrier i. If at this

point, the throughput with the added subcarrier exceeds that with BPSK computed in the

previous step, JIMS-PA proceeds as with Case 1. If not, the process stops. The subcarriers

(excluding i) in the usable set are the subcarriers chosen for use. Power reallocation is
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then applied formally to this set, and communications now take place using this set of

subcarriers.

There are three stopping conditions for JIMS-PA; (i) there is no power budget left

for reallocation, (ii) a subcarrier cannot be revived, and (iii) all the subcarriers are added

(Nd = N). JIMS-PA declares a solution when one of these three conditions is satisfied.

Upon reaching a solution, JIMS-PA returns the set of subcarriers(Nd), the modulation

(Mc) to use and the per subcarrier power allocation ( ~X ).

Computational complexity: It is easy to verify that the run time for JIMS-PA

is O(|N | ×Mc × Y), where |N | is the total number of sub-carriers, Mc is the number of

available modulations and Y are the available power units to be assigned. In brief, JIMS-

PA iterates over |Nd| subcarriers and for each sub-carrier, i, it iterates over the available

modulation schemes to select the best modulation with power redistribution. Since the

subcarriers are a priori sorted, power redistribution only takes O(N) time.

Computing the throughput with a given set of subcarriers: Next, we

present the calculation of the throughput based on per subcarrier SINRs. In order to

make the analysis generally applicable with different transmission technologies and MAC

layer protocols (WiFi, LTE, WiMAX, etc.), we do not consider MAC layer-specific packet

retransmissions in our computation and experiments.

The throughput τa depends on three factors (1) the maximum number of re-

transmissions, (2) the duration of the OFDM symbol, (Ts), and (3) the packet error prob-

ability (PER), pe. The PER for a set of subcarriers (assuming that the bit errors occur

independently in a uniform manner throughout the packet) is:

pe = 1−
|Nd|∏
i=1

(1− pb(i))L/|Nd| (4.5)
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where pe is a function of the bit error probabilities (denoted by pb(i)) on each of the

subcarriers that are used and L is the packet pb(i) depend on the modulation in use and

the SINR value. We simply use the erfc function [42] to calculate pb(i), given Mc and the

SINR.

The average transmission time, Tavg, of a packet is a function of the expected num-

ber of transmissions, E(R) and the packet transmission time (given the set of subcarriers),

ρ(Nd). Specifically,

Tavg(Nd) = ρ(Nd)× E(R) (4.6)

If the maximum number of retransmissions possible is R, the expected number of

transmission attempts is given by,

E(R) =

R∑
r=1

rpr−1
e (1− pe) =

1− (R+ 1)pRe +RpR+1
e

(1− pe)
(4.7)

The packet transmission time for a given number of subcarriers, |Nd|, can be

calculated as follows

ρ(Nd) =
L

|Nd|MI
× Ts (4.8)

where Ts is the OFDM symbol duration, L is the packet length and MI is the modulation

index (MI = log2Mc ). In the above, the packet transmission duration is simply computed

to be the product of the number of simultaneously transmitted symbols in a packet and the

symbol duration. From Equations 4.6, 4.7 and 4.8, the average transmission time Tavg(Nd)

is given by:

Tavg(Nd) =
L

|Nd|MI
× Ts ×

1− (R+ 1)pRe +RpR+1
e

(1− pe)
(4.9)

The average throughput, τa(Nd), is given by

τa(Nd) =
1

Tavg(Nd)
(4.10)
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4.5 Implementation and Performance Evaluation

In this section, we evaluate our proposed framework via extensive real testbed as

well as simulation experiments.

4.5.1 Testbed Implementation

We implement our proposed schemes on top of the WARPLab framework [29],

which runs on WARP boards in real time. The proposed framework is implemented as

a thin layer between PHY and MAC layers to determine the most appropriate subcarri-

ers. The receiver communicates the obtained information through short messages with the

transmitter (as described in Section 4.4). We modify the transmitter to perform power

allocation to the selected subcarriers (described with JIMS-PA) upon receiving CSI feed-

back, included in ACK/NACK packets from the receiver. The ACK/NACK packets are

encoded using Raptor codes. Each ACK/NACK packet contains a subcarrier vector of 48

bits, which correspond to the 48 OFDM subcarriers. A bit with value one means that the

corresponding subcarrier is selected. In all our experiments the CSI feedback rate is set to

1 sec. We follow the 802.11n guidelines and set the spectral flatness limit to +/- 2 dB. The

maximum number of power units is set to 9. We implement three jamming models; pe-

riodic jamming, random jamming and continuous jamming. While JIMS primarily targets

active jamming, it should return to default operations when the jammer is off (meaning, all

subcarriers should be used with default powers); we examine if this holds with periodic and

random jamming. The jammer generates packets with a uniform power distribution across

all sub-carriers.
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For the periodic jamming, the adversary transmits the jamming signal periodically,

thereby effecting the legitimate communication for the period it is ON. The jamming pulse

lasts for one second. For the random jamming, the adversary transmits the jamming signal

at random time intervals for a random time span between 0.5 & 2 seconds. We use the

same experimental setup and parameters described in section 4.3.

Raptor codes: To encode ACK/NACK packets, we implement Raptor based

Forward Error Correction (FEC) as specified in the standard [16]. We first divide the CSI

packet into a number of source blocks, Z. Each source block consists of k OFDM data

symbols. Raptor encoding is applied independently on each symbol. The encoder generates

l encoded symbols for the k data symbols in a block that are uniquely defined by a set of

constraints [16]. For our experiments we set l = 2k; k varies between 10 and 50.

The original data symbols can be recovered from any subset of the encoded symbols

of size equal to or slightly larger than the number (k) of original symbols. In addition, the

coding rate varies according to the observed average RJSNR. We assume that the receiver

knows the symbol size (bits that make up the symbol) and the number of symbols, k, in the

source block. Upon receiving the encoded symbols, the receiver passes the received symbols

to the decoder. reception of k or more encoded symbols, allows the block to be recovered

with some non-zero probability. By forming a matrix and performing Gaussian elimination

on k (or more) encoded symbols, the decoder retrieves the source symbols. If the decoding

fails, the decoder waits for more symbols and tries again.

The Advanced Encryption Standard (AES): To prevent an adversary from

sniffing the CSI packet, legitimate transceivers employ the AES based encryption for ACK/NACK
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Figure 4.10: Throughput: Explicit vs. Implicit detection.
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Figure 4.11: SINR threshold selection.

packets, using a shared 128-bit key. We use the publicly available AES implementation in

[3] and integrate it with our framework in WARPLab.

4.5.2 Experimental Results

In this section, we evaluate the proposed scheme with/without power adaptation

and demonstrate its practical applicability. The testbed setup is identical to what was

described in Section 4.3. By default, the jammer continuously emits malicious interference.
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Figure 4.12: Number of transmissions with JIMS for encoded CSI packets.
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Figure 4.13: Number of transmissions with JIMS-PA for encoded CSI packets.

Explicit vs. Implicit jamming approaches for determining the good

subcarriers: We first compare the performance of explicit and implicit approaches for

determining the good subcarriers. Fig. 4.10 shows the throughput achieved with the explicit

and implicit approaches with different network settings. We create four different network

topologies as shown in Fig. 4.1-4.3 with a legitimate sender-receiver pair and a continuous

jammer as an attacker. We see that both schemes perform equally well. The comparable

performance is expected since jamming is the dominant effect on the throughput (with both

schemes); the impact of the wireless channel (fading) is less pronounced in comparison with

that of jamming. Both approaches (albeit in different ways) use the common strategy of

identifying those legitimate subcarriers that are affected by the adversary. In one case, the

receiver tries to explicitly recognize the impact of jamming while in the other case, the
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Figure 4.14: Convergence Time with JIMS and JIMS-PA.
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Figure 4.15: Convergence times vs different attack strategies.

jamming signal is treated as interference and the impact is implicitly captured. In both

cases, JIMS leverages the least affected subcarriers for communication.

Choice of SINR threshold: As we discussed earlier, an inherent challenge in sub-

carrier selection is choosing the appropriate SINR thresholds. Since both the explicit and

implicit approaches have similar performance, we only consider the SINR to demonstrate

the effectiveness of our approach of using the average (recall Section 4.4.2) as the thresh-

old for subcarrier selection. For this experiment, we use a legitimate sender-receiver pair,

which is communicating in presence of a continuous jammer. We try 6 different static SINR

thresholds (from low to high values) and compare the performance with their use (in JIMS)

against the average SINR threshold that we advocate. Fig. 4.11 shows the throughput

achieved by the legitimate sender-receiver pair with the different SINR thresholds. We
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Figure 4.16: Throughputs with Standard, JIMS and JIMS-PA.
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Figure 4.17: Throughputs with different attack strategies.

observe that average SINR threshold achieves a higher throughput than any other SINR

thresholds; specifically it can achieve up to 5 times more throughput than the poorest static

threshold. We have validated that this average threshold is also robust to changes in net-

work topology and environment in contrast to static SINR thresholds but do not show the

results due to space constraints.

CSI exchange: Next we evaluate the effectiveness of the CSI exchange under dif-

ferent jamming attacks. The metric of interest is the number of encoded (re-)transmissions

required to deliver CSI packets. Figs. 4.12 and 4.13 show the percentage of successfully

received packets with respect to the number of transmissions for JIMS and JIMS-PA. The

results average is computed over 20 runs for a given topology. In particular, we fix the

position of the transmitter and the receiver. Thereafter, we position the jammer in specific
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position inside the grid to create a topology. With a periodic jamming attack, 80% of CSI

packets are delivered with three encoded transmissions, while with the random jammer, four

transmissions are required to deliver the same number of CSI packets (the skewed periods

cause this effect since sometimes the jamming periods are longer) with both schemes. As

one might expect, the continuous jamming attack is the hardest to cope with; we need eight

transmissions to deliver 80% of the CSI packets. We observe that in the worst case, the

delivery of a CSI packet requires ten encoded transmissions.

Convergence times of the CSI exchange: JIMS’s performance is critically depen-

dent on the exchange of CSI packets. However, as mentioned earlier, these packets are sent

using all the subcarriers with Raptor encoding and suffer from interference from the jam-

mer. We examine if this first step in JIMS’s design can become a communication bottleneck

by measuring the time it takes to successfully exchange CSI packets and begin the usage of

the good sub-carriers; we refer to this as the convergence time. We measure the convergence

time under 3 attack scenarios and with various network topologies.

Fig. 4.14 depicts how the convergence time varies for 8 different network topologies.

For each topology the results are averaged over 20 trials. We see that the observed maximum

convergence time is less than 35 ms. This demonstrates that JIMS converges fairly quickly.

Fig 4.14 shows that JIMS-PA requires about 60 msec to converge in the worst case. This is

because JIMS-PA has to send more data (SINR information) in the ACK/NACK packets as

discussed earlier; this larger data transfer is especially difficult due to the jamming signal.

Thus, JIMS-PA takes a longer time to converge. If the nodes under consideration (both

the legitimate transceivers and the jammer) are relatively static (small amounts of motion),
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these convergence times are sufficiently small in terms of overhead and can allow sustained

use of the “good” subcarriers for relatively, much longer periods.

Fig. 4.15 depicts the impact of the attack model on the convergence times with

JIMS and JIMS-PA. It is immediate that continuous jamming is the most hurtful while

the other two attack models have similar (lesser) impact. Even with continuous jamming

however, in the topologies considered, the maximum convergence time is 25 ms. Fig. 4.15

shows that JIMS-PA needs more time to converge compared to JIMS in all cases as expected.

With continuous jamming, JIMS-PA has a convergence time of approximately 60 msec. In

the best case scenario, it requires about 32 msec to converge.

Throughput performance: Next, we compare the performance of JIMS and

JIMS-PA against a standard system which utilizes all the subcarriers for communication.

Fig. 4.16 demonstrates the performance of three schemes in terms of throughput under

different network topologies in the presence of a continuous jammer. Results are shown for

8 network topologies, as described in section 4.3. We see that JIMS outperforms standard

802.11 system by up to 65%, while JIMS-PA does so by up to 75%. JIMS-PA provides an

additional gain over JIMS (about 10%) in spite of the increased overehad during the CSI

exchange process.

In Fig. 4.17, we depict the performance of the schemes in the presence of three

attack strategies viz., periodic, random and continuous jamming. The results with the

continuous jamming are as before. With random and periodic jamming, all the three

schemes perform better. The JIMS schemes outperform the standard scheme to a slightly

lesser degree. For example, JIMS-PA outperforms the standard system by up to 56%.
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Figure 4.18: Degradation in SINR with mobility.

Impact of mobility: To examine the effect of user mobility on the performance

of JIMS, we move the receiver away or towards the transmitter at a constant speed from

its original position and measure the SINR at fixed intervals. Fig 4.18 shows the CDF of

the degradation in the average SINR for a mobile receiver as a function of the distance that

the receiver has moved from its initial position. The result suggests that the degradation

in the average SINR with small extents of mobility (moving a smartphone or walking) is

minimal.

We find that when the mobile receiver moves 1 or 2 inches away from its initial

position, the throughput gains remain intact. However, if the receiver moves over a distance

like 3 inches, the average SINR degrades more than 40%. Thus, the average throughput

also decreases. At this point, the CSI values need to be exchanged again and the SINRs

recomputed.
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Figure 4.19: Throughput comparison for various jamming power allocation strategies.
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Figure 4.20: Throughput with increased node density.

4.5.3 Simulations

Simulation setup: In order to examine the performance of JIMS and JIMS-PA

in larger scale settings, we have implemented both schemes on NS3 version 13, using a

detailed PHY layer model called PhySimWifi [14]. We use an on off client server model to

generate application level traffic. For the MAC and network layers, we use 802.11a with

Friis propagation loss model. The packet size is fixed to 1500 bytes and the transmission

power is set to 20 dBm with the background noise varying between -90 and -99 dBm. We

have averaged the results over 25 runs where each run lasts for 100 seconds. We consider

random and grid topologies, and place the jammer in arbitrarily chosen positions. To

ensure transmissions even when sensing the jamming signal, we disable carrier sensing.

Again, continuous emissions by the jammer occur in the default setting.
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Figure 4.21: Effect of multiple jammers on throughput.
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Figure 4.22: A comparison between JIMS-PA and the optimal stratgy

Scalability: We plot the average aggregate throughput with JIMS and JIMS-PA

with different numbers of nodes in the presence of a jamming attack. Fig. 4.20 shows the

aggregate throughput with JIMS, JIMS-PA and the standard system with increasing node

density. In this scenario, we use a single continuous jammer which is trying to disrupt the

communication in its neighborhood. With increasing node density, the benign interference

levels also go up in addition to the interference from the jammer. As we can see from Fig.

4.20 that JIMS-PA outperforms the standard system by upto 70%. In addition, JIMS-PA

performs better than JIMS by 30% in the best case due to intelligent power reallocation.

Multiple jammers: To show the resiliency of JIMS against multiple jammers,

we varied the number of jammers in the network (benign interference still exists) and

calculated the aggregate throughput for both JIMS-PA and JIMS. Fig. 4.21 shows the
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average aggregate throughput with an increasing number of jammers, in comparison to a

case with a single jammer with a 50 node random network topology. We see that JIMS-PA

and JIMS both suffer as we increase the number of jammers. However, in a two Jammer

case, the throughput loss is about 15%; this still is better than the standard case with a

single jammer. If there are more than 7 jammers, JIMS-PA and JIMS cannot restore any

throughput since it is likely that all subcarriers are now affected by jamming.

Optimal Strategy: We compare the average throughput of JIMS-PA with an

optimal solution (continuous power allocation and the optimal selection of the (best) sub-

carriers via exhaustive search) for a fixed number of subcarriers and modulation type.

Specifically, to keep the computational complexity low,we fixed the number of subcarriers

to 4 and employ only two modulation schemes, namely, BPSK and QPSK. We varied the

distance between the transmitter and the receiver and randomly position the jammer. The

results are averaged over 10 runs. Each run lasts for 90 seconds. As shown in Fig. 4.22, the

throughput of JIMS-PA is only slightly worse (≤ 15%). Note that given the small number of

subcarriers available for selection, this worst case scenario is pretty good. If there is a much

larger number (as is the case in practice) one can expect the performance if JIMS-PA to be

even closer to the optimal allocation. This is because with a larger number of subcarriers

there is a greater flexibility for power re-distribution.

4.6 Conclusions

In this paper, we seek to mitigate the impact of an active jammer (e.g., a reactive

or wideband jammer). To do so, we exploit the inherent features of OFDM. Specifically, we
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perform experiments that show that the jamming signal has different fading levels with re-

spect to different OFDM subcarriers. We propose JIMS, a jamming interference mitigation

scheme, using which, transceivers can identify subcarriers that are relatively unaffected by

jamming and utilize them for communications. We show that JIMS restores throughput up

to 75%, in the presence of an active jammer via experiments on our WARP testbed. At this

time, we rely on prior schemes to detect the jammer, and utilize JIMS only when a jammer

is detected. Integrating JIMS with such detection schemes effectively will be considered in

future work.
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Chapter 5

Catch Me if You Can: VM

Migration for Thwarting Malicious

Co-Residency on the Cloud

5.1 Introduction

Infrastructure-as-a-Service (IaaS) providers allow VMs that belong to different

users, to share the same physical infrastructure. Thus, the risk of sharing a physical machine

with a potential malicious VM is very real [262, 211, 265]. Once an attack VM is able to co-

reside with a victim VM on the same physical machine, it can launch arbitrary attacks (e.g.,

using side channels to achieve information leakage) to compromise the security of the victim

VM. Although providers continuously make improvements to better isolate resources across

VMs, new vulnerabilities are expected to emerge as hardware architectures and hypervisor
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technologies evolve [161].

Prior to launching such attacks however, the attacker typically needs to place

a malicious VM on the physical machine that houses the victim VM (co-reside with the

victim). The process of performing co-residency today requires the attacker to launch its

VMs, use side-channels to ascertain co-residency, and upon failures terminate and repeat

the process. Once co-residency is achieved, the longer a victim VM resides on the same

physical machine occupied by the attacker VM, the higher is its risk of being compromised.

In this paper, we have two main objectives. First, we seek to get an in depth under-

standing of the ways and the effectiveness with which an attacker can achieve co-residency

with a victim VM in practice. Towards this, we undertake an extensive experimental effort

on Amazon’s EC2 cloud infrastructure, to understand the side channels that an attacker

can use to ascertain co-residency with a victim VM. En route, we discover a new set of very

stealthy and highly effective timing based side channels that can be used today to ascertain

co-residency.

Migrating a VM is a way of mitigating long periods of co-residency with an attacker

VM [179]. As our second objective, we seek to to determine under what conditions a

victim VM should be migrated to minimize its co-residency time with an attacker, given a

bandwidth/downtime cost the user of the VM is willing to bear. Towards this (based on

the above experimental studies) we formulate a set of guidelines, which are based on the

time that a victim VM has resided on a host machine and the very side channel that the

attacker could have used to ascertain co-residency. We perform extensive experiments on

our in house cloud (built using CloudStack [71]) to demonstrate that our guidelines can
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drastically reduce the times for which a victim VM co-resides with an attack VM with low

costs in terms of downtimes and bandwidth.

To summarize, our contributions are as follows:

• We carry out extensive experiments on Amazon EC2, arguably the most popular cloud

provider, to develop a comprehensive understanding of the efficacy of an adversary in

successfully co-residing its VM with a victim’s VM.

• We build a simple model that can provide us with rough estimates of how long it takes for

an attacker with varying capabilities, to successfully co-reside with a victim. The model

requires very few measurements and can provide guidelines on how often VMs should be

migrated in different scenarios.

• We discover a set of new highly effective timing based side channels that can be used by

an attacker to determine if any of its VMs co-resides with a targeted victim VM. Our side

channel provide the highest accuracy in ascertaining co-residency as compared to other

previously proposed side channel tests (≈ 86 %), but with lower false positive rates. In

addition, we believe that they are much harder to detect than the latter since they do

not create explicit congestion on a shared resource.

• We consider VM migration as a countermeasure to thwart malicious co-residency and

develop a set of guidelines on when to invoke victim VM migration given a cost budget in

terms of the bandwidth expenses and downtimes that the user is willing to tolerate. We

perform extensive experiments on an in house KVM-based private cloud (users cannot

invoke live migrations on commercial clouds today) to evaluate our guidelines. The

results show they can drastically reduce the times for which a victim VM co-resides with
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an attack VM. Specifically, with very reasonable performance costs (of the order of MB

of bandwidth and seconds of downtime per day, per VM migrated), the fraction of time

that the victim VM co-resides with an attack VM can be limited to about 1 %.

Roadmap: In §5.2 and in §5.3 we present related work and our threat model,

respectively. We present an experimental study on co-residency on Amazon EC2 and show-

case our new attacks in §5.4. We present a model to estimate the time taken to achieve

co-residency in §5.5. Our mitigation guidelines are derived in §5.6. We present our evalua-

tions in §5.7. A discussion on how the migration guidelines influence costs while mitigating

side channels targeting information leakage is provided in §5.8. We conclude in §5.9.

5.2 Related work

Side channel attacks targeting information leakage: Side channel attacks

exploit physical information leakage such as timing information, cache hits/misses, power

consumption etc. This information is typically obtained based on the usage of shared

resources (e.g., cache). There are several side channel attacks on cloud tenants that have

been previously studied [262, 211, 46, 128, 130, 274, 245]. Side channel attacks can target

different shared resources; examples include the cache, shared storage etc. Based on the

attack, the time taken to successfully extract information ranges from the order of minutes

to hours.

Co-residency with a victim process: For almost all side-channel attacks re-

ported, an attack process (VM) will need to co-reside with the victim process (VM) on the

same physical machine. The attacker will need to launch its VM and use some kind of side
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channel to ascertain if has co-resided with a victim. Side channels have also been proposed

for enabling co-residency checks (e.g.,[247]). However, these prior efforts do not provide a

comprehensive understanding of how effective these are in terms of their accuracy and the

time it takes for an attack VM to successfully co-reside with a victim VM.

Reverse engineering the algorithm for determining the placement of VMs empir-

ically, as in [247] and [266], although hard, might be useful in the short term. However,

placement algorithms are likely to dynamically change over time [266]. Because of this,

one can largely consider the placement algorithms to be opaque (and possibly customized

to users); instead of trying to reverse engineer the process, we develop measures to deter-

mine co-residency, and construct a model which provides rough estimates of the average

time taken for acheiving co-residency (regardless of the nuances of placement). Further,

cloud providers have ensured that many co-residency checks proposed much earlier (e.g.,

[211, 273]) are no longer feasible1. To the best of our knowledge, we are the first to propose

network timing based side channels for ascertaining co-residency; note that there are other

network timing based attacks previously studied but they are quite different (e.g., [231]).

Defending side-channel attacks: Cloud providers as well as the research com-

munity is continuously looking for ways to improve resource isolation which can help defend

against side channel attacks. Efforts such as [202] and [158] introduce random delays while

accessing a resource to thwart timing based side channel attacks. [204] and [73] employ

software level defense mechanisms as countermeasures against cache based side channel at-

tacks; for example, the idea in [204] is to obfuscate the program at the source code level

to provide the illusion that many extraneous program paths are executed. If an attacker

1We have also experimentally verified that this is the case.
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conducts a prime and probe attack (where he primes the cache and probes for determining

changes to cache sets) his observations will be skewed. Although the current methods can

defend against known side channel attacks, it is unclear if there exist other type of attacks

that are unknown to the research community. Other vulnerabilities could appear in the

future due to advancements in computer architecture and hypervisor technologies. Mitigat-

ing malicious co-residency can significantly alleviate the attacker’s ability to launch such

attacks.

VM migration to mitigate side-channel attacks: VM migration has recently

been considered to counter cloud-based side-channel attacks targeting information leakage

in [179]. In brief, the authors of Nomad [179], model information leakage from side channel

attacks over time and determine how often migration is needed. However, they assume

that the attacker has successfully co-resided with the victim. Nomad also assumes that

such decisions on migration to cope with side channels, are made by the provider and not

the users of the VMs. The users may not be willing to accept the performance penalties

(downtimes) that inevitably occur when VMs are migrated for such purposes. We make no

assumptions on what the provider will do in terms of placement of VMs.

Unlike in Nomad, we try to minimize the occurrence and periods of successful ma-

licious co-residency. We account for the time that an attacker takes in order to successfully

co-reside with a victim; this can influence the costs associated with migrations (reduce the

frequency). The users can choose when to migrate their VMs based on their risk averseness

and the costs they are willing to bear.

In a realistic scenario, where users are likely to configure their own VM migration
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policies (e.g., enable, disable, choose periodicity etc.), not accounting for the fact that the

attacker takes time to first co-reside with the victim (as with Nomad) in addition to the

time taken for an information leakage attack, for driving migrations will increase migration

frequencies and thus bandwidth/downtime costs (discussed later). We later show that very

frequent migrations could also adversely affect security when the attacker simply stays

put on a physical machine (since the victim VM can potentially return to the very same

machine).

5.3 Threat model

We assume that an attacker seeks to co-reside its VM on the same physical machine

as a certain targeted victim VM and co-reside for as long as possible. First we consider

a case where the attacker launches a set of VMs, repeatedly if needed, and attempts to

have one of these attack VMs co-reside with a victim’s VM. We assume that it has no

knowledge or control over the policies followed by the cloud provider for VM placement

(as with Amazon’s EC2). We call such an attacker an “reactive attacker”; this scenario is

reflective of what the attacker can do on today’s commercial clouds.

Next, we consider the cases where (like any user) an attacker can choose to mi-

grate its VM, if user driven migrations are allowed. We assume that the provider does not

unilaterally perform migrations (without user requests) like in [179], since this may cause

downtimes without user consent (which some users may not want to experience). An at-

tacker VM could simply choose to stay put on its initial physical machine assuming that the

target VM will (due to migration) will be placed on the same (physical) machine eventually.
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We call such an attacker a “static attacker”. Finally, we also consider a possibility that an

attacker may choose to migrate periodically itself. We call such an attacker, a “periodic”

attacker. In both of the above cases, we assume that an attacker continuously checks for

co-residency (using one of the approaches discussed in Section 5.4), since the victim could

now at any point, migrate to the machine on which its VM resides. Note that these attack

strategies cannot be implemented and tested today on Amazon’s EC2 (migrations are not

viable as of today); we test them on our in house cloud in Section 5.7.

Once the attacker is able to verify with high accuracy that one of his attack VMs

has successfully co-resided with the victim’s VM on the same physical machine, an attempt

is made to launch a previously proposed side-channel attack (described in Section 5.8) to

successfully create a leakage of information from the victim. However, we do not explicitly

focus on such side-channel attacks themselves in this work; we provide a discussion on the

impact of our work on such attacks in Section 5.8. For simpilicity, we assume that the

number of virtual machines owned by the victim remains unchanged, i.e. the number of

virtual machines does not vary over small time scales (hours or days). We also assume that

after a migration occurs, the attacker does not know “where the victim process has been

migrated.” We assume that it is not interested in triggering other attacks (e.g., causing a

DoS attack by inducing repeated migrations).

5.4 Characterizing co-residency via experiments

We perform extensive experiments on Amazon’s EC2 over a period of 5 months,

to obtain an understanding of (a) the accuracy and (b) the time taken by an attacker to
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Model Virtual CPU CPU Credits / hour Mem (GiB) Storage

t2.micro 1 6 1 EBS
t2.small 1 12 2 EBS

t2.medium 2 24 4 EBS
t2.large 2 36 8 EBS

Table 5.1: Instance Type Comparison

successfully (we define what mean by success below) co-reside its VM with a targeted victim

VM (TCR), while using different types of side-channels to verify co-residency. Specifically,

we implement and test, multiple previously proposed ways of verifying co-residency (co-

residency tests). In addition, we design new timing based co-residency tests that are stealthy

and yet, very effective. We reiterate here that some of the previously proposed side-channel

based tests to verify co-residency (e.g., [211, 273]) do not work anymore (as verified by our

experiments) since cloud providers have taken steps to prevent them [274].

Categories of co-residency tests: We divide co-residency tests into two categories;

controlled/internal and external. In internal co-residency tests (ICT), we control both

victim and attacker VMs. These tests primarily demonstrate co-residency with high fidelity

(and can serve as ground truth) but cannot necessarily be used by an external adversary.

Specifically, we create contention on a shared resource using the attacker VM and measure

the changes in access times to that resource experienced by the victim VM (as compared

to the access times experienced with no contention). We assume that a co-residency test is

successful if an associated ICT test classifies the test as being successful.

In the external co-residency tests (ECT), we only control the attacker VM. We

exploit a service running on the victim VM to try to create contention on a (possibly)

shared resource. The attack VM then compares the response times to the service with and

without contention. Here, we also propose the use of new timing tests to decide whether
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two machines co-reside or not. The accuracy of the ECTs (which represent the mode of

operation of an adversary in a real setting) is assessed by comparing the result with that of

a ICT. The time taken for successful external co-residency tests is a critical metric that we

are interested in. In all of these experiments we assume an active attacker as discussed in

Section 5.3.

General setup: We initiate 20 micro or 20 small instances each, for a victim and

an attacker account (for ground truth validation). All the instances run Ubuntu 14.04 LTS

[239]. We conducted our experiments on three different datacenters (us-west-2a, us-west-2b

and us-west-2c). Four different side channels that are exploitable to verify co-residency,

reported in the past three years, were implemented [247, 265, 273] and tested. A key

contribution we make is the design of new, very effective, timing-based co-residency tests.

The victim VM hosts 3 services, each very different in nature; thus, the co-

residency tests in the three cases, for identical set ups, take different times. The services

are Taiga, ownCloud, and MediaServer. Taiga is an open-source project manager software

that involves a mix of CPU, disk (frequent), and memory workloads. ownCloud is an open-

source file hosting service (resembles Dropbox) that involves memory and disk intensive

workloads. MediaServer is an open-source wiki-page server that involves a mix of CPU,

disk (rare), and memory workloads. We use different type of VMs; their specifications are

summarized in Table 5.1 (we use the Amazon EC2 jargon [83]). Later in the section, we

provide further details on each specific experiment.

ICT experiments: In each experiment, as mentioned, the attacker and the victim

have 20 VMs each. We end up with 400 possible combinations of attack and victim VMs
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(20 × 20); thus, 400 co-residency tests will need to be performed for each considered shared

resource. With four shared resources this translates to 1600 tests2. A comprehensive study

using this approach would take a prohibitive amount of time, considering that the failure

of co-residency would incur termination and relaunching of attack VMs. To speed up the

process, we create a pre-configured VM image that can be readily instantiated. Second, we

recognize that the failure of co-residency tests using certain shared resources, can with high

probability suggest that other tests (on other shared resources) will also fail. Therefore, by

ordering the tests, we drastically reduce the number of tests (by eliminating tests that are

highly likely to fail). For example, the failure of the co-residency test that considers the

memory bus as the shared resource (bus contention test) described in [247] (details later)

will indicate that the attack and the victim process do not share the same CPU. Finally,

for each attack VM, we perform a co-residency test with regards to a shared resource, with

all the victim VMs in one shot. By using these reductions, we were able to reduce the time

taken per run to 20 minutes, on average. Thus, by running experiments for 15 hours per

day, we were able to test more than 50,000 pairs of attack and victim VMs.

ECT experiments: We go through a similar process (with all the optimizations

outlined above) except that we can only induce workloads on victim VMs by sending exter-

nal requests (e.g., to upload a new file onto the ownCloud server). Further, we will allow all

20 attack VMs to perform the tests simultaneously. If any of them detects the co-residency

successfully, we further cross-validate the result with a follow-up ICT experiment. If the

validation holds true, the process is deemed as success and stopped.

2We wish to point out here that these tests are primarily used as benchmarks and cannot be actually
used by an external attacker.
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Launching and termination: For every failed attempt at co-residency (the

co-residency test fails with respect to a considered shared resource), the attacker must

terminate his VMs and then re-launch them in an attempt to again successfully co-reside

with his target victim. The time taken to launch and terminate these processes are denoted

by tl and td, respectively. These times will contribute to the overall time that an attacker

will have expend, in order to successfully co-reside with the victim VM. Using the process

described above, we experimentally quantify these times.

5.4.1 Implementation of prior co-residency tests

We implement and test previously proposed co-residency tests on EC2. In these

tests, an attacker creates contention on various shared resources (e.g., cache, bus) and uses a

side channel to determine if his process co-resides with a victim process. The time taken to

perform a co-residency test is denoted by tc; this time primarily depends on type of shared

resource used to determine co-residency, as well as the type of service running on the victim

VM. A successful co-residency test indicates with high probability that the attack and the

victim VM share the same physical resources.

Bus contention based ICT and ECT: Bus contention tests were designed and

evaluated in [262] and [247].

ICT: In the ICT, the attacker VM allocates a chunk of memory that is larger than

the size of the last level cache (64 MB in our experiments). Is then misaligns the memory

access pointer by adding an offset to it (two bytes). The issuing of an unaligned, atomic

access operation (such as a read, or the XADD operations for x86 processors) [247] causes

the locking of the memory bus. The causes the victim VM to see a significant increase
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(around 3X) in the memory access time if both the VMs share the same physical machine.

ECT: In the ECT, the attacker engineers a set of external requests (such as HTTP

or FTP) which cause the victim VM to access the memory bus; the request sizes will have

to be larger than the last level cache (LLC) size [247]. Internally, the attack VM locks the

memory bus (similar to what is done in the ICT). By comparing the response times in this

case, with the response times without the locking of the memory bus, the attacker is able

to determine if his VM co-resides with the victim VM (a significant increase is seen if the

VMs co-reside).

LLC based ICT: Next, we test if two VMs share the same CPU by creating

contention on the LLC [164]. If this causes an increase in the LLC access time for the

victim VM, we conclude that both VMs share the same CPU. The LLC in our experiments

is the L3 cache; its size is 25.6 MB with a cache line size of 64 bytes and an associativity of

20. The page size is 4096 bytes.

The attacker VM allocates 1 or more GB of memory and regularly reads and writes

in multiple page size increments (to ensure a page miss for the victim VM). The victim VM

allocates an L3 cache size (of 25.6 MB) and iteratively reads pages in order. If the two VMs

share the L3 cache, a significant increase (≈ 1.8 X) in the access time is observed by the

victim VM.

ICT with L1 cache: Two VMs that share the same CPU do not necessarily

share the same core. We test if two VMs share the came core via a contention based test

on the L1 cache. The L1 cache size is 32 KB, its associativity = 8, and the page size is 4096

bytes. As in the previous test, the attack VM repeatedly evicts the L1 cache by requesting
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data that is not in the cache. The victim process continuously tries to access the same data

(e.g., a certain data structure) repeatedly, and measures the access times. With contention

a 1.5-3X increase in the access time is experienced. Note here that even if the two VMs

share the same CPU (the LLC test could yield a success), this test will fail if they do not

share the same core. If two VMs share the same core, an active side channel attack can

probe the contents of the L1 cache during execution [198].

5.4.2 A new ICT

Storage based ICT: The test seeks to determine if two VMs share the same

disk. Although the idea of checking if a disk is shared is not new [266, 247], to the best

of our knowledge, we are the first to design and implement an approach to determine co-

residency based on disk storage access in a cloud environment. We find that this test does

not inherently provide any advantage over the previously proposed ICTs discussed above

(as shown later), but we present it nevertheless, for completeness. To create contention for

disk access, the attack VM accesses a relatively large file (> 6 GB). It repeatedly does this

access while varying the block size from 512 Bytes to 8 MB. The victim tries to perform

a storage operation; in our experiments, it copies a similar large file from storage and we

measure the average time taken. For each block size used, we measure the average time

taken by the victim for copying the file from storage. The attacker’s goal is to cause an

increase in the average seek time (compared to when it does not access the large file). For

the Amazon EBS (Elastic Block Store) storage, a minimum increase of 33% in the total

transfer time is observed when there is disk contention.
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5.4.3 New timing based ECTs

Next, we propose a set of new, stealthy yet very effective timing-based ECTs.

ECT based on RTT timing behaviors: Today, cloud providers employ load

balancers and multi-path routing to be able to dynamically handle high traffic loads and

denial of service attacks [136]. However, it is reasonable to assume that packets which are

destined to VMs that reside on the same physical machine are exposed to similar effects at

a given time (same paths), and experience similar delays along the route. Thus, one might

expect that while the behaviors change dynamically, the delays experienced by packets that

are destined to VMs on the same physical machine exhibit consistent (similar) temporal

variations.

In order to ensure that the results are not biased by hypervisor scheduling delays

(typically the maximum time slice that a VM can obtain before being switched out of

context ≈ 10 msec) we probe at coarse time granularities (i.e., the probing period is set to

≥ 100 msec). With this set up, we receive one response from each of the two VMs under

consideration (the attack and the victim VM) per probe. If the two VMs are on the same

physical machine a delay observed between the responses from the VMs is much less than

the probing period; unless (in rare cases) where the physical machine load rapidly changes,

these delays are of the order of OS scheduling delays. Otherwise, much higher variations are

observed in the delays (because of different routes and traffic on those routes). In order to

perform the comparisons, we normalize the observed values with respect to the maximum

observed response times (to eliminate temporal variations in load across the paths taken by

the probes).
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We measure the round trip times (RTTs) continuously (by instantiating connec-

tions separated by randomly chosen periods) from an outside observer (attacker) to the

two VMs in question. We then perform a time series analysis to determine whether the

timing profiles observed with respect to the two VMs are very similar. We call this test the

“behavioral timing test”.

To ensure that we can accurately compare the time profiles, we instantiate the

connections to the two VMs (almost) simultaneously. To measure the RTT, we primarily

rely on the TCP handshake. We also use ICMP messages when applicable. By collecting

a long enough RTT trace, we can accurately determine if the two VMs are on the same

physical machine or not. Further, we can deduce if the VMs are connected to the same

TOR (top of the rack) switch. The intuition is that if the two VMs are co-located on the

same physical machine, they experience similar processing delays (which depends on the

workload of the machine). Indeed, as shown later (Table 5.3), the results of this test are

fairly accurate as validated by comparison with our ground truth.

Let ~rtt(o, di) = [rtt(o, di, t1) . . . , rtt(o, di, tn)], denote the two time series for the

attack and victim VM. (i ∈ {1, 2}, where, the d1 is the attack VM and d2 is the victim

VM); o and n represent the observer and duration of the observation, respectively. We use

two commonly used metrics to measure the distance between the two time series, viz., the

Mean Square Error (MSE) [156] and the Pearson Coefficient (PeC) [38].

The mean square error given by:

MSE(o, d1, d2) =
1

n

√√√√ n∑
i=1

(rtt(o, d1, ti)− rtt(o, d2, ti))2 (5.1)

Here, we also measure the MSE relative to a time-shifted versions of the the vector; this is to
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account for the fact that in practice, the connections to the two VMs cannot be established

simultaneously (one is time shifted slightly with respect to the other).

The PeC between the time series is given by,

PeC(o, d1, d2) =
COV ( ~rtt(o, d1), ~rtt(o, d2))

σ( ~rtt(o, d1))× σ( ~rtt(o, d2)).
(5.2)

COV is the covariance between the two time series.

In our experiments described in Section 5.4.4, the test declares a success (the two

VMs co-reside) if the MSE is < 0.15 and the PeC is ≥ 0.8. Note that ideally, if there is an

exact match between the time series, the MSE will be 0 and the PeC will be 1; we choose

thresholds that are close to these ideal values.

Timing based ECT with multiple observers: In this test, the attacker uses

multiple observers (from different vantage points) and examines the RTTs between the

observers and the VMs in question (as in the previous test). The attacker only records the

minimum RTT observed between each observer and the target VMs for a specific time span.

These RTT values are quantized to the nearest decile (i.e., a value of 46 is rounded to 50,

while a value of 41 is rounded to 40). A vector of these quantized RTT values are constructed

for both the attack and the victim VM. For example, if there are three observers and ρj and

ρ′j are the quantized RTT values with respect to the attack and the victim VMs at the jth

observer, the vectors {ρ1, ρ2, ρ3} and {ρ′1, ρ′2, ρ′3} are constructed. The similarity between

these vectors is now computed by means of a Hamming distance type measure. The two

VMs are considered to be on the same physical machines, if their these distances coincide

(similar to the network triangulation [205]). If the two signatures are very similar (but don’t

exactly match) it is very likely that that the VMs are on the same physical machine. (in
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our experiments described in Section 5.4.4, we assume that they are similar if the fraction

of elements that match is ≥ 0.8). The accuracy of the approach depends on the number of

observers used and the distribution of observers inside and outside the datacenter. It also

depends on the duration of the observations. We call this test the “signature based timing

test.”

ECT based on RTT timing behaviors from multiple vantage points:

The two timing tests described above are combined to improve the accuracy of the co-

residency determination. This also decreases the time required to get accurate results. In

brief, multiple observers are again used; however, each observer applies the first test on the

behaviors of the RTTs (analyzes the similarity between the time series) as opposed to using

the minimum RTT a signature (as in the second test). If from most (80 % or higher) vantage

points, the behaviors of the time series obtained with respect to the attack and victim VMs

are deemed similar, the attacker assumes that its process has successfully co-resided with

its victim. We call this test the “hybrid timing test.”
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Figure 5.1: Launch times over months
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5.4.4 Experimental results

Next, we provide our experimental results on Amazon EC2 with regards to (i) the

accuracy and (ii) the time taken for successful co-residency with the different side-channels

to verify co-residency.

Launching and Termination times: Launch and termination times are part

of the overheads consumed by an attacker while trying to achieve co-residency. They could
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tion times for different VM sizes.

Resource type # Avg. VMs # of hits Percentage

Disk ICT 108000 3340 3%
Bus ICT 108000 22666 21%
CPU ICT 98000 19540 20%
Core ICT 98000 8820 9%

Table 5.2: Hit rates with different ICTs

differ from datacenter to datacenter. Note that the attacker may have to try different sizes of

attack VMs to achieve co-residency since the cloud providers placement policies may result

in the placement of VMs of different sizes on different physical machines (e.g., according to

load) [82].

Fig 5.1 shows the minimum, maximum and average launch times over five months.

The average launch time is ≈ 1.5 minutes. The termination times are longer in general

than launch times as shown in Fig 5.2. The average termination time is 2.5 minutes. Upon

closer examination, we find that VMs that are on a heavily loaded physical machine (longer

response times) take longer to terminate. We also find that larger VMs take longer to

terminate (see Fig. 5.4); this is because the deallocation of resources takes longer in such
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Application Sensitivity Specificity

Taiga 0.94 0.84
MediaServer 0.95 0.88
ownCloud 0.95 0.96

Table 5.3: Sensitivity and specificity with the behavioral test.

Application Sensitivity Specificity

Taiga 0.92 0.89
MediaServer 0.93 0.88
ownCloud 0.93 0.95

Table 5.4: Sensitivity and specificity with the signature test.

Application Sensitivity Specificity

Taiga 0.95 0.95
MediaServer 0.95 0.95
ownCloud 0.90 0.94

Table 5.5: Sensitivity and specificity with the hybrid test.

Application Sensitivity Specificity

Taiga 0.95 0.95
MediaServer 0.95 0.95
ownCloud 0.81 0.95

Table 5.6: Sensitivity and specificity with the Bus based ECT.
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Figure 5.6: The improvement in accu-

racy by increasing the number of sam-

ples.

Hit rate of ICTs: We next quantify the hit rates of the ICT tests on Amazon’s

EC2. We conducted on average, 3 experiments per hour. As described earlier, in each

experiment we launch 20 attack VMs and 20 victim VMs. Table 5.2 shows the hit rates
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Figure 5.8: The impact of observation

period on the accuracy

with the various ICTs discussed earlier. The results show that the disk is shared only 3%

of the time. From among this 3%, we find that approximately 86% were sharing the same

physical machine (the bus test was also a success). As shown, in approximately 21% of the

cases the attack and victim VMs shared the same physical machine. A significant percentage

of these also shared the same CPU (> 90%); the LLC cache test was a success. In only 9%
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of the cases an attack VM shared a core with a victim VM (L1 cache test succeeded).

Accuracy of the ECTs: Next, we examine the accuracy of the various ECTs

described in the previous section. The results are summarized in Tables 5.3-5.6. We report

the results with 3 different services. Each service was tested for 5 consecutive days. We

approximately conducted 50 runs per day. We re-launch the victim VMs every 10 runs,

while the attacker VMs were re-launched every run. We used the bus contention based

ICT to establish the ground truth; in other words, that test was also conducted and the

result we obtained was considered the truth. This is because, first, the work in [247] shows

that this test has very high accuracy with regards to determining the co-residency of two

processes. Second, the bus test is the only test for which we have both the ICT and ECT

tests. Finally, if the bus test is successful, as discussed above, it is very likely that the LLC

cache test will also be successful.

We examine the efficacy of each ECT by measuring the number of true positives

(TP), number of true negatives (TN), number of false positives (FP) and number of false

negatives (FN). We compute the true positive rate (aka sensitivity [97]) to be TP
TP+FN .

Similarly, the true negative rate (aka specificity [97]) is TN
FP+TN .

The results show that the bus based ECT and the hybrid timing test exhibit

similar (very high) sensitivity and specificity. They are both more accurate than behavioral

and signature based timing tests. Note however that designing the requests for the bus

contention based ECT is complex. It needs to be tailored to the type of service running on

the victim VM. Furthermore, some services do perform heavy memory transfers; if a victim

VM hosts such a service, (e.g., ownCloud) it is difficult for an adversary to successfully
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carry out a bus based ECT. This demonstrates that for some workloads, the bus contention

ECT may not be effective; the hybrid timing tests seem to work well with all the workloads

we considered. Finally, we argue that the RTT based methods are less invasive and thus

harder to detect.

A microscopic view: In Figs. 5.9 and 5.10, we show snapshots of the normalized

time series at a single observer (using the hybrid timing based ECT), when we have a

mismatch and a match, respectively. As evident, with a match or hit, the difference in the

normalized response times obtained with respect to the victim and the attack VM is much

smaller than 0.1 for each sample. With a mismatch, this can be as high as 0.6. In the rare

cases with false positives (the ICT yields a mismatch), we find that the normalized RTT

is slightly higher (≈ 0.2 for some of the sampled points); this could be a result of the two

VMs being close to each other (same rack) but not on the same physical machine.

Properly configuring the ECT tests: The work in [247] discusses how to

properly configure the parameters for an effective bus contention ECT (we follow the same

approach). We omit the details in the interest of space. Instead we focus on determining

how to appropriately configure our new behavioral and signature based timing tests in the

next set of experiments. The results reported here are from experiments done over 30 days;

we perform 30 runs per day.

Configuring the behavioral timing test: We vary both the total number of samples

taken (to construct the time series) and the average time between samples. As seen in Fig.

5.5, an average period of 200 msec yields the highest accuracy from among the values we

considered. While this value could change depending on the dynamics inside the cloud (how
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often paths change etc.) we find that roughly choosing this average time between probes

is enough; slightly higher or lower sampling rates do not cause significant degradations

in performance. Note here that since, the path from the observer to the cloud provider

remains fairly stable all the packets experience similar delays on this part of the path; the

delays within the cloud are more dynamic. Fig. 5.6 shows the sensitivity of the accuracy to

the number of samples taken to form the time series. We observe that going beyond 1000

samples yields little improvement in the accuracy. With these values for the average time

between samples and the number of samples, it takes around 200 seconds (3.5 minutes) to

perform the behavioral timing test. To decrease the false positives and negatives for the

test, the experiments are repeated thrice with at least a 2 - 5 minute pause time, between

the tests. Thus the total time taken is between 15 and 26 minutes per attempt.

Configuring the signature based timing test: We vary the number of observers
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Figure 5.11: Average time to co-reside

with any of 8 victim VMs.

considered while creating a signature. As seen in Fig. 5.7, the accuracy does significantly

improve if we increase the number of observers above 15. Beyond this, the accuracy is

pretty much stable and equal to 81%. To remove fluctuations in RTTs resulting from

traffic variations and intra-cloud dynamics (paths on which traffic is routed may change

dynamically [113]), we need a larger set of samples in order to obtain accurate signatures.
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Figure 5.12: Average time to co-reside

with any of 4 victim VMs.

We find that typically we need to collect observations over 20 minutes for each run. However,

using the hybrid test where we essentially perform a behavioral RTT test at each observer

improves the accuracy without the need for a longer observation period; conducting the

same behavioral test as before at 16 observers, we find that the accuracy improves to ≈ 86

% (the time taken is less than 20 mins).

Experimentally computed times for co-residency: In Table 5.7 we present

the experimentally determined, average times with the different ECTs. The times shown

include the (a) the launch time, (b) the time taken to determine co-residency (for the tests

described) and (c) the termination time. We note that the average times in all cases are

about 2 hours. We find that 75 % of the tests took more than 72-93 minutes depending

on the ECT in use. More than 95 % took > 20 minutes. The minimum times taken to

successfully determine co-residency could be small depending on the test (as seen above).

However, the attacker has to really get lucky and must be able to colocate with the targeted

victim VM with very few launches of his VMs. We discuss risk assessment and various

policies on VM migration (when should a VM be migrated to minimize the risk of long
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ECT Test Average 75% 85% 95%

Behavioral 110 72 45 21
Signature 135 93 53 26
Hybrid 120 78 45 23

Bus 105 76 65 33

Table 5.7: Average and percentiles (mins) of times taken for co-residency.

co-residency with an attacker?) in the Section 5.6.

5.5 Modeling co-residency times

Prior to successfully co-residing with a victim process, an attacker may have to

iteratively launch attack processes, check for co-residency (perform the co-residency tests),

and upon failure, terminate the processes and relaunch the set of processes. Here, we assume

that the attacker has a single account on the cloud, and goes through this procedure until he

is able to successfully co-reside with the victim. The time taken for successful co-residency

depends on (i) the number of VMs the victim has on the cloud (a web provider may have

multiple replicas of his web server running [66]) (ii) the number of attack processes launched

in each iteration and (iii) the cloud provider’s policy in placing a customer’s VMs. In our

experiments described earlier, we assumed that the attacker is able to launch 20 VMs in an

iteration and the victim has 20 processes running on EC2. Note that Amazon’s EC2 limits

the number of VMs one can launch with a single account to 20. The provider’s policy on

VM placement here is unknown.

It is hard to consider all possible cases and perform experiments to characterize

the times taken for establishing co-residency. Thus, we seek to develop a simple model that

allows us to estimate this time, based on the number of attack and victim VMs; we show

that while this model is not very precise, it provides good enough (rough) estimates that can
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be used to guide migration decisions. If u is the victim, and the probability of successfully

co-residing an attack process with any of the m replica VMs the victim is running, in a

given attempt, is pc(u), the expected time for successful co-residency is given by:

ECR[pc(u)] = (tl + td + tc)
J∑
j=1

j(1− pc(u))j−1pc(u) (5.3)

where, J is the maximum number of attempts the attacker makes at co-residency. Since we

assume a presistent attacker, we set J =∞. With this it is easy to see that:

ECR[pc(u)] = (tl + td + tc)
1

pc(u)
(5.4)

Let pc(u,m) be the probability of successful co-residency with the mth victim

VM replica in an attempt. We assume that a victim’s VM replica does not share the

same physical machine with another replica; conservatively, this maximizes the attacker’s

chances since he has a better chance of hitting a victim VM replica in each attempt. Then,

the probability of co-residing an attack process with any of the replica VMs is given by:

pc(u) =
∑
m

pc(u,m). (5.5)

It is hard to determine pc(u) without knowing the placement policy of the provider.

If one assumes a completely random placement policy (meaning that a physical machine is

chosen at random for placement), this probability is pc(u,m) = 1
N , where, N is the number

of available physical machines.

If a plurality of the attacker’s VMs are placed on the same physical machine, then

he is at an inherent disadvantage (the number of physical machines on which he can check

for co-residency in that attempt, is reduced). Thus, we conservatively (to minimize the

co-residency time) assume that the attack VMs are always placed on different machines (as
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with the victim VMs). This policy is not far from what is likely to happen in reality (e.g.,

see [82]). For example, a provider may place the VMs of a customer on different physical

machines for reliability (robustness to machine failures). If we assume that such a policy is

in place, it is easy to see that one can conservatively bound the probability pc(u,m) by:

pc(u,m) =
1

N
+

1

N − 1
· · ·+ 1

N −A
≤ A
N −A

(5.6)

where, A is the number of attacker VMs. Thus, if there are L victim VM replicas, pc(u) =

L×A
N−A .

Evaluating our model for co-residency time estimation: Next, we compare

the co-residency estimates using our model, with that from experiments on EC2. Figs. 5.11

and 5.12 depict the times taken to co-reside with any of the victim VMs, where the victim

has deployed 8 and 4 VMs respectively. The number of attacker VMs are varied (for the

experiments, we have two accounts and can have up to 40 VMs in total). The value of N

can be estimated based on the number of IP addresses made available on the provider’s

launch interface and the maximum number of VMs that can be hosted per machine; we use

N = 500 since EC2 provides around 4000 available IP addresses and the Xen hypervisor

allows 8 VMs per physical machine. The model takes as input, the average (possibly offline)

measurements of tl, td and tc with one attack VM. We see that with different number of

attack VMs, we are able to get relative good (but rough) estimates of the co-residency times

with the model. This shows that the model can be useful in predicting how long attackers

with differing capabilities will take, to successfully co-reside with a victim.
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5.6 Determining when to migrate

Next, we seek to develop guidelines on when a VM should be migrated. Towards

this, we first propose a set of indicators that capture “the risk of a VM co-residing with an

adversarial VM.” Note that without knowing the capabilities of an adversary it is hard to

quantify risk; thus, the risk indicators are based on what can be directly measured either

by the customer (user) or the provider.

5.6.1 Risk indicators

To assess risk, we consider a set of measurable indicators, the variations in which

implicitly indicate an increase in risk. These indicators are: (i) The time that a victim

VM spends on a physical machine relative to the time taken by an adversary to successfully

achieve co-residency. As evident, the longer the time spent on the same physical machine,

the more probable it is that an adversary has successfully co-resided on the same machine.

(ii) The level of utilization of the memory bus on the physical host machine. This is the same

side channel used by an attacker using the bus contention ECT to ascertain co-residency.

From the perspective of the victim, a heavy utilization of the bus can be the result of the bus

contention based ECT. It is quite possible that such heavy utilization is because of benign

congestion; we argue that even then, migration would help in improving performance. Note

that with the timing based ECTs that we discover, the second risk indicator is not useful; in

other words, migration has to be based on the time spent by the victim VM on the physical

machine.
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Time indicator: The first very simple risk indicator is the time for which the

VM has resided on the current physical machine and is represented by τ = t− ti where, t is

the current time, ti is the time at which the VM was first placed on that physical machine.

If one assumes that the timing based ECTs are used, the time indicator is the only metric

that can be used to guide migration decisions.

Heavy memory bus utilization indicator: A heavy utilization of the memory

bus may indicate that the bus contention based ECT is underway. We sample the utilization

of the bus periodically at intervals ts. If this utilization, on machine m is greater than a

threshold for a specific sample (say j), we set a boolean variable associated with that resource

S(m, j) to 1 (it is set to 0 otherwise). A composite risk indicator V (m,K) is obtained by

jointly considering say K consecutive samples. Specifically,

V (m,K) =

k+K∑
j=k

S(m, j), (5.7)

for any k. If this risk indicator yields a value of K, then all K consecutive samples indicated

that the bus experienced a high utilization; this would indicate that the VM is at risk of

being subjected to a bus contention ECT.

Threshold for determining heavy bus contention: Typically, for specific platforms,

there are specifications for the maximum values associated with this heavy utilization indi-

cator. For example, for SDRAM, the specification says that the maximum memory access

time is 70 - 150 ns depending on the vendor [131]. One could set the threshold to be a

certain fraction of the specified maximum value (e.g., the threshold could be 0.8 of the

maximum specified time). Clearly, the higher the threshold, the less likely it is that an alert

is issued (leading to a low true positive rate with regards to detecting a threat); on the other
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Figure 5.13: Migration Guidelines

hand, setting too low a threshold would incur a higher cost (because of possibly frequent

VM migrations). Thus, this threshold could be set based on the user’s risk averseness and

the costs she is willing to bear. In our work, we conduct an extensive empirical experiments

and we set the threshold to a pre-defined value (Th = 0.8 ) so as to keep the false positive

rate below 1 %. Similar thresholds are used with the bus contention ECT [247]. We

assume that this threshold will be fixed and other parameters are tuned to determine when

VMs are to be migrated as discussed next.

5.6.2 Migration guidelines

Next, we try to develop guidelines for migration based on the risk indicators. We

assume that the provider does not unilaterally take decisions to migrate a VM (since some

users may be unwilling to experience downtimes towards reducing risk). Instead, it monitors

the bus utilization at some preset time intervals ts (not controlled by the user) and based
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on user preferences (with regards to certain parameters as discussed later), migrates her

VMs.

Our guidelines for performing migrations are characterized using the flow chart

in Fig. 5.13. A user’s virtual machine enters a safe state when it is placed on a physical

machine. The value of S(m, jts) on that physical machine m, is checked by the provider

at each sampling instance of jts (sampling is done every ts time units i.e., j = 1, 2, . . . ). If

this value is 1, the VM enters the monitor state. If the VM remains in the monitoring state

for K consecutive monitoring instances, this implies that V (m,K) = K and and it should

be migrated. The machine returns to the safe state if at any point while in the monitoring

state, the the value of S(m, (j + l)ts) (where l < K) becomes zero (i.e., the utilization of

the bus gets back below the chosen threshold). If the VM remains on the physical machine

(regardless of whether how long it spends in the safe or the monitoring state) for τ seconds a

decision is made to migrate. We wish to point out here, that there is an implicit assumption

that Kts << τ .

For ease of discussion, as mentioned earlier, let us assume that the threshold Th

is fixed. The two parameters that define the user’s cost and risk averseness are K and τ .

If the values chosen for these parameters are too small, the number of false positives with

respect to detecting a co-residency threat increases; unnecessary high migration costs are

experienced. On the other hand, if the values chosen are too high, an attacker can succeed

in its attempt to co-reside and do so for long periods.

Costs: In the best case, the user does not migrate for a period of τ seconds. If

the size of her VM is X MB, her bandwidth expense in this case will be 8X
τ Mbps. She will
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Interval Bandwidth Downtime Efficiency

1 hour 25.6M 1.4s 0.008
2 hour 13.2M 0.8s 0.05

Table 5.8: Average cost and attack efficiency with proactive migration (1 victim VM and 1

attack VMs).

Interval Bandwidth Downtime Efficiency

1 hour 25.6M 1.4s 0.03
2 hour 13.2M 0.8s 0.08

Table 5.9: Average cost and attack efficiency with proactive migration (1 victim VM, 2

attack VMs).

experience a downtime every τ seconds. In the worst case, she will continuously observe bus

contention, and will migrate every Kts seconds. Here, the bandwidth cost will be 8X
Kts

; she

will experience a downtime every Kts seconds. In practice, if there is no attack or if there

is a timing based ECT, the former (best case) will hold true. If there is a bus-contention

based ECT, the times between the migration instances will be somewhere in between (and

not excluding) the best and the worst case scenarios.

Victim VMs Bandwidth Downtime Attack Efficiency

1 13M 0.75s 0.11
2 14M 0.73s 0.11

Table 5.10: Average cost and attack efficiency for migration based on heavy memory uti-

lization (varying victim VMs).
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Victim VMs Bandwidth Downtime Attack Efficiency

1 16M 1.1s 0.03
2 16M 1.2s 0.028

Table 5.11: Average cost and attack efficiency for migration based on both residence time

and heavy memory utilization (Attack VMs = 2X Victim VMs).

5.7 Evaluations

In this section, we experimentally evaluate the VM migration in terms of (a) re-

ducing the times for which an attack VM co-resides with a victim and (b) the incurred

costs; the migrations are based on the guidelines put together in Section 5.6.2. Unfortu-

nately, Amazon EC2 or other cloud providers do not yet offer a service wherein a user can

control (or request) when VM migrations are performed; therefore, our evaluations are on

an in house private cloud.

Probe Interval (mins)
10

-1
10

0
10

1
10

2

C
P

U
 U

ti
li

z
a

ti
o

n
 (

%
)

0

1

2

3

4

5

6

7

8

Figure 5.14: The CPU utilization costs with memory probing.

Evaluation Scenarios: We consider the two best ECTs that can be used by

the attacker (the hybrid timing based ECT and the bus contention ECT) to ascertain co-
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probes.

residency. We consider the two risk indicators separately and jointly, to invoke migrations.

Our private cloud testbed: Our private cloud consists of 13 Servers (11 DELL

and 2 HP), two Cisco 20-Port gigabit switches and 9 DELL hosts. It can host up to 140

micro VMs or 70 small VMs, simultaneously (equivalent to t2.micro and t2.small on EC2,

respectively). We run the KVM hypervisor on top of Ubuntu 14.04. On the VMs, we

run Centos 7 and Ubuntu 15 images. We deploy Apache CloudStack [71] to provision the

VMs. We perform live migration by using virt-manager (KVM + QEMU). We host Taiga,

ownCloud and Mediaserver on the VMs and use 9 hosts to initiate requests to the deployed

VMs (background traffic).

Although our testbed is much smaller than commercial clouds, it suffices for a

proof-of-concept implementation and showcasing the effectiveness of the VM migration

based on our guidelines. On commercial clouds, we believe that VM migration will be

even more effective than what we show (because of scale).

Evaluation results: Next, we present our results. Migration costs are averages

over 24 hour periods unless specified otherwise. In the first set of results we consider the
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reactive attacker model described in Section 5.3; this is what the attacker can do to-day

on commercial clouds. Subsequently we consider the cases where it can make choices of

whether or not to migrate (static and periodic attackers).

Figure 5.16: Time taken by an attacker to co-reside with a victim

VM (inter co-residency time).

Figure 5.17: Probability that the co-residency time is > t for an

reactive attacker; attacker uses hybrid timing based ECT.

Evaluations with a reactive attacker: First, we present our evaluations with
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Figure 5.18: Probability that the co-residency time > t for a static

attacker; attacker uses hybrid timing based ECT.

Figure 5.19: Probability that the co-residency time > t for a periodic

attacker; attacker uses hybrid timing based ECT.

a reactive attacker.

Migration based on time of residency: First, we consider migration based on only

the time of residency (value of τ). Here, we do not trigger alerts from the heavy bus

contention utilization indicator. We consider the case where the hybrid timing based ECT

strategy is used by an reactive attacker3. We migrate a VM if the time spent on a physical

3Since the bus contention utilization indicator is not used, the results are very similar when the attacker
used the bus contention ECT.
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machine is equal to τ = β × f(TCR), where f is some monotonically increasing function of

the time taken by the attacker to successfully co-reside with the victim. β determines how

conservative we are in migrating a VM; a smaller of β invokes more frequent migrations and

thus, incurs higher cost. For simplicity, we consider that the function f provides the mean

value of TCR (based on the values from from Section 5.4 we set f(TCR) = 105). Two values

of β, which correspond to inter-migration times τ of approximately 60 (β ≈ 0.6) and 120

mins (β ≈ 1.1), are considered. The lower the β value indicates high user averseness to risk,

while the higher the β means a lower risk averseness (and that cost is more important to the

owner of the victim VM). The victim VMs are either Taiga, Mediaserver and ownCloud.

We conduct the experiments over a period of 15 days (5 days per type of VM). The

cost incurred by the victim is measured in terms of (a) the downtime that it experiences

and (b) the bandwidth consumed. The bandwidth consumed corresponds to the memory

state (in MB) transferred during the live migration of the victim VM. To capture the

security provided, we compute the ratio of the time for which the attack VM co-resides with

the victim VM to the total duration of the experiment; we call this the attack efficiency.

We have two victim VMs. We populate the machines with 35 additional VMs which are

randomly placed, in order to reflect a real operational setting (the cloud has a utilization of

approximately 30 %). We consider two and four attacker VMs (i.e., 1X and 2X the number

of victim VMs). In this experiment we assume an reactive attacker who performs the hybrid

timing based ECT to ascertain co-residency; with this approach, he can re-launch his VMs

1.7 times an hour, on average.

We summarize the costs (downtimes and the traffic generated by migration) and
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the attack efficiency in Tables 5.8 and 5.9 with different numbers of attacker VMs. As

expected, the traffic volume is doubled if the migration periodicity doubles. The average

downtimes are also doubled. However, the attacker efficiency is less than 1% if the VMs are

migrated every hour, compared to 5 % if the period is increased to 2 hours. This is because

the drop in the attacker success rate is not linear with increased migration frequency (it is

better). We see that the costs in terms of downtimes (< 2 s) and bandwidth (of the order

of MB over 24 hours) are reasonable.

Migration based on heavy memory utilization: In our next experiments, we assume

that the bus contention ECT is used by an reactive attacker. We only migrate a VM if

the heavy bus contention risk indicator is triggered. Note here that if the attacker uses

the hybrid timing based ECT, the victim’s VM will never be migrated in this case. We

set the access time threshold to (100ns) (about 0.8 of the maximum specified time on our

platforms). The value of K is set to 10. First, we set τ = ∞, i.e., we only use the heavy

memory access time risk indicator as a trigger. Table 5.10 summarizes the results. The

costs of migration decrease significantly compared to the case where migration is proactively

performed based on the time indicator (recall results in Tables 5.8 and 5.9). However, since

migration is only performed upon detecting long memory access times, the attacker is able

to co-reside with the victim VM for slightly longer periods (in quite a few cases the heavy

utilization is not consistently above the chosen threshold); thus, an increase in the attack

efficiency is observed.

Jointly considering the time and heavy utilization indicators: Next, we perform

proactive migration once every τ = 2 hours (high β); in addition we perform reactive
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migration if there is an indication of heavy memory usage i.e., the heavy bus memory bus

utilization indicator issues an alert. The reactive attacker employs the bus contention based

ECT. Note here that if the attacker were to use the hybrid timing based ECT, the heavy

utilization indicator will never kick in and the results will be identical to that of where only

the timing based indicator is used to trigger migrations; we have verified that this is the case.

The results are in Table 5.11. We see that there are slight increases in the costs in terms

of downtimes and bandwidth compared to the case with only proactive migrations with

the same β (see Table 5.9, row 2). This is because, additional migrations are now invoked

on top of proactive migrations; however, the risk in terms of attack efficiency is reduced

by a factor of nearly 3. This suggests that the effectiveness of our migration guidelines;

combining the indicators provides better protection with a modest increase in cost (for the

same β).

Sampling overheads of memory access utilization: Fig. 5.14 shows the overhead

of monitoring memory access times with different sampling rates. This overhead depends

on factors such as the type of application, the allocated resources, and the workload. We

perform experiments with ownCloud, varying the interval between the memory probes,

between 0.25 and 64 minutes. Each probe test lasts for 15 seconds. Approximately 7%

of the CPU cycles were consumed even with the smallest probing interval. We perform a

similar experiment with Taiga. In Fig. 5.15, we show the average response times to web

requests while varying traffic load, with a probing interval of 0.25 minutes. We see that the

response times are relatively unaffected. This demonstrates that clients can monitor the risk

indicators with relatively very little impact on performance in the cases of the applications
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we consider.

Performance with different attacker models: In the next set of experiments,

we consider the three different attacker models that we described in Section 5.3 viz., the

reactive attacker, the periodic attacker and the static attacker. We recall that an reactive

attacker terminates and relaunches its VMs if a co-residency test fails. A periodic attacker

simply chooses a period for migration (like a victim VM who migrates based on the timing

indicator). A static attacker simply stays put on a single physical machine and awaits

the arrival or return of the victim VM (i.e., chooses not to be migrated). As mentioned

in Section 5.3, a periodic (static) attacker continuously checks for co-residency since it

is unaware of when the victim VM is placed on its physical machine. Implicit in these

experiments is the assumption that migrations are allowed on the cloud for all users (the

attacker as well as the victim); the users make decisions on whether to migrate or not. We

first consider the scenario where the attacker uses the hybrid timing based ECT. Later we

consider the bus contention ECT.

The attacker uses the hybrid timing based ECT: In Fig. 5.16, we show the average

time taken by an attacker to co-reside with its victim VM for different values of τ ; we

assume that the periodic attacker migrates its VM at the same rate as the victim. The

figure captures how often an attacker co-resides with the victim (but not how long he stays

with the victim). We see that frequent migrations cause the victim to come back to the same

physical machine occupied by a static or periodic attack VM often. Infrequent migrations

would cause the inter-coresidency times to increase. In the case of an reactive attacker, the

frequent migrations hurt the time taken to get a co-residency hit (as one would expect).
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Reducing the time taken to co-reside with the victim does not necessarily translate

to a longer co-residency time. Let us represent the time for which the attack VM co-resides

with the victim be represented byWa. In the next three plots, we present the complementary

CDF of Wa, i.e., the probability that Wa > t, for the three attacker models, respectively.

We immediately see that frequent migrations translate to lower overall co-residency times

in all cases. The reactive attacker is hurt the most by frequent migrations. With τ = 1/2

hour, or 1 hour, the migrations occur even before it can successfully carry out a co-residency

attempt in many cases. Combined with the fact the fact that its average time to achieve

co-residency is high in these regimes (as seen in Fig. 5.16), it is the least effective strategy

for the attacker. The static attacker gains time since it does not have to terminate and

relaunch his process; we find that if a victim VM, is placed on his machine, the attacker

stays with it for the period of the migration (which is to the attacker’s advantage). The

periodic attacker does better than the reactive attacker; however, it does not do as well as

the static attacker since, once if the victim co-resides with it (moves to the physical machine

it is occupying), it may be migrated itself. In summary, the above results suggest that if

users are allowed to migrate their VMs, staying put on the same physical machine is the

best strategy for an attacker. Performing frequent migrations (to the extent permitted by

cost) is the best strategy for the victim.

The attacker uses the Bus Contention ECT: In Figs. 5.20, 5.21 and 5.22, we show

the complementary CDF of Wa when the attacker uses the bus contention ECT. Our mi-

gration guidelines are in place. The value of K is 10. We see that regardless of the attacker

strategy, a migration is invoked after Kts = 5 mins with high probability since the high
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memory bus utilizaiton indicator is triggered. Thus, the co-residency times are minimal.

The value of τ has little impact since migrations are triggered in response to bus contention.

The co-residency times are now much smaller from the attacker perspective, compared to

the case where it used the bus contention based ECT. The results not only demonstrate

the efficacy of our migration guidelines with regards to minimizing the co-residency periods

again, but also demonstrate that the bus contention ECT is much less effective than our

hybrid timing based ECT from the perspective of the attacker.

Figure 5.20: Probability that the co-residency time is > t for an

reactive attacker; attacker uses bus contention ECT.
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Figure 5.21: Probability that the co-residency time > t for a static

attacker; attacker uses bus contention ECT.

Figure 5.22: Probability that the co-residency time > t for a periodic

attacker; attacker uses bus contention ECT.

5.8 Discussion: Implications on side channel attacks target-

ing information leakage

In our work, the primary metric of interest was the time for which an adversarial

VM co-resides with a victim VM (we tried to minimize this time subject to some constraints

on performance costs). Reducing the co-residency time directly minimizes the potency of
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Figure 5.23: A rough comparison of the bandwidth costs with No-

mad.

SCA Avg. Time Shared Resource

Prime+Trigger+Probe [211] 341 Core
LLC Prime+Probe [164] 27 CPU

Deduplication [114] 45 Storage

Table 5.12: Average times (mins) to carry out side channel attacks.

other side channel attacks that target information leakage; for such attacks to succeed an

attacker will need to co-reside with the victim for the duration of the attack. In this section,

we provide a discussion on how our work applies if one assumes that such attacks are carried

out after co-residency is achieved; note that we only provide rough characterizations of the

benefits relating to such attacks here, and a more systematic study is left for the future.

There are numerous side-channel attacks studied in the literature (see Section 5.2).

In Table 5.12, we list three representative prior attacks and the average times taken to carry

out the attack successfully (to achieve a desired extent of information leakage) as reported

in those papers; each side channel attack targets a shared resource and uses a side-channel

relating to that resource. The details can be found in the respective citations. The two

things we wish to point out are the following. First, these attacks assume that an attack
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VM has already co-resided with a victim VM prior to lauching the attack. However, the

attacker will first need to co-reside with the victim and this can take significant time, as

discussed in Section 5.4. Second, the times taken for these “information leakage” attacks

could be shorter than the time taken by an attacker to achieve co-residency on today’s cloud

platforms (comparing Table 5.7 with Table 5.12). Thus, if one were to use VM migration as

a countermeasure against such side-channel attacks which target information leakage, one

could potentially use less frequent migrations if one were to account for the time taken to

achieve co-residency in addition to launching the information leakage attack (since achieving

co-residency is a pre-requisite for the latter attack).

Bandwidth savings by accounting for time taken for co-residency: No-

mad [179], implicitly, only considers the time taken for a successful information leakage

attack, to invoke migrations. By ignoring the time taken to achieve co-residency, Nomad

invokes migrations more frequently than necessary. To compute a rough estimate of the

additional costs due to more frequent migrations with Nomad, we consider the three infor-

mation leakage attacks listed in Table 5.12 and assume that they take the times reported to

succeed. Nomad is assumed to invoke a migration just prior to the attack succeeding. With

our approach, we migrate proactively with a value of τ equal to the sum of the average time

taken for co-residency (105 mins) and the time taken for the information leakage attack

as reported in the papers listed in Table 5.12. In Fig. 5.23, with this setup, we compare

the bandwidth costs with Nomad with that of our migration approach. The results show

that, by not accounting for the time taken for co-residency, Nomad increases the bandwidth

costs by 30 - 150% compared to our approach. A more holistic implementation (with both
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co-residency and an information leakage attack) to validate the gains in real scenarios, is

left for future work.

Decrease in information leakage rates: It is evident that VM migration can

decrease information leakage rates (also shown in [179]). It has been shown that without

any migration, after co-residing with a victim, an attacker can extract a secret key of length

2048 bits in 27 minutes (corresponding to a leakage rate of 1.26 bps). Our experiments show

frequent VM migrations would require an attacker to perform co-residency repeatedly to

get this information. Let us assume a strong attacker who can resume his attack once he

again co-resides with the victim. With proactive migrations our experiments show that the

attacker efficiency is ≈ 1 %. This means that he spends about 24× 60× 0.01 ≈ 14 minutes

per day with the victim; thus, it now takes nearly two days to extract a secret key of the

same length (a leakage rate of 5.7× 10−6 bps).

Note that the effectiveness of proactive migrations (as computed above) are limited

by our set up; we have only 13 physical machines. On commercial clouds, where the number

of machines could be much higher, the process will be even more effective. In addition, if

the attacker cannot immediately resume his attack after he co-resides with a victim VM at

a later time, the information leakage rate will be further reduced; in the extreme case if the

attacker has to restart his attack, the information cannot be retrieved.

5.9 Conclusions

In this paper, we consider an attacker who seeks to co-reside his VM with a

victim VM on the cloud. Achieving such co-residency could allow the attacker to launch
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various side-channel attacks that target information leakage. Our goals are to (a) get a

comprehensive understanding of the ways and the effectiveness with which an attacker can

achieve co-residency and (b) develop migration guidelines for the victim VM that can help

minimize its co-residency time with an attacker VM, given constraints on performance

costs. Towards achieving (a) we consider both previous side-channel attacks and design our

own (more effective) attacks towards ascertaining co-residency with a victim, and evaluate

the process of co-residency extensively on Amazon’s EC2. Based on these experiments,

we formulate a set of migration guidelines and evaluate these extensively with different

attacker strategies on our in house cloud. We show that our guidelines can limit the attacker

efficiency (fraction of the time it co-resides with the victim) to about 1 % with very modest

bandwidth and downtime costs (MB of bandwidth and seconds of downtime per day, per

VM migrated).
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[161] Ari Liberman Garćıa. The evolution of the Cloud: the work, progress and outlook of
cloud infrastructure. PhD thesis, Massachusetts Institute of Technology, 2015.

[162] G. Lin and G. Noubir. On Link Layer Denial of Service in Data Wireless LANs. In
Wireless Communications and Mobile Computing, May 2003.

199



[163] C. H. Liu and F. Xue. Network Coding for Two-Way Relaying: Rate Region, Sum
Rate and Opportunistic Scheduling. In IEEE ICC, 2008.

[164] Fangfei Liu, Yuval Yarom, Qian Ge, Gernot Heiser, and Ruby B Lee. Last-level cache
side-channel attacks are practical. In IEEE S&P, 2015.

[165] Y. Liu, P. Ning, H. Dai, and A. Liu. Randomized Differential DSSS: Jamming-
Resistant Wireless Broadcast Communication. In IEEE INFOCOM, 2010.

[166] R. Liyong, C. Bo, and W. Jing. A novel packet-pair-based inferring bandwidth con-
gestion control mechanism for layered multicast. SIGOPS, 37(4), Oct 2003.

[167] M. Luby. Lt codes. In IEEE FOCS, 2002.

[168] D.S. Lun, M. Medard, R. Koetter, and M. Effros. Further results on coding for reliable
communication over packet networks. In ISIT, 2005.

[169] Jun Luo, J.H. Andrian, and Chi Zhou. Bit error rate analysis of jamming for ofdm
systems. In Wireless Telecommunications Symposium, April 2007.

[170] M. Lzaro-gredilla and M. K. Titsias. Variational heteroscedastic gaussian process
regression. In In 28th International Conference on Machine Learning (ICML-11,
pages 841–848. ACM, 2011.

[171] J. Manyika, M. Chui, B. Brown, J. Bughin, R. Dobbs, C. Roxburgh, and A. H. Byers.
Big data: The Next Frontier For Innovation, Competition, and Productivity, May
2011.
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