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The marine boundary layer (MBL) serves as host to great exchanges of mass 

and energy across the air-sea interface that drive multi-scale dynamics, 

biogeochemical cycles and global climate change. Reactive trace gases in the MBL 

can set the atmosphere’s oxidative capacity, aerosol production rates and greenhouse 

gas warming potential. The ocean surface is a broad source and sink for important 

reactive trace gases, but direct observations of trace gas air-sea exchange have been 

limited to a handful of species, to date. This doctoral dissertation addresses this deficit 

by developing methods for the measurement of reactive trace gas air-sea exchange,
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as well as novel observations of air-sea exchange rates of ozone and secondary organic 

aerosol (SOA) precursors. 

Terrestrial biogenic volatile organic compounds (BVOCs) determine global 

SOA production rates, but estimates of their marine source span several orders of 

magnitude. A chemical-ionization method for the sensitive detection of BVOC was 

developed and deployed to the remote MBL aboard a research vessel during the High 

Wind Gas Exchange Study. Direct observations of BVOC (dimethyl sulfide, isoprene 

and monoterpene) mixing ratios and air-sea exchange were taken via eddy covariance. 

Dimethyl sulfide and monoterpene air-sea exchange rates were positive (i.e. emitted) 

in both remote and coastal waters. In coastal areas, monoterpene air-sea exchange 

rates rivaled dimethyl sulfide.  

Reactive nitrogen species (NOy) including alkyl nitrates (RONO2), dinitrogen 

pentoxide (N2O5) and nitryl chloride (ClNO2) are the main source of nitrogen oxides 

(NOx) to the remote MBL and set ozone production rates. During a realistic mesocosm 

study and detailed laboratory monoculture experiments, alkyl nitrates were found to be 

driven by heterotrophic bacteria abundance suggesting a dark production mechanism 

for short-chained RONO2. In an ambient coastal polluted atmosphere, simultaneous 

eddy covariance measurements of N2O5 and ClNO2 air-sea exchange were taken from 

a pier. Contrary to what was predicted by heterogeneous chemistry, measurements 

demonstrated that the air-sea interface is a sink for both species, thus a terminal sink 

for NOx. Depending on aerosol surface area, this demonstrates the air-sea interface can 

play a controlling role in NOx processing in polluted coastal environments. 



 

1 

 

Introduction 

Comprising 71% of global surface area, the majority of the Earth’s atmosphere 

is in direct contact with an ocean surface. The marine boundary layer (MBL) is the site 

of significant energy and mass transfer processes that dictate its chemical and physical 

properties (1). Through these turbulent exchange processes, the lower atmosphere and 

upper-ocean are tightly coupled across various spatial and temporal scales. In the case 

of trace gas air-sea exchange, the ocean serves as a vast source or sink for these 

spectroscopically and chemically active trace gases. Trace gases are defined as volatile 

molecules that make up less than 1% by volume of the atmosphere (2), with water 

vapor typically excluded due to its variability. This definition includes longer-lived 

greenhouse gases such as carbon dioxide (CO2) and methane, as well as short-lived 

reactive gases such as nitrogen oxides (NOx) and volatile organic compounds (VOCs).  

To date, direct measurements of trace gas air-sea exchange via eddy 

covariance have largely focused on two species closely related to climate change: 

carbon dioxide and dimethyl sulfide (i.e. (3–13) and others). Eddy covariance is the 

most direct measure of flux and computed as the variation of a scalar, such as gas 

mixing ratio (x’), with vertical wind (w’) (14). Despite its conceptual simplicity, 

instrument capabilities have only recently advanced to meet the stringent instrument 

requirements of this technique (15). Eddy covariance measurements have driven the 

most recent advances in the physically-based parameterization of air-sea exchange and 

its dependence on quickly evolving environmental variables such as wind speed (i.e. 
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(16)) or bubble exchange/white cap fraction (i.e. (12)), among others. The oceanic 

uptake of CO2 is driven by rising atmospheric loadings due to anthropogenic activities 

and the burning of fossil fuels. With CO2 in disequilibrium across the air-sea interface, 

air-sea flux is negative or into the ocean. The dissolution of CO2 leads to the 

acidification of sea water, shifts in carbonate chemistry and myriad consequences for 

marine biogeochemistry (i.e. (17)).  Due to its global significance, there is 

considerable interest in improving physically-based parameterizations of air-sea 

exchange for global climate models, particularly in poorly constrained high-wind 

regimes where different models vary by as much as a factor of two (18, 19).  

For shorter-lived chemically reactive species, the primary marine trace gas of 

interest since the 1980’s has been dimethyl sulfide (20, 21). DMS is the largest natural 

source of reduced sulfur to the atmosphere (22). Formed in the water column by 

marine phytoplankton, most of the planet’s surface ocean is supersaturated in DMS 

leading to its emission to the atmosphere (23) at rate that is estimated between 24-27 

Tg S yr-1 (24).With an atmospheric lifetime of about 1 day (25), DMS quickly 

undergoes a series of oxidation steps to form oxidation products that readily condense 

onto existing aerosol surfaces (26). Models suggest that oceanic DMS emissions 

account for 18-42% of global sulfate aerosol mass (27, 28). Under select conditions, 

DMS can initiate new particle formation (29). Both processes have the potential to 

increase the number of cloud condensation nuclei (CCN) and increase cloud albedo 

resulting in a cooling effect on global climate (30).  

Beyond its implications for climate, DMS air-sea exchange measurements via 

eddy covariance have informed much of the current best practices for direct 
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measurements of short-lived trace gas air-sea exchange, which today includes 

(excluding this dissertation) species with critical impacts on oxidant cycling in the 

remote boundary layer including: acetone, methanol, acetaldehyde, carbon monoxide, 

ozone, and glyoxal (31–36). This dissertation work expands direct measurements of 

trace gas air-sea exchange rates to several novel targets with potential significance for 

atmospheric chemistry and climate change in the MBL. These targets can be 

categorized into two classes of molecules: biogenic volatile organic compounds 

(BVOC) and reactive nitrogen (NOy). The atmospheric and climatic impacts of both 

molecular classes will be reviewed here.  

 

Biogenic Volatile Organic Compounds (BVOCs) 

Biogenic volatile organic compounds (BVOC) are naturally derived non-

methane hydrocarbons. Biogenic sources of VOCs outpace anthropogenic sources, 

with natural emissions contributing 2.5 to 44.5 Tg yr-1 to global SOA, while 

anthropogenic sources add 0.05 to 2.62 Tg yr-1 (37). Total global BVOC emissions are 

dominated by a class of volatiles known as isoprenoids. Isoprenoid compounds such as 

isoprene (C5H8), monoterpenes (C10H16) and sesquiterpenes (C15H24) are produced 

mostly by terrestrial plants such as tropical and temperate trees (38, 39). The most 

strongly emitted BVOC is isoprene, with emissions estimated at 535 Tg yr -1. The 

classes of isomers known as monoterpenes and sesquiterpenes are estimated to emit in 

lower quantities (162 Tg yr-1 and 29 Tg yr-1 respectively). However, due to their higher 

reactivity, the latter molecules play a disproportionate role in driving global SOA 

formation (40). 
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Like their terrestrial counterparts, marine photosynthetic organisms, such as 

phytoplankton and other marine flora, are also known to produce isoprenoids (41–44). 

Originally, the physiological purpose of isoprenoids were not readily apparent and the 

metabolic dedication of carbon and energy to the formation of these compounds was 

poorly understood (45). The current understanding of isoprenoids is that they serve as 

protective and signaling molecules among terrestrial and marine autotrophs (46). 

Laboratory experiments have demonstrated that the marine production of isoprenoids 

are increased under heat or oxidative stress (47) with emission rates varying between 

taxa, species and even strain. This environmental dependence has prompted questions 

about BVOC’s importance in future, warmer climates (48).  

In-situ measurements of marine isoprene and monoterpenes, in either the 

ambient atmosphere or dissolved in seawater, are few (49). Additionally, atmospheric 

measurements are typically based from coastal sampling locations where relatively 

weak sources of terrestrial BVOCs could be potentially significant interferences on 

scale with typical marine mixing ratios. Due to the overall paucity of these ambient 

measurements, especially in the remote MBL, global models of marine isoprenoid 

emissions are poorly constrained (50–53) with estimates of global marine emissions 

spanning several orders of magnitude.  

   

Reactive Nitrogen 

Total reactive nitrogen species (NOy including NOx, N2O5, ClNO2, alkyl 

nitrates, nitric acid and others) are formed from various reactions of NOx, a critical 

tropospheric ozone precursor and pollutant. NOy species act as temporary NOx 
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reservoirs, sequestering NOx in their formation or releasing it upon their chemical, 

thermal or photolytic breakdown. Due to their greater stability and lifetime relative to 

NOx, their formation and subsequent transport can result in the redistribution of NOx 

to pristine regions and drive ozone production in the NOx limited MBL. Their 

reactivity with condensed phase surfaces such as aerosol particles can also have a 

variety of impacts on pollutants, atmospheric radicals and other environmental 

impacts, such as acid rain. This work studies the behavior of two reactive nitrogen 

species in MBL: short-chained alkyl nitrates (RONO2) production by marine biota and 

dinitrogen pentoxide (N2O5) removal by the sea surface in coastal polluted regions.  

Alkyl nitrates are temporary NOx reservoirs. They sequester NOx in the 

atmosphere by a chain termination reaction between an alkyl peroxy radicals (RO2) 

and nitric oxide (NO). Longer chained alkyl groups (R) are favored by this mechanism 

due to their increased product stability and resistance to thermal degradation (54). 

However, short-chained alkyl nitrates (C1-C4) had been observed in the remote 

boundary layer (55–57) and sea water samples demonstrated that the ocean is 

supersaturated with respect to short-chained alkyl nitrates (58, 59) suggesting that the 

ocean could serve as a broad, diffuse source of short-chained alkyl nitrates to the 

MBL. The potential global marine source of methyl- and ethyl- nitrates have been 

estimated to contribute 1 Dobson Unit of O3 in the NOx limited MBL or a 2.4% 

reduction in the lifetime of methane (60). Later studies outlined an explicit 

photochemical production mechanism for the production of short-chained alkyl 

nitrates in the mixed layer (61). However, elevated concentrations of alkyl nitrates 

below mixed layer (62) strongly suggest an unexplained dark production mechanism.  
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 Dinitrogen pentoxide (N2O5) is a also a NOx reservoir generated at night from 

the chain termination of two oxidation products of NOx; nitrogen dioxide (NO2) and 

the nitrate radical (NO3). The nighttime removal of N2O5 and the nitrate radical (NO3) 

collectively account for up to 50% of NOx removal overnight (63). However, the 

overall impact on NOx depends on the various N2O5 loss processes, each of which 

have vastly different impacts on the NOx and halogen budget (i.e. (64)). N2O5 uptake 

by sea-spray aerosol surface has been explored for its impacts on halogen activation 

and NOx reformation through the formation of nitryl chloride, ClNO2 (65). Despite the 

physicochemical parallels between the air-sea interface and sea-spray aerosol surfaces, 

surface reactions on the ocean surface had not been previously considered for its 

impact on N2O5 and ClNO2 reactivity, nor the NOx or halogen budgets.  

This dissertation presents advances in the measurement of BVOCs utilizing a 

custom field-deployable chemical-ionization time-of-flight mass spectrometry (CI-

ToFMS) (Chapter 1) and its performance over 2.5 months in the remote MBL 

measuring BVOC air-sea exchange via eddy covariance (Chapter 2). It also features a 

controlled mechanistic investigation into the production of short-chained alkyl nitrates 

by marine bacteria in monocultures, as well as a physically realistic mesocosm 

(Chapter 3). Finally, I provide the first observations of the air-sea exchange of N2O5 

and ClNO2, a reactant-product pair, to explore their surface reactions at the air-sea 

interface and its impact on the NOx budget in a polluted coastal environment (Chapter 

4). These observations offer noteworthy insights into the role of the surface ocean as a 

source and sink of reactive trace gas species, with important implications for 

atmospheric chemistry and climate in both remote and coastal marine regimes. 
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Revisiting benzene dimer cations for the chemical ionization of 

volatile organic compounds 

 

Benzene dimer cations were revisited as a sensitive reagent ion for the 

chemical ionization of novel and previously known volatile organic compounds 

(VOCs). Calibration experiments on a chemical ionization time-of-flight mass 

spectrometer (CI-ToFMS) demonstrated high sensitivity (>1 normalized counts per 

second/ppt or nCPS/ppt) and accuracy (10%) to dimethyl sulfide, isoprene, and α-

pinene.  Parallel measurements on a chemical-ionization quadrupole mass 

spectrometer with weaker declustering energy demonstrated that ion-molecule 

reactions likely proceed through a combination of ligand-switching and direct charge 

transfer mechanisms. Laboratory tests indicate that benzene cations can be used for the 

selective measurement of sesquiterpenes, where minimal fragmentation was observed 

for the detection of bicyclic sesquiterpenes (e.g., ß-caryophyllene). The field stability 

of benzene dimer cations was tested on the CI-ToFMS during a 2.5 month cruise, the 

last five weeks as part of the High Wind Gas Exchange Study (HiWinGS). During 

HiWinGS, benzene dimer cations were validated for the detection of dimethyl sulfide 

against an atmospheric pressure ionization mass spectrometer (APIMS). 
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Measurements showed excellent agreement (R2 = 0.80) over a wide range of sampling 

conditions.  
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1. Introduction 

Volatile organic compounds (VOCs) play a central role in atmospheric 

chemistry, where they can regulate tropospheric ozone and secondary organic aerosol 

(SOA) production rates (1). Global emissions of non-methane VOCs are dominated by 

biogenic terpenes, where isoprene (C5H8) and monoterpenes (MT; C10H16) emissions 

have been shown to be most significant in terrestrial regions (2). Recent studies have 

shown that sesquiterpenes (SQT; C15 H24) may also play a significant role in 

secondary organic aerosol production (3), but far less is known about their global 

emission rates (4, 5). In one of few studies with simultaneous measurements of 

isoprene, MT, and SQT, Kim et al., inferred ecosystem scale fluxes that suggest that 

SQT fluxes could be as much as 50% that of MT in deciduous forests (6).  The 

condensable oxidation products of terpenes has been shown to dominate SOA mass in 

terrestrial regions, particularly in boreal and sub-tropical forests, where monoterpenes 

and isoprene dominate VOC emissions (4). In contrast, SOA precursors in the marine 

boundary layer have historically been thought to be dominated by dimethyl sulfide 

(DMS) emissions, with isoprene and monoterpenes contributing less than 1% to 

overall marine SOA mass (7).  

Due to their reactivity, short lifetimes, and trace abundance, chemical 

ionization mass spectrometers (CIMS) are increasingly utilized as a fast, sensitive and 

selective measurement technique for reactive trace gas species (8). These benefits are 

more pronounced on moving platforms, in pristine environments or instrumentally-

tasking methods such eddy covariance. Proton transfer mass spectrometry (PTR-MS) 

has been used extensively for the sensitive, selective determination of VOCs providing 
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direct measurements of concentrations and turbulent fluxes from a variety of mobile 

platforms. While successful in the measurement of small molecules such as DMS and 

isoprene, PTR-MS detection of larger volatile organic compounds, such as 

sesquiterpenes, has proved particularly challenging due to extensive fragmentation in 

traditional proton transfer reactions, thus complicating the interpretation of ambient 

mass spectra (6). In parallel, separation techniques (e.g., gas chromatography) have 

been utilized to eliminate isobaric interferences at both nominal and fragment masses, 

but their low temporal resolution limits their utility for certain applications such as 

eddy covariance. In what follows, we extend the early work of Leibrock and Huey 

(2000) (9) to explore the utility of benzene cations, (C6H6)n
+, for the selective 

detection of various SOA precursors via chemical ionization mass spectrometry 

(CIMS), in the marine boundary layer. 

The early work of Leibrock and Huey (9, 10) demonstrated the potential for 

benzene cations for the CIMS detection of isoprene and monoterpenes among a series 

of other conjugated dienes and aromatics. Leibrock and Huey (9) showed that VOC 

with ionization energies lower than that for benzene (ca. 9.24 eV) react at or near the 

collision limit either via direct charge transfer (R1) forming the charge transfer 

product X+ or through a ligand switching reaction involving the benzene dimer cation 

(R2) forming the ion-neutral product X+ (C6H6). 

(𝐶6𝐻6)𝑛
+ + 𝑋 →  (𝐶6𝐻6)𝑛 +  𝑋+    R1 

(𝐶6𝐻6)𝑛
+ + 𝑋 →   𝑋+(𝐶6𝐻6) +  (𝐶6𝐻6)𝑛−1  R2 
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It follows that benzene ion chemistry should be a sensitive measurement for a 

host of molecules beyond those demonstrated in Leibrock and Huey, including DMS 

(IE = 8.69 eV) and sesquiterpenes (IE = 9.54 eV) and their first generation oxidation 

products (Lias, NIST Webbook). Further, due to the high density of states of C6H6 and 

(C6H6)2, collisional energy from the ion-molecule reaction can be readily absorbed, 

permitting the efficient formation of weakly bound ion-neutral clusters and the 

potential for very soft ionization of large BVOCs such as bicyclic sesquiterpenes. 

It is critical to note that, like in many positive ion CIMS techniques, extensive 

dehydration of alcohols can complicate the interpretation of mass spectra. Specifically, 

Leibrock and Huey showed that the dehydration of 2-methyl-3-buten-2-ol (MBO), 

could lead to a positive artifact in the detection of isoprene, despite the fact that the IE 

for MBO exceeds 9.25 eV. Further, benzene ion chemistry is not exceedingly selective 

as compared with other ion-molecule chemistries, as such the potential for 

interferences is high, particularly in polluted air-masses.  

Here, we describe laboratory characterization experiments and field 

observations in the remote marine boundary layer designed to assess the utility to 

benzene cations for the selective detection of SOA precursors. Laboratory experiments 

were conducted using both a chemical-ionization time-of-flight mass spectrometer 

(CI-ToFMS) (11) and a chemical ionization quadrupole mass spectrometer (CI-QMS) 

to probe ion-molecule reaction mechanisms and adduct stability under different 

electric field strengths. Field measurements from the remote North Atlantic boundary 

layer were validated against simultaneous measurements of DMS mixing ratios made 
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by an atmospheric pressure ionization mass spectrometer with an isotopically labelled 

standard (APIMS-ILS) (12).  

 

2. Experimental 

2.1 Instrument Descriptions 

The utility of benzene reagent ion chemistry for the sensitive, selective 

detection of DMS, isoprene, and monoterpenes was characterized on two CIMS 

instruments: 1) a field deployable chemical ionization time-of-flight mass 

spectrometer (CI-ToFMS) (11) optimized for the sensitive detection of trace gases 

from mobile platforms and 2) a laboratory based chemical ionization quadrupole mass 

spectrometer (CI-QMS), operated without declustering optics or RF-only ion guides, 

achieving low field electric strengths at the cost of sensitivity. Despite different ion 

transmission optics and mass analyzers, the two instruments utilize identical ion-

molecule reaction chambers. 

 

2.1.1 Chemical Ionization Time of Flight Mass Spectrometer (CI-ToFMS) 

A complete description on the CI-ToFMS hardware can be found in Bertram et 

al., 2011. Briefly, reagent ions, generated by passing trace neutral precursor gases 

carried in ultra-high purity (UHP) N2 over an α-emitting polonium source (Section 

2.1.3) are mixed with ambient air in an ion-molecule reaction (IMR) chamber (PIMR = 

70 mbar). Reaction times are estimated to be on the order of 100 ms, significantly 

longer than the time scale for ion-molecule reactions to reach equilibrium. Product 

ions pass through four additional differentially pumped stages, beginning with the 
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collisional dissociation chamber (PCDC = 2 mbar), housing an RF-only quadrupole ion 

guide. In the CDC, ion-molecule adducts can be dissociated by adjusting the electric 

field strength or pressure of the chamber. After passing through the second RF-only 

quadrupole ion guide housed at 1.4e-2 mbar and a fourth chamber that contains the 

final focusing optics that condition the ion beam for entry into the extraction region of 

the ToF mass analyzer, where ions are orthogonally extracted into a compact time-of-

flight mass spectrometer (Tofwerk AG and Aerodyne Research Inc.). Typical 

extraction frequencies range between 30-85 kHz, resulting in mass spectra spanning 

between 11 - 319 m/Q. Individual mass spectra are averaged and saved at 10 Hz 

following the procedures outlined in Bertram et al., 2011. 

 

2.1.2 Chemical Ionization Quadrupole Mass Spectrometer (CI-QMS) 

The CI-QMS used in these studies employs the same ion molecule reaction 

chamber described in Bertram et al (2011), but operated at lower pressure (PIMR = 50 

mbar). In contrast to the CI-ToFMS, the CI-QMS was operated to minimize the 

declustering of weakly bound ion-neutral clusters prior to detection. The CI-QMS was 

operated with only three stages of differential pumping and with a series of lenses in 

place of the RF ion guide devices. The resulting instrument achieves minimal 

collisional declustering, at the expense of sensitivity. Ions were mass selected using a 

quadrupole mass selector (Extrel Inc.). Transmitted ions were detected using a 

continuous dynode and electron multiplier, where single ion events were converted to 

TTL pulses for measurement and analysis via custom LabView software. The CI-

QMS was operated in parallel with the CI-ToFMS to provide insights into the ion 
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cluster distributions at the point of reaction, as the stronger electric fields and 

subsequent dissociation of ion-neutral clusters in the CI-ToFMS limit our ability to 

elucidate ion chemistry occurring in the IMR. 

 

2.2 Reagent Ion Generation and Chemistry 

On both platforms, the reagent ion precursor benzene gas was generated by 

diluting a certified compressed gas standard (50 ppm ± 0.1 ppm in N2, Praxair) with 

UHP N2 generated from LN2 boil off. The total reagent flow rate is limited by an 

inline critical orifice (1.8 slpm) which also serves the dual purpose of keeping 

permeable Teflon gas delivery lines at positive pressure relative to the atmosphere to 

prevent diffusion of contaminants into the ion delivery lines. Downstream of the 

orifice, reagent gas flow is passed through an α-emitting polonium-210 source (NRD 

2021-1000 at 10mCi initial activity). N2
+ ions are formed via electron transfer 

reactions with α-particles (Eq. 1) and go on to ionize neutral benzene (13) to form a 

distribution of benzene cations (C6H6)n
+ (R3-4).  

𝑁2 +  𝛼2+ → 𝑁2
+ +  𝛼+   R3 

𝐶6𝐻6 +  𝑁2
+ → (𝐶6𝐻6)+ +  𝑁2  R4 

𝐶6𝐻6 + (𝐶6𝐻6)+ → (𝐶6𝐻6)𝑛
+

  R5 

3. Laboratory Characterization 

3.1 Factors Controlling Primary Ion Distributions 

During laboratory experiments, the CI-QMS and CI-ToFMS ion generation 

systems were identical, with the exception of the IMR pressure. As shown in Fig. 1.1, 
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the benzene ion distribution as measured by CI-QMS was detected predominantly in 

the form of (C6H6)2
+ at 156 m/Q (Fig. 1.1A). The same distribution was detected by 

CI-ToFMS in the form of C6H6
+ at 78 m/Q (Fig. 1.1B). This suggests that the reagent 

ion distribution primarily exists as (C6H6)2
+ in the CI-ToFMS IMR as well, but the 

field strength of the RF-only quadrupole ion guide in the CDC of the CI-ToFMS 

exceeds the benzene dimer binding energy of 2-3 kcal/mol (14).  

Baseline mass spectra were examined by overflowing the sample inlet with 

UHP zero air while varying the benzene concentration of the reagent ion flow. On the 

CI-ToFMS, the benzene monomer accounted for 68 to 91% of the total ion current 

(Fig. 1.2) for benzene precursor ion concentrations ranging between 1-45 ppm, where 

(C6H6)2
+:(C6H6)

+ was 2.34e2:1.38e6 at 10 ppm C6H6. For both instruments, the main 

benzene ion peak plateaued at ca.10 ppm (Fig. 1.3). Trace amounts of (C6H6)2
+ 

continued to increase with benzene concentration on the CI-ToFMS (Fig. 1.3B). 

Although the zero air cylinders were assumed to be nominally dry, trace amounts of 

water (detected as protonated water clusters), were evident in the sample stream at low 

benzene concentrations. On the CI-QMS, the weaker monomer ion signal was less 

than 0.03% of the dimer signal with the (C6H6)2
+:(C6H6)

+ ratio at 1.9e1:6.5e4 at 10 

ppm C6H6  (Fig. 1.3). 

Baseline tests revealed persistent background peaks at 92, 106 and 120 mQ, 

which collectively accounted for 1-3% of total ion current. As discussed in Section 

4.5, during field measurements, the sum of these three peaks comprised an average of 

2.6% (1σ = 0.8%) of the total ion current. These background peaks were observed 

across all CIMS instruments, and their strength increased with benzene concentration 
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(Fig. 1.2) suggesting they are trace contaminants in the benzene cylinders. We 

tentatively attribute these peaks to toluene, ethylbenzene, xylene (collectively BTEX) 

or trimethylbenzene. Background peak strength appeared to decrease very slightly 

with ambient humidity in laboratory testing (Fig. 1.3), likely due to the titration of ion 

potential by water molecules.    

Instrument baselines were examined as a function of humidity to probe the 

impact of ambient water vapor on product ion distributions. Reagent ion precursor 

benzene concentration was held constant at 10 ppm while humid UHP zero air (0-

100% relative humidity, room temperature) overflowed the inlet. On the CI-ToFMS, 

benzene monomers remained >86% of the total ion current (Fig. 1.4A) at 100% 

relative humidity. Benzene monomer count rates showed minimal sensitivity to 

ambient water vapor (Fig. 1.3B). Protonated water clusters (H-(H2O)n
+) were observed 

upon the addition of water vapor to sample air. The sum of the ion current for H-

(H2O)n
+ (n = 1-4) ranged from 0.7-8.5% of the total ion current, increasing with 

relative humidity. Again, trace amounts of water vapor were detected while sampling 

nominally dry UHP zero air (Praxair) due to a small amount of condensation in zero 

air cylinders. 

Because the ionization energy of benzene (9.2 eV, NIST Webbook) is less than 

water (12.6 eV, NIST Webbook), it is unlikely that a benzene mediated pathway for 

the formation of protonated water clusters is active. Additionally, benzene-water 

clusters are not observed, suggesting that protonated water clusters are formed by 

direct ionization (15) due to diffusion of ambient water into the ionizer, or persistent 

N2
+ may contribute to direct ionization of water in the IMR. This parallel pathway 
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accounts for benzene’s minimal dependence on ambient humidity. Following this 

logic, molecular oxygen ions (O2
+, 12.0 eV) should be and are observed in trace 

amounts (<1.3% of the total ion current).  

 

3.2 Calibration 

Calibration curves were generated using three parallel CIMS systems (CI-

ToFMS, CI-QMS, and CIMS that employs a residual gas analyzer for ion selection 

and quantification, CI-RGA) to determine the sensitivity of benzene reagent ion 

chemistry to previously identified and novel VOC species: dimethyl sulfide, isoprene, 

and α-pinene. Results from the first two instruments are included here. Instrument 

responses to atmospherically relevant mixing ratios (0 to 3.2 ppb) of dimethyl sulfide-

d3 (0.1841 ppm ± 10%), isoprene (0.500 ppm ± 10%) and α-pinene (0.497 ppm ± 

10%) were measured for specific humidities (Q) from 0 to 16.6 g/kg. VOC standards 

were supplied from authenticated cylinders (AirGas) and diluted with ultra-high purity 

(UHP) zero air (Praxair). A separate humidified flow was generated by flowing UHP 

zero air through three sequential frit bubblers (Ace Glass) containing deionized water. 

Flow rates for all VOC standards, dry and saturated dilution flows were set with a 

valved mass flow meter or a mass flow controller (±10%). A mass closure calculation 

was performed on water levels during portions of the experiments to ensure the 

bubbled zero air reached saturation. Bubbler temperatures were recorded for specific 

humidity calculations accounting for cooling at very high flow rates due to gas 

expansion. All CIMS instruments were positioned around a central manifold (0.25” 

OD PFA tubing and ¼” PFA Swagelok fittings) sampling from its own radial branch. 
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Each inlet line was the same length to within 2”. Excess flow was directed from the 

central manifold line to an exhaust system at atmospheric pressure. Humidified air was 

added furthest downstream to minimize the surface area exposed to significant water 

vapor levels.  

As shown in Fig. 1.6, benzene dimer cations were demonstrated to be sensitive 

to DMS, as well as isoprene and α-pinene as shown previously by Leibrock and Huey, 

2000. Normalized sensitivities were calculated by referencing product ion count rates 

to a reagent ion reference signal of 106 CPS (16). Calibration constants are reported as 

the slope of the linear fit of each curve (1σ = slope standard deviation). Thus, absolute 

sensitivity increases with benzene ion current. Maximum normalized sensitivities were 

as follows: DMS (23.5 nCPS/ppt), α-pinene (41 nCPS/ppt), and isoprene (8.3 

ncPS/ppt). All three VOCs calibration factors exhibited unique humidity dependences 

described in more detail in Section 3.3. 

 

3.3 Adduct Declustering  

VOC product ions corresponded to the nominal mass (M+) or a benzene cluster 

(M-(C6H6)
+). Product ions are thought to proceed through direct charge transfer by the 

benzene cluster (Reaction 3) or a ligand switching reaction (Reaction 4). However, 

product clusters in the latter mechanism may dissociate after formation in the IMR 

before detection by the mass analyser.    

𝑀 + (𝐶6𝐻6)2
+  → 𝑀+ + (𝐶6𝐻6)2   (3) 

𝑀(𝐶6𝐻6)2
+  → 𝑀 − (𝐶6𝐻6)+ +  𝐶6𝐻6  (4) 
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Isoprene was detected as a benzene adduct (146 mQ), while α-pinene appeared 

at nominal mass (136 mQ) on both the CI-QMS (Fig. 1.1A) and CI-ToFMS (Fig. 

1.1B). DMS was detected at M+ on the CI-ToFMS and as an M-C6H6
+ cluster on the 

CI-QMS, while using a dimethyl sulfide-d3 calibration standard. This suggested that 

DMS ionization proceeds through a ligand-switching reaction (Eq. 4), with the adduct 

dissociating in the CI-ToFMS. Despite attempts to minimize the field strength of the 

CI-ToFMS, we were not able to observe the DMS-benzene cluster.  

Instrument response to pure, yet unknown mixing ratios of a host of other 

VOCs, including a sesquiterpene and a monoterpenoid, were assessed with the CI-

ToFMS. In these experiments a small volume (1 mL) of pure ß-caryophyllene and 1,8 

cineole standards were deposited into clean flasks and delivered to the CI-ToFMS 

inlet. Product ions were identified and normalized to the sum of all feasible products. 

As described previously, DMS and α-pinene product ions are dominated by M+, while 

isoprene is detected as a benzene adduct (Fig. 1.6). ß-caryophyllene was detected at 

nominal mass (204 m/Q) with very limited fragmentation. Since ß-caryophyllene has 

been demonstrated to fragment more readily that other sesquiterpenes (Kim et al., 

2009), these tests suggest that benzene dimer cations show excellent promise as an 

accurate chemical ionization method ion to target easily fragmented terpene species. 

1,8 cineole, or 1,3,3-Trimethyl-2-oxabicyclo[2,2,2]octane, an oxygenated 

monoterpenoid (C10H18O) was also detected largely at its nominal mass of 154 m/Q. 

However, due to its proton affinity (17), a secondary ionization reaction with 

protonated water clusters was evident at the M-H+ channel (see Section 2.2). After 
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accounting for contributions from the carbon-13 isotope, we estimate the ratio of 

charge transfer to proton transfer product ions are about 2:1.  

 

3.4 Factors Affecting Sensitivity and Selectivity 

Benzene dimer cations demonstrated high sensitivity to DMS, α-pinene, and 

isoprene standards with peak sensitivities occurring at the noted specific humidities: 

23 nCPS/pptv (6.7 g/kg), 41 nCPS/pptv (11.7 g/kg), and 8.3 nCPS/pptv (11.7 g/kg) 

respectively (Fig. 1.4). Calibration constants varied with ambient specific humidity on 

all CIMS platforms. On the CI-ToFMS, DMS was observed to be least sensitive to 

changes in ambient water vapor, while α-pinene sensitivity increased almost linearly 

with humidity for Q values between 0 and 12 g/kg. This suggests that ambient water 

impacted ion-molecule reactions in a variety of different ways, as suggested by other 

reagent-ion techniques (18, 19). 

Benzene dimer cations have been shown previously to react at the collision 

limit with conjugated dienes and aromatics with ionization energy below 9.25 eV. 

Given this criteria, the potential interferences to the described VOCs are few. As 

shown previously, 2-methyl-3-butene-2-ol (MBO, 164 m/Q) was also observed in our 

experiments to dehydrate after ionization and interfere with isoprene at 146 mQ. 

Leibrock and Huey (9) also found benzene dimer cations to be sensitive to trans-l,3-

pentadiene at 146 mQ. In what follows we assess the performance metrics for the CI-

ToFMS using benzene ion chemistry during ship based field experiments in the 

remote marine boundary layer, where contamination from anthropogenic sources is of 

lesser importance. 
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4. In-field Performance 

The CI-ToFMS utilizing benzene reagent ion chemistry was deployed to the 

Arctic and North Atlantic aboard the R/V Knorr during the fall of 2013 for over 2.5 

months to measure VOCs concentrations and turbulent fluxes in remote marine 

boundary layer. Here, we use measurements from the five week High Wind Gas 

Exchange Study (HiWinGS) to investigate factors controlling reagent ion stability and 

sensitivity to VOCs in challenging environmental conditions. Isoprene, α-pinene, and 

UHP zero air gas cylinders were used to determine in-field sensitivities and baselines, 

respectively. We validate our dimethyl sulfide measurement against DMS mixing 

ratios provided by the University of Hawaii’s atmospheric pressure ionization mass 

spectrometer with an isotopically-labelled standard (APIMS-ILS).  

 

4.1 Inlet Characterizations  

A low-pressure (200 mbar), rapid response, high Reynolds number (Re ~ 

2400) inlet assembly was designed based on the inlet manifold described in Ellis et al 

(2010) and adapted for measurement of VOC mixing ratios and air-sea exchange from 

research vessels. The complete inlet assembly included separate lines for sample, 

bypass, baseline and calibration flows sheathed together by a durable weatherproof 

exterior (80’ total length, 60’ weatherproofed x ~2-3” OD, Clayborn Labs). All inlet 

lines were connected to a glass manifold based of the design of Ellis et al., (2010) 

(20). Inlet flow rates are set by a critical orifice (~1.2 mm ID, 12.56 slpm) housed 

within the 1” OD cylindrical glass body. Downstream of the orifice (low pressure 
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side), sample flow is split into a bypass (~2.5 slpm) and sample (10.0 slpm) stream. 

The bypass branch is in-line with the manifold intake. Upstream manifold surfaces 

were treated with Fluoropel (Cytonix). The sample flow follows a series of 90° and 

180° turns, which serve to eliminate super-micrometer sea spray particles from the 

sample inlet stream. The manifold was housed in an insulated weather-proofed 

housing and mounted off the foremast. The sample intake was ca. 20 meters above 

mean sea level (amsl) and ca. 17 meters aft of the bow (21). The entire inlet sample 

line and manifold assembly was heated by a single PID heating circuit (Omega) set to 

40o C. 

The inlet assembly containing the sample (3/8” OD FEP), bypass (¼” OD 

PFA), baseline (3/8” OD FEP) and calibration (1/8” OD FEP) lines ran between the 

manifold and a temperature controlled instrument van on the 02 deck housing the CI-

ToFMS. Baseline and calibration gas flows were controlled by mass flow controllers 

on an automated LabView program. Ambient air was directed from the sample line to 

the front block of the CI-ToFMS, a chamber upstream of the IMR held at the inlet 

pressure (200 mbar). The CI-ToFMS subsampled from the front block stream, while 

the rest of the flow rejoined the bypass flow downstream of the instrument. Choked 

flow conditions in the manifold-sample-bypass-front block assembly were maintained 

by a 500 lpm scroll pump (Varian TriScroll 600). Front block pressures were recorded 

by a pirani pressure gauge. UHP zero air and VOC standards were added to the inlet 

manifold via separate ports located upstream of the critical orifice (i.e. high pressure 

side) to account fully for surface loss to the manifold and inlet surfaces. Instrument 

baselines were determined by overflowing the critical orifice with 20 slpm of UHP 
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zero air from a gas tank (Praxair). VOC sensitivity was assessed with several daily 

standard additions and calibrations. The first several weeks of the research cruise 

utilized isoprene standards before switching to α-Pinene during the last two weeks 

(both 0.500 ppm in N2, Praxair).  

 

4.1.1 Time Response 

Ambient VOC signal decays from zero air additions were examined to 

characterize inlet time response. Fitting a double exponential curve to signal decays 

yields two characteristic time constants for the inlet (20). The first exponential decay 

time, τ1, is attributed the gas evacuation time and related to the physical operation and 

characteristics of the inlet itself. The second exponential decay time, τ2, is attributed to 

the equilibration constant of the gas itself and related to its polarity and solubility. For 

the n=3 protonated water cluster, DMS, and α-pinene, τ1 of 2 s agreed well with the 

volumetric evacuation time of 3.6 seconds at 12.53 slpm . The second characteristic 

time, τ2, was long for the protonated water cluster at 22 s, as expected based on the 

polarity and high surface affinity of water vapor.  In contrast, DMS and α-pinene 

exhibited fast τ2 time constants at 0.43 s, indicating good turbulent flow and minimal 

frequency attenuation. Curve fitting to explicitly examine spectral characteristics will 

be examined in a forthcoming manuscript on VOC air-sea exchange. 

 

4.2 Benzene Stability 

Benzene reagent ion signal strength varied between 58 – 89% of the total ion 

current during HiWinGS. A probability density function of benzene counts during 
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ambient and baseline periods showed a bimodal distribution but no difference between 

these sampling periods (Fig. 1.8). This was consistent for standard addition and 

calibration periods as well. Abrupt step-changes in the benzene ion signal were 

evident over the course of the research cruise. These shifts also corresponded to nearly 

equal increases in protonated water cluster peaks (0.7 to 39% total ion current). These 

abrupt shifts occur independently of ambient specific humidity or other environmental 

variables. We suspect these shifts are driven by trace levels of condensation in the 

benzene standard cylinders. Based on the previously described laboratory tests 

(Section 2.2), benzene remains > 86% and protonated water clusters peaked at 8.5% of 

total ion current at 100% relative humidity (Fig 1.4A). At typical room temperatures 

(20-24oC), 100% relative humidity is equivalent to specific humidities between 14.6-

18.8 g/kg). Minute average specific humidity during HiWinGS peaked at 13.2 g/kg, 

which suggests the abrupt increases in protonated water cluster signal (and 

corresponding decreases in benzene) are driven by water vapor in the reagent ion 

generation source, rather than ambient humidity. A less probable explanation for the 

increase in pronated water cluster signals may be attributed to diffusion of water into 

the permeable gas delivery lines that spanned over 100’ from the gas cylinder rack on 

the main deck to the instrument van on the 02 deck. Despite being sheathed, the lines 

were undoubtedly exposed to sea spray and condensation during Force 11 seas. 

However, this would not explain the step-function changes in benzene and water 

signal.  

 

4.3 VOC Sensitivity  
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Absolute sensitivity to VOC standard additions varied with the fluctuating 

benzene reagent ion current and ambient water vapor. Calibration factors were 

calculated from raw count rates during each VOC additions after subtracting ambient 

contributions calculated from interpolating values from bracketed sampling periods. 

Without an active calibration source, hourly DMS absolute calibration factors were 

calculated dividing average baseline-adjusted counts by concurrent APIMS-ILS 

determined mixing ratios (CPS ppt-1). The DMS calibration method is described 

further in Section 4.4. Mean absolute sensitivities were 19.4, 2.8 and 6.1 CPS ppt-1 for 

DMS, isoprene and α-pinene, respectively.  

 Background count rates are computed from the mean of raw count rates (1 Hz) 

measured during valid instrument zero periods throughout the entire campaign as in 

Kercher et al., 2009 (22). Variability in baseline counts are largely driven by 

fluctuations in the benzene reagent ion current. Detection limits are calculated as in 

Bertram et al., 2010 (11) as 3-standard deviations of a Gaussian fit for all baseline 

count rates over the entire campaign. Because we do not have a measure of the 

humidity of the zero air used for baselines, detection limits are reported in units of 

nCPS. Detection limits were 152, 13 and 42 nCPS for DMS, isoprene and α-pinene, 

respectively (Table 1). 

 After normalizing to the benzene ion current, the humidity dependence of in-

field VOC normalized calibration factors (Fig. 1.9) is consistent with laboratory tests 

(Fig. 1.4). However, the values of normalized calibration factors were lower by a 

factor of 4-7 for each VOC molecule. This shift in sensitivity value is highlighted for 

α-pinene in Fig. 1.10. Possible explanations include VOC standard degradation, inlet 
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performance (less probable for nonpolar terpenes) or most likely due to shifts in 

sensitivity from tuning instrument voltages between the two experiments. 

 

4.4 Validation 

Baseline adjusted, reagent-ion normalized count rates at 62 m/Q were 

compared to dimethyl sulfide mixing ratio measurements provided by the University 

of Hawaii’s atmospheric pressure ionization mass spectrometer with isotopically 

labelled standard (APIMS-ILS). Both instruments were housed in separate, 

neighboring instrument vans on the Knorr. The CI-ToFMS sample manifold was 

mounted to the foremast as described in Section 4.1. Alternatively, the APIMS-ILS 

inlet was mounted to the meteorological mast located at the bow of the ship and ca. 

16.3 meters amsl. This is about 17 meters fore and 4 meters below the CI-ToFMS 

intake position.  

Baseline adjusted, normalized count rates were calculated by subtracting 

interpolated baseline values from ambient 62 m/Q counts and scaling to a benzene ion 

current of 106 CPS (16) (Fig. 1.6). No adjustments based on ambient humidity were 

made. A regression analysis between the normalized CI-ToFMS signal and APIMS-

ILS DMS mixing ratio measurements showed excellent agreement (R2 = 0.80) over 

extreme wind speeds, low ambient loadings, and temperatures below freezing (Fig. 

1.11). As suggested by laboratory tests, a slight water vapor dependence is evident at 

specific humidity higher than 10 g/kg but the calibration factor is largely constant over 

most humidities (Fig. 1.12). The good agreement, despite the disparate sampling 
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locations, suggests that flow distortion around the ship structure during HiWinGS was 

minimal. 

   

5. Summary and Future Directions 

Benzene dimer cations have been revisited as a chemical ionization method for 

the detection of volatile organic compounds. DMS and β-caryophyllene were 

identified as novel VOC targets and product ions exhibited limited fragmentation 

(<9% β-caryophyllene). Sensitivity to DMS, isoprene, and α-pinene were determined 

on a CI-ToFMS in laboratory experiments and in-field standard additions with a focus 

on humidity dependencies for performance in the remote marine boundary layer. 

Laboratory-based VOC calibration factors ranged between 2 and 41 nCPS, with 

varying water vapor dependencies. These trends were well conserved between 

laboratory and field measurements, but normalized sensitivity values were lower in the 

field by a factor of 4 to 7. Minor background peaks attributed to alkyl-substituted 

benzene were traced to contamination in the benzene source. Water vapor in the 

benzene cylinder standards were also found to degrade benzene reagent ion signal 

significantly. Future directions will explore drier, cleaner benzene sources such as 

reagent grade liquid benzene and nitrogen from liquid nitrogen boil-off. 
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Figures 

 

Figure 1.1 Mass spectra generated by the CI-QMS (A) and the CI-ToFMS (B) 

utilizing benzene dimer cations sampling a mixture of dimethyl sulfide-d3 (methane-

d3,(methylthio)), isoprene and α-pinene in 40% relative humidity at room tempeature.  

The weaker field strength of the CI-QMS transmits clustered forms of benzene 

((C6H6)2
+) and dimethyl sulfide-d3 (CH3SCD3-C6H6

+). Both are detected at nominal 

mass by the CI-ToFMS. Isoprene was detected as a benzene cluster (C5H8-C6H6
+) and 

α-pinene (C10H16
+) appeared at nominal mass on both instruments. 
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Figure 1.2 Shifts in CI-ToFMS baseline peak distributions (as TIC fraction) as a 

function of reagent concentration [C6H6].  

Neutral benzene concentrations ranged from 1 to 45 ppm. Baseline spectra were 

generated by sampling nominally dry UHP zero air (Praxair), though trace amounts of 

water vapor were evident. Peaks at 92, 106 and 120 mQ comprised a large fraction of 

the instrument background signal. This fraction increased with benzene mixing ratio 

suggesting they are contaminants in the benzene source. The peaks are attributed to 

alkyl-substituted benzene molecules: C6H5-CH3
+ at 92 mQ, C6H4-(CH3)2

+ at 106 mQ, 

and C6H4-(CH3)3
+ at 120 mQ. 
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Figure 1.3 Benzene ion currents as a function of [C6H6]. Nearly all CI-QMS benzene 

ion current was in dimer form (156 mQ) while the CI-ToFMS featured monomers (78 

mQ). Both dominant benzene peaks plateaued after 10 ppm neutral benzene. Minor 

peaks comprised < 0.1% of major peak. 
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Figure 1.4 CI-ToFMS baselines were examined as a function of ambient relative 

humidity ([C6H6] = 10 ppm).  

(Top) CI-ToFMS baseline peak distributions (% TIC) varied as a function of relative 

humidity and remained above 85% of total ion current. Experiments demonstrated that 

ambient water vapor drives the formation of protonated water clusters. (Bottom) Raw 

benzene count rates are not significantly impacted by ambient relative humidity. 
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Figure 1.5 Laboratory calibration experiments yielded benzene dimer cation 

sensitivity to select volatile organic compounds. Dimethyl sulfide, α-pinene, and 

isoprene calibration constants (normalized counts per second/ppt) varied with ambient 

humidity. Error bars correspond to 1σ error of the calibration curve slope.    

  



40 

 

 

 

 

Figure 1.6 Qualitative trace amounts of VOC standards were wafted in front of the 

CI-ToFMS in ambient air to examine product ion distributions. Product ions were 

identified visually from time traces and flagged if it was > 5% of the total response.  

Expected contributions from carbon-13 isotopes were accounted for in calculated 

proton transfer products. For 1,8 cineole, the ratio of charge transfer to proton transfer 

products were roughly 2:1. 
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Figure 1.7 In-field responsiveness of a custom low-pressure, high Reynolds number 

inlet was assessed by fitting a bi-exponential curve to signal baseline decays. The first 

decay is attributed to the gas evacuation time (τ1) and the second decay is attributed to 

wall-equilibration times (τ2).  

τ1 for 37, 62, and 136 mQ (attributed to the protonated water dimer, DMS and 

monoterpenes respectively) were 2.0 ,0.7 and 0.44 seconds, which agreed with the 

volumetric evacuation time of the sample inlet (3.6 seconds). τ2 values were 22, 0.43, 

and 0.43 seconds respectively   
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Figure 1.8 Probability density function of benzene signal (% TIC, 1 Hz) during 

ambient and baseline sampling periods.  

Distributions did not differ between ambient and baseline sampling. Bimodal 

distributions corresponded to shifts in ion current from benzene to protonated water 

clusters (sum n = 1-4) due to switches in benzene tanks rather than ambient specific 

humidity, indicating the bimodal distribution is driven by trace water vapor 

contamination in the reagent ion source.   
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Figure 1.9 In-field sensitivities calculated from standard additions (or comparison 

between to APIMS-ILS mixing ratios) as a function of ambient humidity. Dots are 

calibration factors from standard additions and squares are binned values for a 2 g/kg 

specific humidity range.  

Each VOC shows a very similarly shaped humidity dependence as were demonstrated 

by laboratory tests, but normalized calibration factors differ by a factor of 4 to 7 by 

species.   



44 

 

 

 

 

 

 

Figure 1.10 Comparison of α-pinene normalized calibration factors observed during 

laboratory (left axis) and in-field standard additions (right axis) show similar 

attenuation with specific humidity. In-field values are lower by a factor of 7 

suggesting a shift in instrument performance outside of ion generation.  

Possible factors include different voltage settings, degraded calibration standards or 

losses to the exposed glass surfaces of the sample manifold.  
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Table 1.1 Summary of in-field CI-ToFMS performance on the HiWinGS research 

cruise for select volatile organic compounds. Isoprene and a-pinene were calibrated 

against in-field standards. DMS figures of merit utilized simultaneous, independent 

DMS mixing ratios from the University of Hawaii’s APIMS-ILS.  

 

VOC 
Sensitivity 

(CPS/pptv, 1σ) 

Background 

(Hz, 1σ) 

Detection Limit  

(nCPS, 3σ) 

Dimethyl 

sulfide 
19.4 ± 10.5 495 ± 320 152 nCPS 

Isoprene 2.8 ± 0.9 13 ± 49 13 nCPS  

α-pinene 6.1 ± 3.4 115 ± 86 42 nCPS 
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Figure 1.11 Hourly wind, specific humidity and DMS measurements from the High 

Wind Gas Exchange Study (HiWinGS). Winds peaked around 25 meters per second. 

DMS mixing ratios were low (< 137 pptv) indicating low biological activity. Due to a 

lack of an active DMS standard, no humidity corrections were made. 
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Figure 1.12 Regression of background- and benzene-normalized DMS counts indicate 

excellent agreement (0.80 R2 value) to DMS mixing ratios observed by APIMS-ISL. 

A campaign average CI-ToFMS sensitivity of 6.9 nCPS/pptv is estimated. A slight 

sensitivity attenuation at Q > 10 g/kg, was observed and confirmed in laboratory tests.  

  



48 

 

 

 

References 

1.  Goldstein A, Galbally I (2007) Known and unexplored organic constituents in 

the earth’s atmosphere. Environ Sci Technol. 

2.  Arnold SR, et al. (2009) Evaluation of the global oceanic isoprene source and 

its impacts on marine organic carbon aerosol. Atmos Chem Phys 9(4):1253–

1262. 

3.  Jaoui M, et al. (2006) Analysis of secondary organic aerosol compounds from 

the photooxidation of d-limonene in the presence of NOx and their detection in 

ambient PM2.5. Environ Sci Technol 40(12):3819–3828. 

4.  Guenther AB, et al. (2012) The model of emissions of gases and aerosols from 

nature version 2.1 (MEGAN2.1): An extended and updated framework for 

modeling biogenic emissions. Geosci Model Dev 5(6):1471–1492. 

5.  Kanakidou M, et al. (2005) Organic aerosol and global climate modelling: a 

review. Atmos Chem Phys 5(4):1053–1123. 

6.  Kim S, et al. (2009) Measurement of atmospheric sesquiterpenes by proton 

transfer reaction-mass spectrometry (PTR-MS). Atmos Meas Tech 2(1):99–112. 

7.  Myriokefalitakis S, et al. (2010) Global Modeling of the Oceanic Source of 

Organic Aerosols. Adv Meteorol 2010:1–16. 

8.  Huey LG (2007) MEASUREMENT OF TRACE ATMOSPHERIC SPECIES 

BY CHEMICAL IONIZATION MASS SPECTROMETRY : SPECIATION 

OF REACTIVE NITROGEN AND FUTURE DIRECTIONS. Mass Spectrom 

Rev 26(2):166– 184. 

9.  Leibrock E, Gregory L (2000) Ion Chemistry for the Detection of Isoprene and 

other Volatile Organic Compounds in ambient Air of ( STP )) • - Pinene Air or 

dry nitrogen mixture of benzene were. 27(12):1719–1722. 

10.  Leibrock E, et al. (2003) Ground-based intercomparison of two isoprene 

measurement techniques. Atmos Chem Phys 3:67–72. 

11.  Bertram TH, et al. (2011) A field-deployable, chemical ionization time-of-flight 

mass spectrometer. Atmos Meas Tech 4(7):1471–1479. 

12.  Blomquist BW, Huebert BJ, Fairall CW, Faloona IC (2010) Determining the 

sea-air flux of dimethylsulfide by eddy correlation using mass spectrometry. 

Atmos Meas Tech 3(1):1–20. 



49 

 

 

 

13.  Sinnokrot MO, Valeev EF, Sherrill CD (2002) Estimates of the ab initio limit 

for pi-pi interactions: The benzene dimer. J Am Chem Soc 124:10887–10893. 

15.  Good A, Durden DA, Kebarle P (1970) Mechanism and Rate Constants of Ion–

Molecule Reactions Leading to Formation of H+(H2O)n in Moist Oxygen and 

Air. J Chem Phys 52(1):222. 

16.  Warneke C, van der Veen C, Luxembourg S, de Gouw J., Kok a (2001) 

Measurements of benzene and toluene in ambient air using proton-transfer-

reaction mass spectrometry: calibration, humidity dependence, and field 

intercomparison. Int J Mass Spectrom 207(3):167–182. 

17.  Maleknia SD, Bell TL, Adams MA (2007) PTR-MS analysis of reference and 

plant-emitted volatile organic compounds. Int J Mass Spectrom 262(3):203–

210. 

18.  Lee BH, et al. (2014) An iodide-adduct high-resolution time-of-flight chemical-

ionization mass spectrometer: application to atmospheric inorganic and organic 

compounds. Environ Sci Technol 48(11):6309–17. 

19.  Crounse JD, McKinney KA, Kwan AJ, Wennberg PO (2006) Measurement of 

Gas-Phase Hydroperoxides by Chemical Ionization Mass Spectrometry. Anal 

Chem 78(19):6726–6732. 

20.  Ellis R a., et al. (2010) Characterizing a Quantum Cascade Tunable Infrared 

Laser Differential Absorption Spectrometer (QC-TILDAS) for measurements of 

atmospheric ammonia. Atmos Meas Tech 3(2):397–406. 

21.  Yang M, Blomquist BW, Nightingale PD (2014) Air-sea exchange of methanol 

and acetone during HiWinGS: Estimation of air phase, water phase gas transfer 

velocities. J Geophys Res Ocean 119(10):7308–7323. 

22.  Kercher JP, Riedel TP, Thornton JA (2009) Chlorine activation by N 2 O 5 : 

simultaneous , in situ detection of ClNO 2 and N 2 O 5 by chemical ionization 

mass spectrometry. (2):193–204.  



 

50 

 

  

 

Direct Observations of Biogenic Volatile Organic Compound (BVOC) 

Air-Sea Exchange in the North Atlantic from the High Wind Gas 

Exchange Study (HiWinGS) 

 

Biogenic volatile organic compound air-sea exchange was measured via eddy 

covariance over the remote North Atlantic Ocean as part of the High Wind Gas 

Exchange Study. Monoterpenes, isoprene and dimethyl sulfide mixing ratios and 

fluxes were measured with a field-deployable chemical ionization time-of-flight mass 

spectrometer utilizing benzene dimer cation reagent ion chemistry. A custom designed 

low-pressure, high Reynolds number (Re ~ 2300) inlet was utilized for eddy 

covariance measurements of trace volatile organic compounds. Dimethyl sulfide air-

sea exchange measurements showed good agreement (R2 = 0.77) with the University 

of Hawaii’s atmospheric pressure ionization mass spectrometer. Monoterpenes fluxes 

were observed to be positive (i.e. emitted) over remote locations as well as in coastal 

productive waters. Isoprene remained around the detection limit in remote regions and 

peaked around 50 pptv in coastal regions. 
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1. Introduction 

Biogenic volatile organic compounds (BVOC) are naturally derived, non-

methane organic gases. Due to their high reactivity, they play significant roles in 

global atmospheric chemistry and climate. The majority of global BVOC emissions 

are driven by isoprenoid compounds such as isoprene (C5H8) and monoterpenes (MT, 

C10H16). Recent model estimates place the global annual isoprene burden around 500 

Tg yr-1 (~50% total BVOC) while MT emission rates are lower at 162 Tg yr-1 (15% 

total BVOC), with the vast majority emitted from continental regions (1). Another 

abundant BVOC, dimethyl sulfide (DMS, (CH3)2S) is the largest biogenic source of 

reduced sulfur to the atmosphere (2) with well-documented impacts on marine 

atmospheric chemistry and cloud condensation nuclei distributions (3, 4). Estimates of 

DMS contributions to sulfate aerosol mass range between 18 – 24% (5, 6) 

While marine DMS fluxes comprise between 80 to 99% of global emissions, 

marine isoprene sources are estimated to contribute between 0.2 to 3.1% of global 

emissions (7). However, due to their high reactivity and aerosol yields, marine 

isoprenoids have been suggested to play an important role in marine aerosol (8) and 

cloud albedo (9, 10). Isoprene and monoterpene oxidation products have also been 

found in submicron aerosol particle samples collected from pristine marine air masses 

(11, 12) 

 Marine phytoplankton have been demonstrated to produce BVOCs in seawater 

in several laboratory experiments where both DMS, isoprenoids and organohalides 

have been detected in monoculture headspace sampling experiments and seawater 

analysis (13–16). BVOC production rates have been shown to be related to 
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phytoplankton species (17), seawater temperature (18), nutrients (19), chlorophyll-α 

concentrations (20, 21) and photosynthetically active radiation (22) with temperature 

and light driving enhancements to BVOC production, similar to terrestrial production 

mechanisms (23).  

Isoprenoids may perform an anti-oxidant role with production demonstrating 

enhancement during temperature and oxidative stress (7, 15, 24). Studies of the 

various biochemical origins of isoprene implicate several important production 

mechanisms. In studies of terrestrial plants, isoprene is enzymatically synthesized by 

the action of isoprene synthase (IspS) on 1-deoxy-D-xylulose-5-phosphate (DMADP) 

(25) formed from the methylerythiritol 4-phosphate (MEP) pathway. This pathway is 

common to most bacteria, photosynthetic eukaryotes and the plastids of plant cells 

(26). 

From these laboratory-derived parameterizations of BVOC production rates, 

physically-based global models of BVOC air-sea exchange have provided initial 

estimates of marine BVOC as well as their impacts on marine SOA production rates. 

Gantt et al. (27) suggested that isoprene may contribute as much as 30% of submicron 

aerosol organic mass fraction on a monthly basis during periods of high biological 

activity in the tropics, and possibly up to 50% on an hourly basis during midday. 

However, due to an extreme paucity of observations on air-sea exchange rates of 

isoprene and no observations of monoterpenes, estimates span several orders of 

magnitude. Isoprene emission rates range between 0.1 Tg C yr-1 (bottom up) and 11.6 

Tg C yr-1 (top-down) (27–30). Estimates of global marine α-pinene emissions range 

between 0.013 Tg C yr-1 and 29.5 Tg C yr-1 (30). 
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In-situ constraints of ambient atmospheric BVOC beyond DMS are rare, 

particularly in the remote marine boundary layer where potential interferences from 

strong continental sources of BVOC would be minimized. A ship-based study by 

Yasaa et al. (14) report evidence of the marine monoterpene mixing ratios between 

100-200 pptv while sampling ambient air downwind of an active phytoplankton bloom 

in the remote South Atlantic Ocean. A few indirect measurements of isoprene flux 

have been documented. Baker et al. (31) measured isoprene flux rates between about 1 

- 4 nmol m-2hr-1 in the Eastern Atlantic Ocean during May. To our knowledge, no 

observations of monoterpene air-sea exchange have been reported in the literature. 

This work represents the first direct (i.e. eddy covariance) observations of BVOC air-

sea exchange.  

 

2. Methods  

2.1. The High Wind Gas Exchange Study 

The High Wind Gas Exchange Study research cruise (University of Hawaii, 

NOAA/ESRL) took place over five weeks during fall of 2013 in the North Atlantic 

(Figure 2.1). The main cruise objective was to improve air-sea exchange 

parameterizations in high wind regimes (> 10 m s-1). A secondary objective was to 

target regions of enhanced biological activity that would sustain steep air-sea gradients 

of biogenically driven trace gases (i.e. carbon dioxide, DMS, isoprenoids). Trace gas 

air-sea exchange of a suite of molecules, gas transfer velocities, as well as sea state 

and environmental forcing parameters were characterized.  
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2.2. BVOC Sampling 

Isoprene, monoterpenes and DMS mixing ratios and fluxes were measured 

with a field-deployable chemical-ionization time-of-flight mass spectrometer (CI-

ToFMS) utilizing benzene dimer cation reagent ions (32). The sampling configuration 

and hardware utilized for mixing ratios has been described in detail in Kim et al. (in 

prep.). Here, we review details related to the flux measurement. Air-sea exchange rate 

were calculated directly using the eddy covariance method (33–35).  Full mass spectra 

were recorded at 5 Hz. Three-dimensional winds were logged by a sonic anemometer 

(Wind Master, Gill) and ship motions were captured by an inertial motion unit 

(Motion Pak II, Systron Donner) both at 10 Hz (36). Both the sonic and IMU were 

mounted on a “diving board” platform extending from the foremast of the ship. The 

BVOC sample inlet was mounted on a sidearm off the diving board located about 0.5 

meters to the starboard side of the wind-motion package. 

A custom sampling inlet was designed for the detection of BVOC air-sea 

exchange. Two design criteria were considered. First, a high Reynolds number was 

targeted to limit frequency attenuation of high frequencies in the scalar signal. Second, 

measures were taken to limit BVOC line losses due to anticipated low atmospheric 

abundances and high humidity conditions. To this end, line pressures were dropped to 

200 mbar to increase volumetric flow rates (liters min-1), which also limited 

condensation. The line was also heated to 40 degrees Celsius which reduces the 

Reynolds number slightly, but its prevention of condensation outweighed this small 

effect on the flow characteristics. The sample line diameter reflected a compromise 

between narrower widths, which favor turbulent flow and reduce surface area, and a 
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wider line that would reduce the pressure drop (285 mbar) between the instrument and 

the intake point. Pressures at the instrument were recorded by a pirani guage at 200 

mbar. With the calculated pressure drop, we estimate that the pressure in the sampling 

manifold on the foremast was approximately 485 mbar which is well below the 

maximum pressure required to maintain choked flow conditions in the inlet manifold 

(535 mbar) to maintain the maximum flow rate (12.85 slpm) as well as turbulent flow 

conditions. 

Baselines counts due to instrument noise and inlet-wall off-gassing were 

recorded every 2 hours by overflowing the inlet manifold with ultra-high purity zero 

air (UHP, AirGas). This pulse of zero air and resulting ambient signal decay also 

served the additional purpose of estimating inlet response times and frequency 

attenuation (37). BVOC calibrations standards were added to the inlet both as standard 

additions (every 6 hours) and single-point calibrations (every 6 hours, staggered). 

Standard additions provided in-field constraints on the humidity dependent calibration 

factors. An isoprene standard was utilized during the month of October and an α-

pinene standard was used during November through the end of the cruise (both in N2, 

0.500 ppm; AirGas).  

 

2.3 Data Processing 

2.3.1 Mixing Ratios 

 BVOC mixing ratios were calculated by subtracting interpolated baseline 

values, then dividing by a calibration factor. Calibration factors were calculated 

differently for each BVOC target based on an in-field constraints. Isoprene and 
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monoterpenes calculations utilized active calibration sources, while DMS sensitivities 

were determined against simultaneous observations from the APIMS-ISL. To avoid 

potential interferences, only one calibration standard was used at a time. DMS mixing 

ratios are presented without adjustments for humidity.  

In October, isoprene calibration factors were calculated from standard 

additions and linearly interpolated across ambient sampling periods. Normalized 

calibration factors were stable over the three weeks (mean 0.92 nCPS pptv-1; 1σ = 

0.18) of standard additions. Due to this stability, the mean value was applied to 

portions of the campaign following the active calibration period. Monoterpene 

normalized calibration factors were based on an α-pinene calibration gas over the 

month of November. Sensitivities during standard additions demonstrated a linear 

dependence (R2 = 0.77) on ambient specific humidity. This relationship was 

reproduced in laboratory testing. Applying a linear fit between normalized sensitivity 

and specific humidity (hereafter “Qfit, Fig. 2.3), calibration factors were estimated for 

the entire campaign. In this manner, a humidity-dependent calibration factor 

(normalized counts pptv-1) was estimated and constrained by in-field standard 

additions.  

A campaign-average normalized calibration factor was calculated for DMS 

from the linear regression of CI-ToFMS baseline-adjusted normalized counts (62 

m/Q) against DMS mixing ratios (pptv-1) measured by the APIMS-ILS (38). Lacking a 

direct calibration standard, no humidity correction was applied to the CI-ToFMS 

mixing ratio calculations or subsequent flux calculations. CI-ToFMS DMS sensitivity 

did, however, demonstrate a small humidity dependence during Q > 10 g/kg. This 
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small humidity dependence was also demonstrated in laboratory tests (Kim et al., 

2015, in prep).  

 

2.3.2 Eddy Covariance Calculations 

Air-sea exchange rates were calculated via the eddy covariance method. Flux 

is calculated as the average covariance of vertical wind (w’) and BVOC mixing ratios 

(x’) over a defined flux interval (E1).  

𝐹 =< 𝑤′𝑥′ > = 𝑘 ∗ (𝐶𝑤 − 𝐶𝑎 ∗ 𝐻)  (E1) 

Vertical winds and scalars were corrected for ship motion artifacts according to Edson 

et al. (1998). Wind and motion data were recorded by a separate computer from 

BVOC mixing ratios, resulting in a lag times (seconds) between the two data streams. 

Following Bariteau et al. (37), lag times were determined as the time shift resulting in 

the maximum covariance between the adjusted wind and BVOC mixing ratio data. 

This time lag represents the sum of the different in the two system CPU timestamps as 

well as the time offset due to the transit time of ambient air in the inlet sample tube.  

Calculated flux rates underwent quality control measures to meet eddy 

covariance assumptions of stationarity and homogeneity (39). Corrections for density 

fluctuations due to water vapor surface exchange (40) are ignored for this work due to 

the short lifetimes of the BVOC species in this study. When concentration 

fluctuations, c’, are comprise the majority of the mean value, errors due to density 

fluctuations are likely to be insignificant (35). 

 



58 

 

 

 

3. Results 

The RV Knorr departed from Nuuk, Greenland on 9 October, 2013 and arrived 

at Woods Hole, MA on 14 November 2013 (Figure 2.1). Seven total sampling stations 

were distinguished by passing storms and related sustained periods of high winds 

(Figure 2.2). Overall, 66% of hourly mean wind speeds exceed 10 m/s, 26% exceeded 

15 m/s and 5% exceeded 20 m/s.  Biological activity as indicated by chlorophyll-α 

over the open ocean, ranging between 1.1 and 2.4 mg/L as measured by the Knorr 

underway system (values taken only after flushing the intake line between Stations 1 

and 2 for biofouling). Due to potential planktonic growth in the line, this data 

represents the maximum potential chlorophyll-α levels. 

 

3.1 BVOC Mixing Ratios 

DMS mixing ratios were relatively low throughout HiWinGS (maximum 137 

pptv) (Figure 2.4) (3σ detection limit = 22 ppt or 152 nCPS). Hourly averaged CI-

ToFMS agreed well with APIMS-ISL DMS measurements (R2 = 0.80) (Kim et al., 

2015, in prep). Monoterpenes hourly average mixing ratios were elevated in remote 

regions peaking around 70 pptv. Mixing ratios returned to baseline (campaign wide 3σ 

LOD = 42 nCPS), then reached campaign-wide maximum values around 250-300 pptv 

in more biologically productive coastal regions near Newfoundland. Isoprene mixing 

ratios (hourly) remained near the detection limit (3σ LOD = 13 nCPS) in remote 

regions, but peaked during the coastal sampling station (Station 7) around 50 pptv in 

the Straight of Belle Isle near Newfoundland (Figure 2.4).  
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3.2 BVOC Fluxes 

Observed monoterpene air-sea exchange rates were positive indicating 

emission from the surface ocean. Exchange rates ranged between 0 and 0.8 ppt m sec-

1, comparable to DMS emission rates in coastal productive waters (Figure 2.5). CI-

ToFMS measured DMS air-sea exchange agreed well with the University of Hawaii’s 

eddy covariance measurements (Figure 2.6)  with an R2 = 0.68 (Figure 2.7), despite 

sampling from two spatially disparate positions on the ship.  

Simultaneous measurements of DMS and sensible heat flux offered a novel 

opportunity to examine the impact of sampling location on eddy covariance flux 

measurements. Sensible heat fluxes computed by the PML WindMaster on the 

foremast and University of Hawaii’s sonic anemometer on the meteorological mast 

agreed well (36) while CI-ToFMS DMS exchange from the foremast typically 

underestimated APIMS-ILS values made from the meteorological mast on the bow of 

the ship. Because the CI-ToFMS mixing ratios were calculated using APIMS-ILS 

mixing ratios as a proxy calibration standard, this underestimation cannot be related to 

physical losses of DMS sample in the inlet, but rather frequency attenuation or flow 

distortion.  

Due to the agreement in sensible heat fluxes, the most likely explanation for 

this discrepancy is frequency attenuation leading to flux signal loss at high 

frequencies. Spectral similarity plots comparing sensible heat and DMS flux show 

there is some high frequency attenuation above 0.2 to 0.3 Hz (Figure 2.8). Given that 

1/5 of the total sample line flow rate set by the glass manifold critical orifice was 

directed to a bypass line, the Reynolds number in the sample line itself is about 2245 
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putting this in the transition regime between laminar and turbulent flow. Applying the 

parameterization of Lenshow and Raupach (41), the estimated half-power frequency 

would be at 1.21 Hz, which is typical of frequencies driving turbulent exchange in the 

surface layer (42). A discrepancy between parameterized and in-field measured half-

power frequencies by a factor of 10 is not uncommon i.e. (43), in which case, this 

estimate agrees with typical half-power frequencies observed throughout the 

campaign.  

Generally, flow distortion is not found to be an issue for the majority of the 

cruise given the agreement in sensible heat flux calculations between the two sonic 

anemometers at the respective DMS sampling positions (36). A comparison of the 

sensible heat fluxes calculated from each sampling position showed excellent 

agreement except when the incoming wind was from -90 degrees (0 degrees indicating 

the bow of the ship, -90 port side). These flux periods have been removed from the 

comparison during quality control.  

 

4. Discussion and Conclusions 

Ship-based eddy covariance measurements of biogenic volatile organic 

compound air-sea exchange and atmospheric mixing ratios were performed for the 

first time on the High Wind Gas Exchange Study. Equilibrium seawater 

concentrations were calculated for monoterpenes from eddy covariance flux 

measurements and atmospheric mixing ratios using Equation 1. Gas transfer velocities 

were approximated with cubic a wind-speed dependent parameterization based on 

Wanninkhof 1999 (44). A Schmidt number parameterization based on sea-surface 
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temperature used previously in the literature for isoprene air-sea exchange models (29) 

is applied here. Calculated equilibrium seawater concentrations range from 0 to 17 

picomolar (Figure 2.5), which are on-scale with previous observations of dissolved 

isoprenoid seawater concentrations (16). 

DMS flux measurements by the CI-ToFMS were in good agreement with the 

APIMS-ILS, but some high frequency attenuation due to cross-axial diffusion in the 

sample line was evident. Future deployments can address this issue by increasing the 

size of the critical orifice in the sample manifold. To our knowledge, this work 

represents the first measurement of monoterpene air-sea exchange. Net flux was 

positive (0 to 4.1 ppt meters/sec) during periods of sampling in both remote (< 1.5 

μg/L chlorophyll-α) and productive coastal regions (>1.5 μg/L chlorophyll-α), at times 

rivaling DMS emission rates.  
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Figures 

 

Figure 2.1 The cruise track of the RV Knorr during the High Wind Gas Exchange 

Study in the North Atlantic. The Knorr disembarked from Nuuk, Greenland on 

October 9 and arrived in Woods Hole, MA on November 14, 2013. Station locations 

were chosen based forecasted high-winds.  
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Figure 2.2 Environmental conditions measured during HiWinGs sampling stations (1-

7) including chlorophyll-α measured from the Knorr underway system (intake 5 

meters below sea level) and 10 meter wind speeds (latter provided by NOAA/ESRL).  

Chlorophyll-α represent maximum values due to inline growth, as evidenced by the 

step change between Station 1 and 2 due flushing the underway seawater system. 
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Figure 2.3 Normalized calibration factors from α-pinene standard additions 

demonstrated a linear dependence on ambient specific humidity, Q. A humidity 

dependent calibration factor (“Qfit”) was calculated from the slope of the regression 

and applied to all monoterpene mixing ratio calculation on HiWinGS.  
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Figure 2.4 Observed BVOC mixing ratios during the High Wind Gas Exchange Study 

including isoprene and monoterpenes (top). Monoterpene mixing ratios peaked in late 

October and early November during a large storm in the remote MBL (~70 pptv) and 

then again elevated concentrations near the coast (between 250 and 300 pptv). 

Chlorophyll-α levels were slightly elevated in coastal waters.   
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Figure 2.5 Observed hourly monoterpene mixing ratios and air-sea exchange rates 

calculated via eddy covariance. Monoterpene emissions were observed at rates similar 

to or exceeded dimethyl sulfide at various points throughout the cruise near the coast. 

Equilibrium seawater concentrations were calculated using Equation 1, as described in 

Section 4. 
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Figure 2.6 A comparison of DMS air-sea exchange observations demonstrates good 

agreement between CI-ToFMS and APIMS-ILS eddy covariance measurements 

indicating little flow distortion between the foremast and meteorological mast on the 

bow.  
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Figure 2.7 A regression analysis of CI-ToFMS measured emission rates with APIMS-

ILS shows that the CI-ToFMS underpredicts DMS exchange. This may be due to a 

number of factors including high frequency attenuation in the sampling line or flow 

distortion due to the disparate sampling locations of the two measurements. 
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Figure 2.8 A cumulative density function of the normalize flux signal for BVOCs, 

monoterpenes and DMS, and sensible heat as a function of frequencies driving that 

flux. The majority of air-sea exchange signal is carried by frequencies between .01 and 

1 Hz.  

At high frequencies (> 0.5 Hz), it is apparent that some frequency dampening is 

occurring in the gas sample line. The sensible heat curve more accurately frequency 

distributions of atmospheric turbulence because it is an open-path sensor. 
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Bacteria driven production of alkyl nitrates in seawater 

 

Aircraft and ship-borne measurements have shown that the ocean is a large, 

diffuse source for short chain (C1-C3) gas-phase alkyl nitrates (RONO2).  

Photochemical production of RONO2 has been demonstrated previously as a viable 

mechanism in surface waters, however, it cannot account for the observed depth 

profile of RONO2, suggesting an additional, dark RONO2 production mechanism.  We 

present measurements of gas-phase C1-C5 alkyl nitrates emitted from seawater in a 

controlled mesocosm experiment conducted under low-light conditions in a glass 

walled wave channel.  Ethyl and butyl nitrate emission rates from sea-water are 

strongly correlated with the abundance of heterotrophic bacteria (R2 ≥ 0.89) and show 

no correlation to chlorophyll-α concentration.  Controlled flask experiments conducted 

using ambient and sterile seawater, inoculated with a heterotrophic bacterium, confirm 

that bacterial driven production of select RONO2 can proceed efficiently in the 

absence of light. 
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1. Introduction 

The production rate of tropospheric ozone (O3), a potent greenhouse gas and 

radical precursor, is critically dependent on the abundance of nitrogen oxides (NOx ≡ 

NO + NO2).  In remote regions, the photolysis, chemical processing, and thermal 

decomposition of reactive nitrogen (NOy ≡ NOx + alkyl nitrates (R) + 

peroxynitrates (RO2NO2) + nitric acid (HNO3) + others) act to control NOx loadings 

and in turn, O3 production rates.  Aircraft observations in the equatorial and southern 

Pacific Ocean have revealed that alkyl nitrates can contribute to as much as 80% of the 

total NOy budget in these regions (1), where O3 production rates are NOx limited.  The 

lifetime of alkyl nitrates in the troposphere is between days and months depending on 

the alkyl chain length (2,3) .  Atmospheric production of alkyl nitrates is known to 

proceed through the reaction of alkyl peroxy radicals (RO2) with nitric oxide (NO), 

representing a chain termination reaction through the sequestration of both RO2 and 

NO. 

Aircraft and ship-borne observations in the equatorial and South Pacific Ocean 

suggest a diffuse oceanic source for short chain (C1-C4) alkyl (4-6).  Direct 

measurements of alkyl nitrates in seawater indicate that C1-C3 alkyl nitrates can be 

supersaturated, confirming that the ocean is a source for alkyl nitrates to the 

atmosphere (7-9).  Chemical transport modelling, constrained by atmospheric alkyl 

nitrate measurements, predict a globally, annually averaged oceanic emission rate of 

methyl and ethyl alkyl nitrates of 0.35 Tg N yr-1.  This equates to approximately 1 

Dobson Unit of O3 and a 2.4% reduction in the lifetime of methane (CH4) (10). 
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Recently, Williams et al (11) suggested that oceanic emissions of methyl nitrate could 

be as large as 0.57 Tg N yr-1 and emission of higher order alkyl nitrates could be as 

large as 0.17 Tg N yr-1.  The increased emission rate is balanced in part by a larger dry 

deposition velocity to the ocean in the source region. 

A complete mechanism for oceanic production of alkyl nitrates in seawater that 

replicates seawater observations has remained elusive.  Laboratory and field 

measurements have demonstrated aqueous photochemical pathways for alkyl nitrate 

formation, where alkyl peroxy radicals, produced following the photolysis of colored 

dissolved organic matter (CDOM) react with dissolved NO (12).  Dahl and Saltzman 

(13), through ship-based incubation studies, demonstrated that C1-C3 alkyl nitrates 

could be formed from irradiated seawater, where NO concentrations are sustained by 

the photolysis of nitrite (NO2
-).  Comparing alkyl nitrate production rates in coastal 

waters with those previously reported in the North Pacific, Dahl et al. (14) suggested 

that the molecular nature of CDOM controls relative alkyl nitrate production rates by 

regulating the relative abundances of their respective peroxy radical precursors.  The 

photochemical production channel has proven to be a viable production mechanism 

for low molecular weight alkyl nitrates.  However, this mechanism cannot explain the 

vertical distribution of alkyl nitrates observed in seawater.  Specifically, Chuck et al. 

(7) and Dahl et al. (15) report C1-C3 alkyl nitrate depth profiles, where elevated alkyl 

nitrate concentrations are observed down to several hundred meters, where neither 

local production via photochemical pathways nor transport of surface produced alkyl 

nitrates can sustain the observed concentrations (15).  These results suggest a parallel, 

dark alkyl nitrate production mechanism that may be enzymatically mediated. 



77 

 

 

 

Here, we report gas-phase measurements of C1-C5 alkyl nitrates made in: 1) an 

enclosed wave channel during a simulated 5-day mesocosm experiment (16), and 2) 

controlled flask experiments conducted with ambient and sterile seawater, inoculated 

with the heterotrophic bacterium Alteromonas sp. AltSIO.  While the experiments 

were not designed to directly quantify water side alkyl nitrate production rates, the 

results permit qualitative exploration of the role of phytoplankton and bacteria in the 

dark production of C1-C5 alkyl nitrates at this location. 

 

2. Experimental 

2.1  SIO wave channel and mesocosm experiment 

The experiment was conducted in the 33 x 0.5 x 1 m (length x width x height) 

glass walled wave channel in the Hydraulics Laboratory at the Scripps Institution of 

Oceanography (SIO).  Seawater was pumped directly from the Pacific Ocean to fill the 

wave channel.  Here, we describe a five day mesocosm experiment where on day 1, 

the wave channel was filled with fresh seawater pumped directly from the SIO pier.  

During the mescosm experiment, the wave channel was sequentially inoculated with 

four separate additions of varying combinations of: 1) heterotrophic bacteria isolates 

(Alteromonas sp. AltSIO and TW7, and Pseudoalteromonas TW2 and P. atlantica, 

strain 19262), 2) bacterial growth medium (ZoBell 2216E), and 3) a monoculture of 

marine algae (Dunaliella tertiolecta).  The timing of the additions and a detailed 

description of the operation of the wave channel can be found in the supporting 

information. 
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2.2 Flask experiments with monocultures of heterotrophic bacteria 

Controlled flask studies were conducted to complement the wave channel 

experiments and study alkyl nitrate production under more controlled seawater 

conditions.  Here, Alteromonas sp. AltSIO was inoculated into to an 2.8 L culture 

flask containing either 1.0 L of sterile seawater or seawater collected from the SIO 

pier in La Jolla, CA. ZoBell medium concentrate was added (20 mL) to make a 1X 

final solution (ca. 4.8 g C L-1). Sterile seawater was prepared from plumbed 

sand/diatomaceous earth filtered seawater described in the Supplemental Information, 

which was then filtered with 0.2μm polycarbonate disk filters, bubbled with CO2 (30 s 

L-1), and autoclaved.  Pier water was filtered through a 50μm Nitex mesh upon 

collection.   The flask and tubing was autoclaved then jacketed to prevent photo-

initiated radical production mechanisms.  The head-space of the flask was monitored 

continuously in real-time using CI-ToFMS (as described below in section 2.3).  In a 

subsequent small flask experiment, gas phase headspace samples were drawn from the 

reaction flask for offline confirmation of the presence of alkyl nitrates using GC/MS 

(Fig. S3.7). 

 

2.3 Gas phase measurements of alkyl nitrates 

Short chain alkyl nitrates (C1-C5) were measured in real-time at 2Hz via 

chemical ionization time-of-flight mass spectrometry (CI-ToFMS), using protonated 

water clusters as the reagent ion.  The instrument hardware has been described in 
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detail previously, as applied to the selective detection of organic and inorganic acids 

using acetate ion chemistry (17).  In addition to C1-C5 alkyl nitrates, hydrogen 

sulphide (H2S) was detected as H+-H2S and ammonia (NH3) as H+-NH3 and H+(H2O)n-

NH3.  Mixing ratios for H2S and NH3 are not reported here due to the lack of an in 

house calibration standard, but the unit mass resolution signal intensity at 35 Th 

(corresponding to H+-H2S is used as a proxy for bacteria abundance.  Further 

information on the CI-ToFMS measurement can be found in the supplemental 

information. 

 

3. Results 

3.1 Alkyl nitrate production during a controlled mesocosm experiment 

Fig. 3.1A depicts the biological evolution of seawater in the wave channel, and 

its response to the sequential additions described in Table S1.  The experiment 

commenced with filling the wave channel with coastal seawater (day 0).  Prior to the 

first addition at day 0.6, the mean chlorophyll-α concentration was 0.18 ± 0.04 mg m-

3, mean TOC was 69.1 ± 2.9 M C, mean photosynthetic eukaryotes was 7.8 x 103 ± 

4.4 x 103 cells mL-1, and mean heterotrophic bacteria was 7.1 x 105 ± 4.3 x 104 cells 

mL-1.  Approximately one day following the first addition (ca. 1 x 1010 cells of the 

heterotrophic bacteria Alteromonas and 18 g C of ZoBell growth media), the measured 

bacteria number concentrations in the wave channel doubled (from 7.1 x 105 to 1.6 x 

106 cells mL-1), before peaking on day 3 at 6.2 x 106 cells mL-1.  During this period 

both chlorophyll-α and the number concentration of photosynthetic eukaryotes 
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declined steadily, while TOC was slightly enhanced (115.9 M on day 1).  Measured 

heterotrophic bacteria concentrations responded to the second addition of Alteromonas 

and growth media (day 1.9), displaying a second peak at day 3.5, again approximately 

1.5 days after the addition.  Since the measurements of the heterotropic bacteria were 

conducted offline, and thus not available in real time for fine tuning the timing of the 

additions, two further additions were made to the wave channel before the second 

peak in heterotrophic bacteria.  The third addition (day 2.6) was solely bacteria growth 

media and the fourth addition (day 2.8) included equal number concentrations of 

Pseudoalteromonas atlantica and Dunaliella tertiolecta.  The measured chlorophyll-α 

and photosynthetic eukaryote concentrations respond promptly, rising to 5.5 mg m-3 

and 1.1 x 104 cells mL-1 by day 3.5. 

The separable enhancements in the concentrations of seawater heterotrophic 

bacteria and photosynthetic eukaryotes under low light conditions permits assessment 

of the potential for enzymatically mediated alkyl nitrate production.  The time traces 

for ethyl and butyl nitrate are shown in Fig. 3.1B and 3.1C, where the 30 minute 

running median is shown with the solid black and blue lines, respectively.  The shaded 

region in both panels B and C represents the variance in the 1Hz measurements.  Time 

traces for methyl, propyl, and pentyl nitrate are shown in supplemental Fig. S3.2.  In 

both Fig. 3.1B and 3.1C, the concentration of heterotrophic bacteria is depicted with 

red circles.  Prior to the first addition (day 0.6), the concentration of C1-C5 alkyl 

nitrates was on average, 40 ± 20, 30 ± 12, < 20, 60 ± 30, and < 20 pptv respectively.  

The non-zero mixing ratios for C1, C2, and C4 alkyl nitrates reflects either minor 
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breakthrough of the charcoal filter into the wave channel headspace or non-zero 

emission from coastal seawater. 

As shown in Fig. 3.1B and 3.1C, the ethyl and butyl nitrate mixing ratios track 

measured heterotrophic bacteria.  The mixing ratios for ethyl nitrate (EtONO2) and 

butyl nitrate (BuONO2) peaked on day 3.25 at 420 and 710 pptv, consistent with peak 

bacteria concentrations (6.2 x 106 cells mL-1).  In contrast methyl nitrate (MeONO2), 

propyl nitrate (ProONO2), and pentyl nitrate (PeONO2) showed very little 

enhancement through the bacteria growth phase (Fig. S3.2).  In what follows, we focus 

on the emission of ethyl and butyl nitrate and discuss potential biochemical 

mechanisms that support enhancement of even carbon numbered alkyl nitrate 

emissions in Section 4. 

EtONO2 and BuONO2 mixing ratios are shown in Fig. 3.2 as a function of the 

water-side concentration of heterotrophic bacteria and chlorophyll-α.  A linear least-

squares regression analysis shows a strong positive correlation between EtONO2 and 

BuONO2 with heterotrophic bacteria throughout the mesocosm experiment (R2 of 0.89 

and 0.9 and P-values of 0.0088 and 0.0391, respectively).  In contrast, there is no 

observable correlation between EtONO2 or BuONO2 mixing ratios and chlorophyll- 

or photosynthetic eukaryote abundance. MeONO2, ProONO2, and PeONO2 showed a 

much weaker correlation with heterotrophic bacteria concentration (R2 = 0.53, 0.47, 

and 0.57, and P-values of 0.0462, 0.0939, and 0.4050, respectively) and still no 

correlation with chlorophyll-α (Fig. S3.3) 

For comparison, ocean measurements of heterotrophic bacteria abundance and 

chlorophyll-α concentration, recently compiled by Li et al. (2004) (18), are shown in 
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the bottom panel of Fig 3.2.  The black line represents the geometric median and the 

shaded grey region the range in observations for both below and above 50 m.  The 

data shown is a compilation that includes 13,973 concurrent measurements of bacteria 

abundance and chlorophyll concentration from 15 years of global cruises in the 

Atlantic, Pacific, Arctic and Antarctic Oceans.  The median values reported for 

bacteria are 6.0 x 105 and 3.3 x 105 cells mL-1 for the subset of data above and below 

50m, respectively.  As such, it should be noted that the bacteria concentrations 

measured in the wave channel are as much as a factor of ten larger than median ocean 

conditions, and exceed the highest bacteria concentrations (4.94 x 106 cells mL-1) 

reported in the Li et al (18) dataset. 

 

3.2 Time-dependent model for alkyl nitrate production from bacteria 

In an attempt to place the measured RONO2 mixing ratios in the context of 

previously reported seawater production rates, we constructed a 0-D time dependent 

box model to simulate water side RONO2 concentrations in the wave channel.  We 

then estimate the emission rate of C1-C5 RONO2 from seawater for comparison with 

measured RONO2 emission rates calculated from gas-phase concentrations. 

Modelled seawater concentrations of EtONO2 and BuONO2 (pM) are shown in 

panel A with black and blue solid lines, respectively, alongside measured 

heterotrophic bacteria concentrations (red squares).  Modelled emission rates are 

shown in solid lines in panel B, alongside the emission rates calculated from gas-phase 

measurements of EtONO2 and BuONO2.  The best model-measurement agreement 
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was achieved when we held kx at 10 cm hr-1 and set cf at 16 and 24 molecules cell-1 s-1 

for EtONO2 and BuONO2 respectively. 

As shown in Fig. 3.3B, the model tends to overestimate RONO2 emission rates 

following a peak in heterotrophic bacteria concentration (e.g., directly following day 

2.0 and day 3.0).  This cannot be accounted for in the model with volatilization as the 

sole loss term.  As such, the model-measurement disagreement during these time 

periods may suggests either: 1) consumption of RONO2 in the seawater that is not 

accounted for here or 2) a reduction in the per cell production rate of RONO2 at 

periods of high bacteria abundance, suggesting either that alkyl nitrates are not 

produced directly by bacteria or that a key nutrient for RONO2 production is limited 

thus slowing PRONO2.  This will be discussed in detail in Section 4. 

 

3.3 Alkyl nitrate production in controlled flask experiments 

As shown in Fig. 3.1, alkyl nitrate production is initiated by the simultaneous 

addition of Alteromonas TW7 and AltSIO, and Pseudoalteromonas TW2 to the wave 

channel, approximately 14 hours into the mesocosm experiment.  As expected, mixing 

ratios of hydrogen sulphide (H2S), a known direct by-product of sulphate reducing 

bacteria (19), was also strongly correlated with heterotrophic bacteria concentration in 

the wave channel.   As discussed above, the strong correlation (R2>0.89) between 

EtONO2 and BuONO2 with heterotrophic bacteria abundance in the wave channel 

suggests that bacteria govern alkyl nitrate production in this experiment.  The 

controlled flask studies were conducted to shed light on the mechanism by which 
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heterotrophic bacteria (such as Alteromonas) produce alkyl nitrates.  Here, 

Alteromonas AltSIO and ZoBell growth media were added to the reaction flask 

containing sterile seawater.  Minor, initial off-gassing of C1-C5 alkyl nitrates was 

observed over the first 6 hours, but returned to baseline values prior to bacteria growth 

in the flask.  Bacteria growth in the flask was monitored periodically through 

measurements of optical density, while continuous measurement of H2S concentration 

in the headspace proved to be an indirect continuous measure of bacterial activity, 

likely linearly related to bacteria abundance.  In what follows, we focus our analysis 

on EtONO2. 

There was no detectable generation of EtONO2 observed in the sterile seawater 

matrix doped with Alteromonas AltSIO, despite significant production of H2S (ca. 10x 

that observed in the wave channel).  The null result indicates the heterotrophic bacteria 

AltSIO is not the primary source for alkyl nitrates and that the bacteria mediated alkyl 

nitrate production observed in the wave channel experiments is likely to be co-

dependent on the pool of dissolved organic material.  To test this, Alteromonas AltSIO 

was added to the reaction flask containing seawater collected from the SIO pier, again 

under dark conditions.  EtONO2 concentrations directly track H2S through the bacteria 

growth phase for the first 24 hours of the experiment (Fig. S3.6).  At this time H2S 

appears to reach steady state, while EtONO2 concentrations decay back to zero over 

the following 2 days. 

To attain a consistent picture of the factors controlling alkyl nitrate production 

in the wave channel and flask experiments, EtONO2 signal intensities are shown as a 
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function of measured CI-ToFMS H2S signal intensities in Fig. 3.4.  Data from the 

wave channel comprise most of the low intensity signals, yet are highly correlated (R2 

= 0.98).  The regression line is extrapolated to higher H2S values for comparison with 

the flask experiments that span a wider range in H2S and EtONO2 concentrations.  

EtONO2 and H2S are correlated in both the wave channel experiment and for the first 

24 hours of the flask experiments.  Following this, ethyl nitrate concentrations exhibit 

a steady decline over the remaining 48 hours of the experiment, suggesting that either 

the pool of dissolved organic material has been depleted or that some unknown factor 

is inhibitory to the production mechanism, thus suppressing alkyl nitrate production.  

Inhibition might be elicited by a change in chemical conditions such as pH or 

oxidation-reduction state or by the biochemical production of a molecule that 

interferes with contributing biosynthetic enzymes, through competitive or regulatory 

processes. A proposed mechanism, consistent with these results is discussed in Section 

4.2. 

 

4. Discussion 

4.1 Comparison of alkyl nitrate production rates with prior measurements 

A rough comparison of the production rates modelled here can be made with 

those measured in Dahl et al., (13) during incubation studies performed using seawater 

samples collected in the North Pacific Ocean, spiked with 1M nitrite.  EtONO2 

production rates in that study ranged between 0.6±1.5 and 26.1±8.3 pM hr-1 for Warm 

Pool waters and high chlorophyll-α waters, respectively.  BuONO2 concentrations and 

production rates were not reported.  In comparison, our modelled EtONO2 production 
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rate was 56 pM hr-1 for a heterotrophic bacteria concentration of 6.0 x 105 cells mL-1.  

While our model estimate for the dark production rate of EtONO2 in our experiment is 

of the same order of magnitude of that observed in the Dahl et al.(13) study, our result 

is not a direct measurement, but a best fit to our model.  Nonetheless, our observations 

made in the wave channel highlight that a bacteria mediated production channel for 

alkyl nitrates is active, and future work to directly quantify the per cell production rate 

is warranted.  In the following section, we discuss a proposed mechanism for bacteria 

controlled production of RONO2 from seawater. 

 

4.2 Proposed mechanism for bacteria generated alkyl nitrate production 

Several primary (direct) and secondary (indirect) mechanisms are consistent 

with the dark production of RONO2 observed in both the wave channel and flask 

experiments.  Our experiments rule out the potential for direct production of RONO2 

from Alteromonas AltSIO in sterile seawater.  However, two potential primary 

production mechanisms are possible: 1) alkyl nitrates are produced directly by other 

strain(s) of bacteria that become dominant in the experiment, or 2) RONO2 is produced 

directly by Alteromonas sp. AltSIO, but requires the pool of dissolved organic 

material present in seawater to catalyse production. Based on the studies conducted to 

date, we cannot rule out these primary production mechanisms. 

Alternatively, it is also possible that heterotrophic bacteria could produce 

RONO2 through secondary production channels, where Alteromonas AltSIO generates 

a limited reactant(s) required for in situ production of RONO2 in seawater.  We 

selected Alteromonas AltSIO for these studies because its growth and physiology has 
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been studied in coastal waters (19), and the genomes for Alteromonas sp. AltSIO, 

TW7 and Pseudoalteromonas TW2 have been sequenced, thus providing insight on 

the mechanisms by which RONO2 may be produced.  The sequenced genome 

indicates that AltSIO, like many heterotrophic bacteria, contain nitric oxide synthases 

(20).  Nitric oxide synthases (NOS) have been shown to catalyze the production of 

nitric oxide (NO) from amino acids (21).  If the necessary genes for NO production 

are expressed, in situ alkyl nitrate production could follow an analogous pathway to 

known photochemical mechanisms, where AltSIO produces NO directly, but alkyl 

nitrate production is limited by either the availability of peroxy radicals generated 

from the pool of dissolved organic material or the amino acids required to drive 

bacteria mediated NO production. Hughes et al (22), using measurements of the 

vertical distribution of methyl and ethyl nitrate in shallow freshwater lakes, suggested 

that bacteria may serve as a dark source of NO. Our model predicts that RONO2 

production can be rapid (ca. 24 molecules cell-1 s-1), suggesting that the production 

rate of NO by heterotrophic bacteria is fast in these experiment.  We are not aware of 

prior direct determinations of NO production rates for Alteromonas, however, studies 

of NO production rates from terrestrial bacteria have shown that bacteria can 

efficiently produce NO at rates as high as 135 molecules cell-1 s-1 (23). 

If the alkyl nitrate production observed in these experiments proceeded 

through a secondary production mechanism involving NO, a parallel, dark production 

mechanism for peroxy radicals must also be operational.  It was recently demonstrated 

that heterotrophic bacteria (including Alteromonas) are capable of efficient, 

extracellular production of superoxide (O2
-) and potentially other reactive oxygen 
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species (ROS) (24).  Diaz et al (24) showed that various strains of Alteromonas could 

produce O2
- as fast as 200 molecules cell-1 s-1.  In light of this finding, we expect dark 

production of O2
-, and likely hydroxyl radicals (OH), following known iron catalysed 

reactions involving H2O2 (25), to be significant in these studies.  It follows that 

bacteria derived ROS may also serve to initiate peroxy radical production following 

O2
- and/or OH reactions with the wide range of dissolved organic molecules in surface 

waters.  As such, cogeneration of NO and O2
- provide the essential initial ingredients 

to initial prompt alkyl nitrate production in seawater.  An interesting result of both the 

wave channel and flask experiments is that production of even carbon numbered alkyl 

nitrates (C2 and C4) is significantly favoured over the production of odd carbon 

numbered alkyl nitrates (C1, C3, and C5).  This observation may reflect an even-carbon 

number preference in alkyl nitrate assembly implicating the involvement of 

biochemical pathways including fatty acid synthesis, fatty acid degradation, and 

polyketide synthesis.  All fatty acid synthases and degradation pathways and many 

PKS synthases add or remove an acetyl two-carbon unit of in modular fashion 

resulting in products and intermediates with even numbered acyl chains. 

Reactions of nitric oxide in biological matrices have received considerable 

amount of attention, as NO is released by a wide array of mammalian cells and 

mediates a host of biological actions [e.g., (26)].  It is believed that bacterial derived 

NO in the studied bacteria may play similar roles as in mammalian systems but this is 

not yet well understood (27-28).  Cogeneration of NO and O2
- has been shown to 

result in peroxynitrite (ONOO-) production, leading to cytotoxic conditions (29). It has 

been shown that the production of alkyl nitrates in the reaction of lipid peroxy radicals 
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with NO can serve to inhibit lipid peroxidation (30).  It has also been suggested that 

NO is utilized in bacterial natural product synthases for nitration reactions as well for 

recovery or protection from radiation exposure or oxidative stress to support virulence 

(20).  If alkyl nitrates are made as consequence of excess NO it may be that alkyl 

nitrates are an indicator of a bacterial stress response.  Whether alkyl nitrates have 

dedicated biological functions or are just a byproduct of these other processes is not 

clear at this time. 

 

5. Conclusions and Atmospheric Implications 

Our measurements of alkyl nitrate emissions from natural and inoculated 

seawater matrices suggest that heterotrophic bacteria may play a role in the production 

of alkyl nitrates, particularly at depth where photochemical production is minimized.  

It is postulated that alkyl nitrate production in seawater could be initiated by the co-

generation of nitric oxide (NO) and superoxide (O2
-) by bacteria.  While the results 

presented here indicate the role for bacteria in the production of alkyl nitrates, they do 

not explain existing distributions of RONO2 in marine air, where alkyl nitrates larger 

than C3 are rarely observed.  At present it is not clear at this time the extent to which 

this mechanism competes with known photochemical production pathways in the 

surface ocean or how widespread bacterial production of nitric oxide is relative to that 

generated from nitrite photolysis.  Our results highlight the extreme coupling between 

biological and chemical mechanisms occurring at the ocean surface and suggest that 

single component monoculture experiments (either bacteria or phytoplankton) may not 

capture the mechanisms by which trace gases are produced in the ocean. 
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Figures 

 
Figure 3.1 A) Time evolution of chlorophyll-α, total organic carbon, and 

photosynthetic eukaryote abundance in the SIO glass walled wave channel as 

measured during the November 2011 mesocosm experiment. B,C) Corresponding time 

series for ethyl nitrate (EtONO2) and butyl nitrate (BuONO2), respectively.  The solid 

line in panels B and C is the 30 minute running median and the shaded region 

represents the variance in the 1Hz measurements.  Waterside concentrations of 

heterotrophic bacteria (red circles) are shown alongside the EtONO2 and BuONO2 

concentration measurements. 
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Figure 3.2 Correlation between EtONO2 and BuONO2 with heterotrophic bacteria 

abundance (A,B) and chlorophyll-α concentration (C,D), respectively as measured in 

the SIO wave channel during the 2011 mesocosm experiment.  Geometric median 

bacteria and chlorophyll at depths above and below 50 m as reported by Li et al. 

[2004] (18) from a 15 year dataset from global cruises (n=13,973).  The shaded region 

represents the range in observed concentrations. 
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Figure 3.3 A) Measured heterotrophic bacteria concentration in the SIO wave channel 

during the 2011 intensive measurement campaign (red).  Modelled waterside EtONO2 

(black) and BuONO2 (blue) concentrations.  B) Modelled emission rate of EtONO2 

(black lines) and BuONO2 (blue lines) from equation E1, assuming a transfer velocity 

(kw = 10 cm hr-1).  Emission rates calculated from concentration measurements of 

EtONO2 and BuONO2 using equation E2 are shown in black and blue squares, 

respectively. 
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Figure 3.4 Correlation between H2S and EtONO2 as measured in the wave channel 

(grey dots) and in the controlled flask experiments using raw, ambient seawater (green 

circles) and sterilized seawater (red squares) doped with the heterotrophic bacteria 

Alteromonas sp. AltSIO and ZoBell growth media.  The solid black line is an 

extension of the linear regression line for the wave channel mesocosm data to higher 

H2S concentrations. 
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Supporting Information 

Introduction 

In what follows we describe important supplementary information on: 1) The 

SIO wave channel, 2) Chemical Ionization Mass Spectrometric Measurements of alkyl 

nitrates, 3) GC/MS measurements of alkyl nitrates, and 4) Time dependent box model 

used to track the temporal evolution of alkyl nitrate production.  This information is 

supported by one table and 8 figures. 

 

SIO wave channel and mesocosm experiment 

The wave channel was filled to 0.6 m.  The seawater intake is 300m offshore, 

and 2m above the ocean floor.  Seawater is first pumped through two consecutive 

coarse filter beds (30cm of No. 12 crystal sand, 20cm of pea gravel, and 45cm of rock) 

prior to being delivered to three 2.2x105 L holding tanks.  Seawater is then delivered 

to the SIO campus, including the Hydraulics lab, where it is again filtered by inline 

sand and diatomaceous earth filters prior to being added to the wave channel. During 

the course of experiments, breaking waves were generated continuously (0.6Hz) via a 

hydraulic paddle within the wave channel.  The primary purpose of wave breaking 

was for a concurrent study on sea-spray aerosol production. 

The headspace of the wave channel was fully sealed and equipped with an air 

handling and filtration system to eliminated background aerosol as well as volatile 

organic compounds (VOC), nitrogen and sulphur oxides.  The filtration system 

consists of four stages: 1) a prefilter, 2) 4mm coal-based, pellet activated charcoal, 3) 

potassium permanganate (KMnO4), and 4) a 30 x 30 x 29cm HEPA filter.  Filter 
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breakthrough was monitored continuously with a condensation particle counter (CPC, 

TSI 3010), and a commercial ozone (O3) and nitrogen oxide (NOx) detector (Horiba 

APOA-370 and APNA-370, respectively).  The air flow velocity over the wave 

channel was held to 12.2 cm s-1, equating to a volumetric flow rate in excess of 1400 

sLpm.  The light intensity in the wave channel was not quantified, however we expect 

the UV light intensity in the wave channel to be small as: 1) the wave channel is 

located indoors where the primary light source is the overhead fluorescent lights, 2) 

the lid is completely opaque, and 3) the glass walls of the wave channel effectively 

attenuate light up to approximately 350 nm, which would reduce seawater nitrite 

photolysis as a source for nitric oxide in these experiments [Chu and Anastasio, 2007]. 

Chlorophyll-α concentration was determined in real-time using a WET Labs 

ECO Triplet fluorometer.  Seawater samples were taken every 3-4 hours during the 5-

day mesocosm experiment for the offline determination of total organic carbon (TOC) 

concentrations and number concentrations of heterotrophic bacteria and 

photosynthetic eukaryotes via flow cytometry.  Seawater samples collected for flow 

cytometry were collected in 1 mL polypropylene cryogenic vials, fixed with 50mL of 

GF/F filtered 10% paraformaldehyde and flash frozen in liquid N2 before being 

transferred to a -80°C freezer.  Flow cytometry analysis was conducted at the School 

of Ocean, Earth Science, and Technology (SOEST) Flow Cytometry Facility at the 

University of Hawaii at Manoa. 

 

CI-ToFMS measurements of alkyl nitrates 
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In this application, air is drawn from the headspace of the wave channel at 10 

slpm through ¼” OD PFA tube, where it is sub-sampled at 1.7 slpm into the ion-

molecule reaction chamber of the CI-ToFMS.  Protonated water clusters (H+(H2O)n) 

were generated by passing 1.5 slpm of ultra high purity N2, saturated with water 

vapour, through a Po-210 radioactive source (NRD P-2021).  Under all conditions 

sampled here, the primary ion count rate was maintained at >90% of the total ion 

count rate to suppress the potential for secondary ion chemistry. 

As a result of the high IMR pressure (70 mbar) and low collisional energies, 

C1-C5 alkyl nitrates in our instrument were detected with minimal fragmentation at the 

protonated parent ion (e.g., methyl nitrate was detected as H+-CH3ONO2 at 78 m/Q) 

and with either one or two attached water molecules (H+(H2O)n-CH3ONO2).  This is in 

contrast to the extensive fragmentation of alkyl nitrates observed in traditional proton 

transfer reaction mass spectrometry [Aoki et al., 2007].  Alkyl nitrate mixing ratios 

were determined through direct calibration of the instrument with an n-butyl and an n-

propyl nitrate standard.  The concentrations of the nitrate standards were determined 

following catalytic conversion of the alkyl nitrate to NOx, which was subsequently 

detected via chemiluminescence (Thermo Environmental 42C NO-NO2-NOx 

analyzer).  Due to the very limited availability of methyl and ethyl nitrate standard, 

coupled with their instability, we do not have a direct calibration for methyl, ethyl, or 

pentyl nitrate.  As such, we applied the average of the calibration factors retrieved for 

the n-butyl and n-propyl nitrate standards.  The water cluster ion chemistry used here 

was shown to be much less sensitive toward alkyl nitrates than it is toward other more 

polar analytes (e.g., dimethyl sulfoxide, ammonia, and acetone).  As such, we do not 
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expect this ion chemistry to be particularly useful for ambient determinations of alkyl 

nitrates, although it was well suited for the experiments described here at higher alkyl 

nitrate mixing ratios.  In addition to the C1-C5 alkyl nitrates, hydrogen sulphide (H2S) 

was detected as H+-H2S and ammonia (NH3) as H+-NH3 and H+(H2O)n-NH3.  Mixing 

ratios for H2S and NH3 are not reported here due to the lack of an in house calibration 

standard, but the unit mass resolution signal intensity at 35 Th is used as a proxy for 

the concentration.  Baseline measurements were made by overflowing the instrument 

inlet with ultra-high purity zero air.  Further information potential interferences in the 

CI-ToFMS measurement can be found in the supplemental information. 

Given that the CI-ToFMS used for these experiments has low resolving power 

(m/Δm = 1100) and the ion chemistry that was employed is not exceptionally specific 

toward a given class of molecules, there is a possibility that the molecular assignments 

we have made to the observed ions (78, 92, 106, 120, and 134 Th) is incorrect or 

incomplete.  To assess this possibility, we have scanned all possible molecular 

matches for the ions observed.  Our assignments for the five studied ions was: H+-

CH3ONO2, H+-CH3CH2ONO2, H+-CH3(CH2)2ONO2, H+-CH3(CH2)3ONO2, and H+-

CH3(CH2)2ONO2 corresponding to protonated C1-C5 alkyl nitrates.  The vast majority 

of the molecules with the same nominal mass as those detected are either non-volatile 

or would not be ionized by H+(H3O)n ion chemistry.  A select few amines would be 

detected if present in the experiment.  These include: 2-aminoethanethiol (detected as 

H+-HS(CH2)2NH2 at 78 Th), trimethylamine (detected as H3O
+-N(CH3)3 at 78 Th), 2-

(methylthio)-ethylamine (detected as H+-CH3S(CH2)2NH2 at 92 Th), 3-(methylthio)-

propylamine (detected as H+-CH3S(CH2)3NH2 at 106 Th), 4-(methylthio)-butylamine 



102 

 

 

 

(detected as H+-CH3S(CH2)4NH2 at 120 Th), triethylamine (detected as H3O
+-N(CH-

2CH3)3 at 120 Th), and 5-(methylthio)-pentylamine (detected as H+-CH3S(CH2)5NH2  

at 134 Th).  The primary evidence that the aforementioned amines did not contribute 

to the signal intensities that we measured comes from the time response of our inlet 

during background determinations (Fig. S3.1).  The inlet used during these 

experiments was not designed for high transmission of reactive and/or highly polar 

molecules.  As such, the inlet will yield poor time response to such molecules due to 

inlet wall effects.  As shown in Fig. S3.1, the decay in the ammonia signal (detected as 

H+NH3) can be best modelled as bi-exponential decay with a fast time constant 

depicting the gas-exchange time of the inlet (ca. 1-2 s) and a slow time constant 

(minutes) that describes the inlet equilibration.  In contrast, the decay of the signal at 

120 Th (which we have assigned to butyl nitrate) shows only a fast time constant 

indicating the molecule is not strongly interacting with the inlet.  This is inconsistent 

with the behaviour of the alkyl amines listed above.  As such, we conclude that the 

ions detected at 78, 92, 106, 120, and 134 correspond to the series of C1-C5 alkyl 

nitrates. 

Indication of a diel dependence is shown in the time series of MeONO2 (Fig. 

S3.2).  At presence, the source of this is not known.  It is likely either a result of the 

diel temperature fluctuations of the wave channel, temperature driven fluctuations in 

the air flow rate (driven by fan speed), or a temperature dependence in the CIMS. 

 

GC/MS Measurements of alkyl nitrates 
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An Agilent 7820A gas chromatographer (GC) was used with a 5975 mass 

selective detector (MSD) system for the identification of alkyl nitrates.  The analytes 

were collected from the headspace with an air-tight syringe and injected into the GC 

port with an inlet temperature of 150oC.  Separation took place on an Agilent J&W 

HP-PLOT Q (30 m x 320 m x 20 m) column with helium as the carrier gas (flow 

rate: 0.7 ml/min) in split mode (75:1). The GC method was initiated with an oven 

temperature of 100oC for 2 min. The temperature was then ramped at 2oC /min until it 

reached 200oC, and was held at that temperature for 2 min before ramping down to 

100oC at 10oC/min (total run time: 65 min). The mass spectrometer was used in full 

scan mode (range 42:150) with the source and quadrupole temperatures set at 230oC 

and 150oC, respectively.  A sample chromatogram is shown in Fig. S3.7 and the 

background subtracted, selected ion chromatogram in Fig. S3.8. 

 

Time-dependent model for alkyl nitrate production from bacteria 

There are two adjustable parameters in the model: 1) the production rate for 

C1-C5 alkyl nitrates in seawater (PRONO2), and 2) the gas transfer coefficient for air-sea 

exchange (kx).  It is important to note that neither of these are measured in this 

experiment.  In the model, we relate the water-side production rate of RONO2 to the 

measured abundance of heterotrophic bacteria, assuming a linear relationship.  The 

conversion factor (cf ≡ PRONO2 / [heterotrophic bacteria]) is expressed in units of 

molecules cell-1s-1 and unique to each alkyl nitrate studied (C1-C5).  The conversion 

factors used in this study are shown in Fig. S3.5.  The model assumes there are no 
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waterside losses for RONO2 other than emission to the atmosphere.  We calculate the 

emission rate (or flux) using Equation 1 (E1): 

    






  air
C

water
xCC C

C
kE


    (E1) 

C is the dimensionless solubility of the gas in seawater, kx is the 

transfer velocity (cm s-1), and [C]water and [C]air are the concentrations of molecule C 

in the water and air, respectively.  Despite very low wind velocities in the wave 

channel (U = 0.122 m s-1) the transfer coefficient (kx) is not constrained in this 

experiment due to continuous wave breaking in the wave channel that disrupts air-sea 

exchange and sub-surface turbulence.  As such, we initially set kx at 10 cm hr-1 broadly 

consistent with gas transfer parameterizations at low wind speeds [Johnson, 2010].  

We then iterate to find values for cf and kx that best fit the measurements. 

To compare with the model calculations, RONO2 mixing ratios as measured in 

the wave channel were converted to emission rates using a puff model of the wave 

channel [Jacob, 1999].  Here, we integrate the mass balance equation for the time rate 

of change in the gas-phase concentration of compound C to obtain an analytical 

expression (E2) for [C]x as a function of: the initial concentration at the entry point to 

the wave channel ([C]x0), the first order loss rate of C in the channel (k, here taken to 

be zero), the emission rate from the water surface (E), the height of the air in the wave 

channel (h = 0.4 m), the air speed in the wave channel (U = 0.122 m s-1), and x the 

position along the wave channel. 
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We then solve for the emission rate (E, ng m-2 s-1) as a function of time during 

the mesocosm experiment for comparison with the 0-D box model. 
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Supplemental Figures 

Table 3.1 Timing of the four sequential additions of heterotrophic bacteria, green 

algae, and bacterial growth medium to the wave channel during the 5-day mesocosm 

experiment.  The approximate quantities of each addition are reported in the right 

column. At the beginning of the experiment (time = 0 days), fresh seawater, pumped 

directly from the Scripps Pier was used to fill the wave channel. 

 

Addition # Time (days) Material Added Quantity 

1 0.6 Seawater 100 L 

  ZoBell media 18 g C 

  Alteromonas TW2, TW7, AltSIO 1x1010 cells 

2 1.9 ZoBell media 13.5 g C 

  Alteromonas TW2, TW7, AltSIO 4.5x1012 cells 

3 2.6 ZoBell media 15 g C 

4 2.8 ZoBell media 15 g C 

  Pseudoalteromonas atlantica 1x1011 cells 

  Dunaliella tertiolecta 1x1011 cells 
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Figure S3.5 A, B) Decay in count rate at 18 Th (assigned as H+NH3) and 120 Th 

(BuONO2, H+-CH3(CH2)3ONO2) following the injection of dry zero air to the inlet 

manifold.  The decay in the H+NH3 signal can be best described by biexponential 

decay, where the fast time constant is attributed to the gas exchange time of the inlet 

(ca 1-2 s) and the slow time constant to inlet wall effects.  This is typical for a highly 

polar compound such as ammonia or amines.  The decay at H+-CH3(CH2)3ONO2 is 

consistent with that expected for an alkyl nitrates, which should display limited inlet 

wall effects. 
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Figure S3.6  Time series for methyl nitrate (MeONO2), propyl nitrate (ProONO2), and 

pentyl nitrate (PeONO2) during the mesocosm experiment conducted in the SIO wave 

channel.  The solid lines are the 30 minute running median and the shaded region 

represents the variance in the 1Hz measurements.  Waterside concentrations of 

heterotrophic bacteria (red circles) are shown alongside the RONO2 concentration 

measurements. 
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Figure S3.7 Correlation between MeONO2, ProONO2 and PeONO2 with heterotrophic 

bacteria abundance (A-C) as measured in the SIO wave channel during the 2011 

mesocosm experiment. 
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Figure S3.8  A) Measured heterotrophic bacteria concentration in the SIO wave 

channel during the 2011 intensive measurement campaign.  B) Modelled waterside 

MeONO2 (red), ProONO2 (green), and PeONO2 (pink) concentrations.  C) Modelled 

emission rate of MeONO2 (red lines), ProONO2 (green lines), and PeONO2 (pink 

lines) from equation E1, assuming a transfer velocity (kw = 10 cm hr-1).  Emission 

rates calculated from concentration measurements of MeONO2, ProONO2, and 

PeONO2 using equation E2 are shown in black and blue squares, respectively. 
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Figure S3.9 Relationship between heterotrophic bacteria concentration and waterside 

RONO2 production rate (pM s-1) used in the model to match the observed RONO2 

emission rates.  The slope of each line is the per cell alkyl nitrate production rate 

(molecules s-1 cell-1), corresponding to 6.5, 16.3, 0.17, 24.1, and 1.63 for C1 to C5 

RONO2 respectively. 
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Figure S3.10 A) Measured heterotrophic bacteria concentration in the SIO wave 

channel during the 2011 intensive measurement campaign.  B) Modelled waterside 

MeONO2 (red), ProONO2 (green), and PeONO2 (pink) concentrations.  C) Modelled 

emission rate of MeONO2 (red lines), ProONO2 (green lines), and PeONO2 (pink 

lines) from equation E1, assuming a transfer velocity (kw = 10 cm hr-1).  Emission 

rates calculated from concentration measurements of MeONO2, ProONO2, and 

PeONO2 using equation E2 are shown in black and blue squares, respectively. 
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Figure S3.11Time evolution of EtONO2 and hydrogen sulphide (H2S) over the course 

of the controlled flask experiment where the heterotrophic bacteria Alteromonas sp. 

AltSIO and ZoBell growth media was added to sterile seawater (A) and ambient 

seawater collected from surface waters at the end of the SIO pier.  The EtONO2 and 

H2S signal intensities have been baseline corrected and normalized to the reagent 

count rate. 
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Figure S3.12 Chromatograph from GC/MS for a select unfiltered seawater sample, 

doped with ZoBell media.  This specific sample shows the presence of isopropyl 

nitrate, alongside a host of other small organic molecules. 
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Figure S3.13 Background subtracted selected ion chromatograph from GC/MS for the 

same sample as Fig. S7, highlighting the enhancement of isopropyl nitrate above a 

control chromatogram. 
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A controlling role for the air-sea interface in the chemical processing 

of reactive nitrogen in the coastal marine boundary layer 

 

The lifetime of reactive nitrogen and the production rate of reactive halogens 

in the marine boundary layer are strongly impacted by reactions occurring at aqueous 

interfaces.  Despite the potential importance of the air-sea interface in serving as a 

reactive surface, few direct field observations are available to assess its impact on 

reactive nitrogen deposition and halogen activation.  Here, we present direct 

measurements of the vertical fluxes of the reactant-product pair N2O5 and ClNO2 to 

assess the role of the ocean surface in the exchange of reactive nitrogen and halogens.  

We measure nocturnal N2O5 exchange velocities (Vex = -1.66 ± 0.60 cm s-1) that are 

limited by atmospheric transport of N2O5 to the air-sea interface.  Surprisingly, 

vertical fluxes of ClNO2, the product of N2O5 reactive uptake to concentrated chloride 

containing surfaces, display net deposition, suggesting that elevated ClNO2 mixing 

ratios found in the marine boundary layer are sustained primarily by N2O5 reactions 

with aerosol particles. Comparison of measured deposition rates and in situ 

observations of N2O5 reactive uptake to aerosol particles indicates that N2O5 

deposition to the ocean surface accounts for between 26-42% of the total loss rate.  

The combination of large Vex, N2O5 and net deposition of ClNO2 acts to limit NOx 
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recycling rates and the production of Cl atoms by shortening the nocturnal lifetime of 

N2O5.  These results indicate that air-sea exchange processes account for as much as 

15% of nocturnal NOx removal in polluted coastal regions and can serve to reduce 

ClNO2 concentrations at sunrise by over 20%.  
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1. Introduction 

The production rate of tropospheric ozone (O3), a criteria air pollutant, depends 

critically on the concentrations of nitrogen oxides (NOx ≡ NO + NO2), volatile organic 

compounds (VOCs), trace oxidants (e.g., OH, NO3, and Cl) and the wavelength 

dependent actinic flux.  Accurate model representation of O3 mixing ratios and the 

sensitivity of O3 to changes in NOx and VOC emissions rely heavily on a complete 

description of the factors that control NOx lifetimes and in turn the concentrations of 

atmospheric oxidants.  Modelling studies, constrained by laboratory and field 

observations, suggest that nocturnal processes involving the nitrate radical (NO3) and 

N2O5, both products of NOx oxidation, can account for as much as 50% of the NOx 

removal (1).  Incorporation of the heterogeneous reaction of N2O5 on chloride 

containing aerosol particles (2-3) serves as both an efficient NOx recycling and 

halogen activation mechanism via the production of photo-labile nitryl chloride 

(ClNO2) in both coastal (4) and continental airmasses (5).   

To date, study of the impact of nocturnal processes on the lifetime of NOx and 

the production of reactive halogen species in the marine boundary layer has 

concentrated on gas-phase reactions and heterogeneous and multiphase processes 

occurring on/within aerosol particles, with little attention paid to reactions occurring at 

the air-sea interface (6-7).  With nearly half of the Earth’s population living within 200 

km of a saltwater coastline, a significant fraction of NOx emissions are found near 

coastal waters (4, 8).  As such, the chemical evolution of polluted airmasses stemming 

from coastal mega-cities occurs to a large extent over the ocean (e.g., Beijing plume).  
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If air-sea exchange of reactive nitrogen compounds is rapid and the reaction kinetics at 

the air-ocean and air-particle surface are comparable, we expect air-sea exchange 

processes to play an important role in setting the lifetime of compounds such as N2O5 

in coastal environments.  Specifically, dry deposition of N2O5 to the ocean surface 

could serve to help close the existing gap between models and measurements of N2O5 

mixing ratios in the polluted marine boundary layer (9).  In what follows, we describe 

direct measurements of the vertical flux of N2O5 and ClNO2 obtained via eddy 

covariance at a polluted coastal site to provide observation-based constraints on the 

role of the air-sea interface in setting the lifetime of reactive nitrogen and the 

production rate of reactive halogens in the marine boundary layer. 

The vertical flux of trace gases across the air-sea interface is a complex 

function of both atmospheric and oceanic processes, where gas-exchange is controlled 

by molecular diffusion in the interfacial regions surrounding the air-water interface 

(10) and the solubility and chemical reactivity of the gas in the molecular sublayer.  

The flux (F) of trace gas across the interface is described by E1, as a function of both 

the gas phase (Cg) and liquid phase (Cl) concentrations and the dimensionless gas over 

liquid Henry’s law constant (KH),  

 lHgt CKCKF       E1 

Where Kt, the total transfer velocity for the gas (cm s-1), encompasses all of the 

chemical and physical processes that govern air-sea gas exchange (11).  As such, 

accurate, molecule-specific parameterization of Kt is critical for assessing the role of 
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the ocean as a net source or sink for both greenhouse gases and criteria air pollutants, 

and the trace gases that control their abundances in the atmosphere.   

With respect to N2O5 air-sea exchange, we expect the reaction mechanism to 

closely follow that described for reactions occurring at the air-particle interface, 

particularly that of sea-spray aerosol.  Generally, the reactive uptake of N2O5 to 

aqueous interfaces in the troposphere has been proposed to follow the concerted 

reaction mechanism (12-13): 
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This mechanism is consistent with laboratory evidence that the reactive uptake 

of N2O5 to aqueous interfaces is dependent on: i) liquid water content (13), ii) nitrate 

(NO3
-) and chloride (Cl-) concentrations (13-15), and iii) the presence of organic 

surfactants and/or films (16-19). The ClNO2 product yield, (ClNO2), following N2O5 

hydrolysis has been shown to be a strong function of chloride concentration, where 

(ClNO2) is 0.8 for [Cl-] = 0.5 M, increasing to 1.0 for [Cl-] > 1.0 M (2, 13, 20).     

Extension of laboratory determined reaction rates (21) and equilibrium 

constants (2, 22) to the air-sea interface would suggest that N2O5 deposition to the 
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ocean should be rapid (e.g., KH = 1.9 x 10-2, k2 = 5 x 106 s-1) and that (ClNO2)ocean 

would be > 0.8, based on an oceanic [Cl-] of 0.55 M .  However, the a priori estimate 

for the magnitude and direction of the air-sea flux for ClNO2 (KH = 1.66) is less clear 

(2).  While laboratory results suggest that ClNO2 should be made at high yield at the 

ocean surface, it is not clear if water-side transport and subsequent chemical reactions 

may suppress ClNO2 release back to the atmosphere.  Alternatively reaction of the 

nitronium ion (NO2
+) in the organic rich sea-surface microlayer (23) may also serve to 

reduce (ClNO2)ocean, a reaction that may also proceed in organic rich aqueous 

aerosol. 

 

2. Results and Discussion 

2.1 Eddy covariance measurements of N2O5 and ClNO2 air-sea exchange.   

Concentration and vertical flux measurements of N2O5 and ClNO2 were made 

at 10 m above sea level (13 m above mean low water) from the end of the 330 m 

Scripps Institution of Oceanography (SIO) Pier during January and February 2013.  

Briefly, N2O5 and ClNO2 mixing ratios were measured using chemical ionization 

time-of-flight mass spectrometry (24), utilizing I- reagent ion chemistry (25).  Spectra 

were saved at 10 Hz, coincident in time with measurements of 3D winds acquired with 

a co-located ultrasonic anemometer sampling at 20 Hz.  Details on instrument 

calibration, inlet performance, and flux measurements can be found in the Materials 

and Methods section and the supplemental information.     
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Here, we discuss a subset of these measurements obtained on 20 February 

2013 where the true wind direction ranged between 205-295°, resulting in a purely 

ocean fetch with pollution from Los Angeles entrained into the sampled airmass.  Ten 

meter wind speeds (u10) ranged between 6.5-11.1 m s-1 with a mean and standard 

deviation of 9.07 ± 1.29 ms-1.  The diel profile in N2O5 and ClNO2 mixing ratios is 

shown in Fig. 4.1a-b, where N2O5 and ClNO2 mixing ratios track one another for 

much of the night peaking at midnight.  As expected, N2O5 mixing ratios drop sharply 

to zero at sunrise due to rapid photolysis of the nitrate radical (NO3), which is in 

thermal equilibrium with N2O5, while ClNO2 decays to zero with a time constant ( = 

2.71 hours) consistent with its photolysis lifetime (26).  The magnitude of the N2O5 

and ClNO2 mixing ratios are comparable with those found in previous studies in 

coastal California (27).  

N2O5 flux measurements are shown in Fig. 4.2a.  As expected, N2O5 displays a 

net downward flux, into the ocean.  The magnitude of the flux tracks ambient N2O5 

mixing ratios yielding a nocturnally averaged exchange velocity (Vex, or flux divided 

by concentration) of -1.66 ± 0.60 (1) cm s-1. We note that a negative Vex indicates a 

downward flux from the atmosphere to the ocean. Vex,N2O5 can be interpreted within 

the resistance framework developed for O3 dry deposition, where Vex depends on the 

aerodynamic resistance, quasi-laminar boundary layer resistance, and the surface 

resistance that includes chemical reactions at the interface (28).  To this end, we 

calculate the total transfer velocity (Kt) for N2O5 (E2) for comparison with the 

observed exchange rate,  
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Where ka is the air-side transfer velocity, kw is the water-side transfer velocity, 

and KH is the dimensionless gas over liquid Henry’s law constant.  Over the past two 

decades, a series of parameterizations (11 and references therein) have been developed 

that permit calculation of both ka and kw as a function of both the molecular properties 

of the gas (e.g., diffusivity, reactivity, solubility) and physical forcing data (e.g., wind 

speed).  In the case of N2O5, the hydrolysis rate (k2) is sufficiently fast (> 1 x 106 s-1) 

that we expect N2O5 deposition to be limited only by the air-side transfer rate (ka), 

despite its moderate solubility (KH = 1.9 x 10-2).  As such, we calculate ka (E3) 

following the numerical approach of Johnson (29) where the still air diffusive flux of 

Mackay and Yeun (30) has been added to the representation of ka found in the NOAA 

COARE model (31), with a numerical representation of the wind speed dependent 

drag coefficient (CD).  

)2(

)ln(
53.13

101

2

1

2

1

*
3


c

Dc

a
S

CS

u
k






       E3 

Here, u* is the friction velocity, Sc is the Schmidt number for N2O5, and  is 

the von Karman constant (taken as 0.4).  For comparison, if we neglect fast hydrolysis, 

N2O5 deposition is controlled by the surface resistance due to its moderate solubility 

and slow diffusion rate in water (Dl = 1.9 x 10-5 cm2s-1) (32).  Calculations of the total 

transfer velocity of N2O5 as a function of wind speed are shown in Fig. 4.3, with (solid 

black lines) and without (dashed black line) surface hydrolysis.  In the latter case, we 



124 

 

 

 

calculate kw, again following the numerical approach of Johnson (29).  Also included 

in Fig. 4.3 are the wind speed dependent parameterizations for ka(N2O5) of Liss (33) 

and Mackay and Yeun (30) both derived from wind tunnel studies and that of Duce et 

al. (34) which is calculated from micrometeorological theory. The nocturnally 

averaged measured N2O5 exchange velocity is shown in blue squares in Fig. 4.3.  As 

shown, the observed exchange rate is on average a factor of 2.17 larger than that 

calculated using E3, however it is in agreement with the parameterizations of Liss (10) 

and Mackay and Yeun (30), to within the uncertainty and variability of the 

measurements.  Longer term observations of FN2O5, designed to capture wide 

variability in wind speed, will provided unique observation based constraints on ka, 

while permitting the opportunity to assess the impact of entrainment of N2O5 and 

ClNO2 from the free troposphere and vertical gradients in temperature and aerosol 

surface area on the retrieved fluxes. 

Our a priori supposition for the direction of the ClNO2 flux, based on 

laboratory determined reaction rates and equilibrium constants, is assumed to be out of 

the ocean, where hydrolyzed N2O5 produces NO2
+ ions that rapidly react with Cl- 

forming ClNO2 in high yield at the ocean surface.  Given the N2O5 deposition rate 

measured above, combined with the moderate solubility of ClNO2, one would expect 

the magnitude of the flux to be nearly equal, yet opposite in direction to N2O5.  

Surprisingly, vertical fluxes of ClNO2 show net deposition, with the exception of the 

period between 03:00 - 06:00, where the ClNO2 flux indicates net emission from the 

sea-surface (Fig. 4.2B).   
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2.2 Modelling sea-surface chemistry of deposited N2O5.  

To further our understanding of N2O5 reactions at the ocean interface, we 

construct a coupled atmosphere-surface ocean time-dependent box model following 

the framework outlined in Carpenter et al. (35).  The model is constrained by the 

measured N2O5 vertical flux reported above and N2O5 and ClNO2 reaction rates, 

product branching ratios, and diffusion constants as previously determined in the 

literature for reactions occurring at the air-particle interface.  As in Carpenter et al. 

(35), we define a surface aqueous layer () with a depth equal to the reacto-diffusive 

length (E4) for the N2O5 reaction mechanism (R1-4) 

r

l

k

D
     E4 

where Dl is the N2O5 liquid phase diffusion constant (Dl = 1.9x10-5 cm2s-1) 

(32), and kr is the total reactivity of N2O5 in seawater (kr), taken as the N2O5 

hydrolysis rate (k2) (21) as the lifetime of the nitronium ion (NO2
+) product is 

estimated to be less than 10-9 s making the hydrolysis the rate limiting step in the 

mechanism (2).  We expect the reaction to occur in a thin film ( < 100 nm), well 

within the molecular sublayer (ca. 10-3 m) where transport is driven by molecular 

diffusion (28).  As a result, rapid volatilization of reaction products of relatively high 

solubility may occur following the supersaturation of dissolved gas in the thin film.  

For simplicity, mass transfer velocities (Kt) and the associated vertical flux for ClNO2 

are calculated in the model using ka (E1) and kw (E2) parameterizations as described in 
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Johnson (29).  As in Carpenter et al. (35), mixing from the bulk, where [ClNO2] is 

taken to be zero, to the interfacial region is determined by the wind speed dependent 

expression for the transfer velocity.   

To explore the apparent downward measured flux of ClNO2, we drive the 

coupled atmosphere-ocean model using three plausible sets of input values in the 

treatment of Kt.  In model case 1 (C1), our a priori conditions were based on existing 

laboratory based measurements, where model input parameters were taken as 

suggested in the literature: KH (ClNO2) = 1.66, (ClNO2)ocean = 0.8, kr = 5 x 106 s-1,  

= 1.5 x 10-6 cm.  As shown in Fig. 4.2B, this results in a strong upward flux (sea to air) 

of ClNO2 that at its maximum is approximately half the magnitude of the N2O5 peak 

flux.  This difference is due to the prescribed ClNO2 product yield coupled to 

exchange with the bulk ocean.  In model case 2 (C2), we set the model input 

parameters at the 90% confidence limits of those suggested in the literature, in the 

direction of reducing the upward flux of ClNO2 (e.g., KH (ClNO2) = 0.32, 

(ClNO2)ocean = 0.5, kr = 2 x 105 s-1,  = 7.1 x 10-6 cm).  This results in a factor of two 

reduction in peak ClNO2 flux, but the direction of the flux is still positive and outside 

the uncertainty of the measurements for much of the night.  In model case 3 (C3), we 

take  (ClNO2)ocean = 0, suggesting that perhaps NO2
+ does not react with Cl- as 

expected, but proceeds via nitration reactions (36) with enriched organic material 

found in the sea-surface microlayer (23).  It is only by setting the ClNO2 product yield 

to zero or invoking rapid ClNO2 aqueous phase reaction kinetics or hydrolysis  that we 

can force the model near the uncertainty limits of the measurements. 
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For the conditions sampled here, ClNO2 production rates were less than 3.0 x 

10-3 ppt s-1 (calculated for the median observed khet, (ClNO2)ocean = 1, and [N2O5] = 

50 pptv) and the ClNO2 steady-state lifetime with respect to loss to gas phase and 

aerosol reactions is estimated at greater than 30 hours (4).  As a result, it is unlikely 

that significant gradients in ClNO2 exist in the nocturnal marine boundary layer due to 

vertical gradients in the ClNO2 atmospheric production rate.  As such, our 

measurements of the vertical flux of ClNO2, presented here, are most consistent with a 

model where the product yield of ClNO2 is near zero for reactions of NO2
+ in the sea-

surface microlayer, and/or ClNO2 aqueous phase reactions are significantly faster than 

the volatilization rate.  

 

2.3 Relative roles of the particle and ocean surface in regulating γ(N2O5).   

To assess the relative roles of the ocean and aerosol surface in the net removal 

of N2O5, both reactant transport and surface reactivity must be considered.  At a 

marine boundary layer inversion height (zi) of 810 m, taken as the nocturnally 

averaged zi observed during DYCOMS-II off the coast of San Diego (37), the total 

aerosol surface area ranges between 5 - 50% of the surface area of a slab ocean, based 

on aerosol surface area measurements made at the SIO pier.  In gas-aerosol reactions, 

transport of the reactant to the particle surface is set by the gas-aerosol collision rate, 

which is a function of the mean molecular speed of the reactant and the total 

suspended aerosol surface area (E2).  In contrast, reactions occurring at the ocean 

surface require turbulent transport of the reactants to the diffusive sublayer, where 

turbulence is suppressed and molecular diffusion controls the collision rate of the 
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reactant with the ocean surface.  We compare N2O5 deposition rates (kdep, E5) with 

N2O5 heterogeneous aerosol reaction rates (kaerosol, E6), both directly measured at the 

SIO pier.  
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Here, Vex is the measured N2O5 exchange velocity, zi is the marine boundary 

layer inversion height, (N2O5) is the N2O5 reactive uptake coefficient,  is the 

molecular velocity for N2O5, and Sa is the aerosol surface area concentration.  

Measurements of kaerosol at this location have been described previously (38), where 

the median kaerosol was observed to be 6.04 x 10-5 s-1 with an interquartile range of 4.5-

7.4 x 10-5 s-1, where kaerosol was a strong function of particle nitrate and organic mass 

fractions.  As described above, the mean Vex was -1.66 ± 0.60 cm s-1 measured at an 

average wind speed of 9 ms-1, corresponding to a range in kdep of 0.17 – 1.7 x 10-4 s-1 

for zi between 1000 and 100 m, respectively.   

The relative strengths of the ocean and the aerosol surface in the net removal 

of N2O5 from the atmosphere is shown in Fig. 4.4, where the fraction of N2O5 lost to 

the ocean surface is shown as a function of kdep and kaerosol.  As indicated by the dashed 

box, the fraction of N2O5 removed by the ocean surface ranges between 19 and 79% 

for the conditions sampled at the SIO pier, where shallow boundary layers (1000 < zi 

< 100m) and high wind speeds combined with suppressed N2O5 heterogeneous 

reactivity, result in large fractions of N2O5 being lost at the air-sea interface.  For zi = 
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810m (37) and kaerosol = 6.04 x 10-5 s-1, the fraction of N2O5 lost at the air-sea interface 

is 32%, ranging between 26-42% for the interquartile range in kaerosol.  It is important 

to note that the measurements described here were made at wind speeds significantly 

larger than the annual median wind speed measured at the SIO pier (2.1 m s-1).  Based 

on the parameterized dependence of Kt on wind speed, it is expected that the range in 

kdep reported in Fig. 4.4 may be a factor of 3 smaller at lower wind conditions, 

resulting in the fraction of N2O5 removed by the ocean surface to between 7 - 55% 

(1000 > zi > 100m).  In addition, increased aerosol surface area concentrations under 

low wind speeds, due to reduced dilution of aerosol from an urban source, may also 

serve to reduce the fraction of N2O5 removed by the ocean surface at low wind speed. 

 

2.4 NOx removal rates and ClNO2 production.  

At present, the majority of steady-state box model analyses as well as regional 

scale chemical transport models designed to assess nocturnal NOx chemistry do not 

include either N2O5 or ClNO2 deposition to the ocean surface or the possibility for 

reaction at the air-sea interface (39-40).  Here, we use a 0-D time-dependent box 

model to assess the impact of air-sea exchange on NOx removal rates and Cl atom 

production rates in the polluted marine boundary layer. The box model was run under 

four different N2O5 deposition rates at two different values of (ClNO2)ocean, 0 and 

0.8.  It is important to note that the impact of N2O5 loss mechanisms on NOx removal 

rates and Cl atom production is coupled to nitrate radical (NO3) chemistry, where 

reaction of NO3 with dimethyl sulphide (DMS) can act as the primary loss process for 
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nocturnal nitrogen oxides.  In the model described here, DMS concentrations are set to 

100 pptv, corresponding to a loss rate of 2.6 x 10-3 s-1 for NO3.  Model details can be 

found in the supporting information as well as the materials and methods section.   

  To assess the importance of deposition processes on reactive nitrogen and 

halogen budgets in coastal, polluted regions, we first examine the fraction of NOx 

present at sunset, [NOx]sunset, that is lost to terminal sinks at night as a function of the 

N2O5 exchange velocity and ClNO2 product yield.   
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As shown in Fig. 4.5a, constraining the model with the measured Vex (-1.66 cm 

s-1), zi = 500 m and our best estimate of the yield of ClNO2 produced at the ocean 

surface ((ClNO2)ocean = 0), results in an approximate 14% increase in the fraction of 

NOx that is lost to terminal sinks at night, as compared to the model that neglects 

deposition (0.58 to 0.66).  This trend shown in Fig. 4.5a describes the increasing 

fraction of NOx that is deposited to the ocean surface, where at the limit of 

(ClNO2)ocean → 1, approximately half of deposited N2O5 is returned to the 

atmosphere as ClNO2 and in the limit of (ClNO2)ocean → 0, all of the deposited N2O5 

is terminally lost from the atmosphere.  Model scenarios that neglect deposition or 

prescribe a high ClNO2 product yield at the air-sea interface are efficient in recycling 

NOx, where as much as 50% of reacted N2O5 is returned as NO2 in the early morning 

following the photolysis of ClNO2 (Fig. 4.5b).  Further, these model scenarios will 
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result in higher concentrations of ClNO2 at sunrise, as compared to models that 

include deposition and low (ClNO2)ocean.   

Our observations suggest that N2O5 deposited to the ocean surface is terminally 

lost, thus limiting NOx recycling rates and Cl atom production that would otherwise be 

sustained by heterogeneous mechanisms at the air-particle interface.  As shown in Fig. 

4.5b, including deposition to the ocean surface and neglecting ClNO2 surface 

production results in nearly a 20% reduction in the concentration of ClNO2 at sunrise, 

as compared to a model that does not include N2O5 deposition.  For comparison, 

including deposition to the ocean surface at the rates measured here, with a high 

ClNO2 surface yield (0.8) results in nearly a 10% increase in the concentration of 

ClNO2 at sunrise.  This analysis highlights the sensitivity of the nocturnal nitrogen and 

halogen budget to N2O5 deposition and the resulting chemistry in the sea-surface 

microlayer.   

 

2.5 Atmospheric Implications 

We present an analysis of the first direct measurements of N2O5 and ClNO2 

air-sea exchange using eddy covariance.  Our results indicate that N2O5 deposition to 

the ocean surface is rapid (Vex = -1.66 ± 0.60 cm s-1).  We find no evidence for net 

ClNO2 production at the air-sea interface in this study, suggesting either that rates of 

aqueous phase reactions of ClNO2 in the sea-surface microlayer (SML) are 

competitive with volatilization, or that the product yield for ClNO2 is small in the 

organic rich SML.  Comparison with direct measurements of the N2O5 loss rate to 
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aerosol particles at the same sampling location indicates that the ocean surface serves 

on average to remove 32% of N2O5 in the marine boundary layer under the conditions 

sampled here (assuming zi = 810m).  Our results suggest that future measurements of 

the exchange velocities of N2O5 under a wide range of wind conditions will provide 

needed constraints on parameterizations of the air-side transfer rate (ka).  We 

hypothesize that measurements of the flux of ClNO2 will display large spatiotemporal 

variability and be responsive to the chemical composition and concentration of 

dissolved organic material in the surface ocean due to the competition reactions of the 

nitronium ion with dissolved organic matter (DOM) and halogen ions.  Our results 

suggest that regional modelling efforts designed to assess the impact of nocturnal 

nitrogen chemistry on oxidant loadings in coastal polluted environments need to 

properly represent air-sea interactions for adequate representation of the lifetime of 

both N2O5 and ClNO2.  

More broadly, we show that direct measurements of trace gas vertical fluxes 

when combined with in situ determinations of the reactive uptake to aerosol particles 

provides an experimental constraint on the lifetime and reactivity of trace gases to the 

wide array of available surfaces in the marine boundary layer.  These results indicate 

that under conditions of shallow boundary layer heights, uptake to the ocean surface 

can outpace uptake to aerosol surfaces, highlighting the vast difference in the chemical 

composition, morphology, phase, and pH of the aerosol and ocean surface.  The results 

presented here highlight the future utility of combining high sensitivity and precision 

time-of-flight mass spectrometric measurements of reactant and product pairs with 

micrometeorological techniques for direct, in situ study of chemical reactions 
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occurring at the air-sea interface.  This approach will permit study of complex 

interfacial processes under ambient conditions, where coupled biological, chemical, 

and physical mechanisms often prohibit the extension of laboratory results to 

environmental conditions. 

 

3. Materials and Methods 

3.1 Sampling location 

Concentration and vertical flux measurements of N2O5 and ClNO2 were made 

at 10 m from the northwest boom of the 330 m Scripps Institution of Oceanography 

(SIO) Pier during February 2013.  Air sampled at this location is impacted by local 

emissions in the La Jolla cove region as well as regional pollution attributed to both 

San Diego and Los Angeles.  The observations presented here are for time periods 

were winds were sustained from the west (true wind direction between 205-295°) so 

as to ensure an ocean fetch.  Backward air trajectories indicate that air sampled during 

these time periods was influenced by the Los Angeles plume, thus sustaining 

concentrations of N2O5 well above that observed in clean, marine air (41).  

 

3.2 N2O5 and ClNO2 concentration measurements  

N2O5 and ClNO2 mixing ratios were measured using chemical ionization time-

of-flight mass spectrometry (24), utilizing I- reagent ion chemistry (25).  N2O5 

sensitivities were determined using the output of a portable N2O5 generation system, 

described previously (42), where N2O5 is made in situ from the dark reaction of NO2 

and O3, and subsequent reaction of the NO3 product with NO2.  ClNO2 sensitivities 
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were determined by passing the output of the N2O5 source over concentrated NaCl 

slurry for unit conversion of N2O5 to ClNO2 (4, 25, 43).  We sample N2O5 and ClNO2 

through a 17 m, 3/8” O.D. PFA tube.  The inlet manifold is constructed of fluoropel 

coated glass, closely resembling that of Ellis et al. (44), where air is drawn through a 

critical orifice, reducing the sample line pressure to 200 mbar.  The resulting mass 

flow rate (10 slpm) results in a laminar flow profile, with a measured gas exchange 

time for the inlet of 0.7 s.   

 

3.3 N2O5 and ClNO2 flux measurements 

Mass spectra, acquired at 80 kHz, were saved at 10 Hz, coincident with 

measurements of 3D winds acquired with a co-located ultrasonic anemometer 

sampling at 20 Hz (Gill Instruments, HS-50). Fluxes were determined by the eddy 

covariance technique (45). In this method, the vertical turbulent flux is equal to the 

covariance of deviations of vertical wind speed (w) and mixing ratio from the mean 

(c), F = <w'c'>. Details on the application of time of flight mass spectrometry to eddy 

covariance flux measurement can be found elsewhere (46) and described in more 

detail in the Supplemental Information.  

 

3.4 Time dependent air-sea model 

The chemical evolution of the nocturnal boundary layer was tracked using a 

one time-dependent dimensional box model, where coupled differential equations 

were solved using custom code written in MATLAB, analyzed with the built in 

ordinary differential equation solvers.  As time propagates in the model, we calculate 
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the production and loss of NO, NO2, O3, N2O5, NO3, HNO3, ClNO2 to gas-phase and 

heterogeneous reactions occurring on/within aerosol particles, as well as air-sea 

exchange with the ocean surface.  The model is initialized with concentrations 

representative of those measured at the SIO pier, and reaction rates from the NASA 

JPL Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies, 

Evaluation Number 14.  Detailed descriptions of the modelling efforts described here 

can be found in the supporting information. 
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Figures 

 

Figure 4.1 N2O5 and ClNO2 mixing ratios (a and b) as measured from the SIO pier in 

La Jolla, CA on 20 February 2013 at 0.1, 1, and 10 Hz time resolution. 
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Figure 4.2 Measured vertical fluxes of N2O5 and ClNO2.  Errors are determined for 

each 30-minute flux segment as the covariance between vertical wind speed and 

concentration at lag times significantly longer than the delay (or lag) time.  Calculated 

ClNO2 vertical fluxes (lines, panel b), as determined from the coupled time dependent 

ocean-atmosphere model, constrained by the measured N2O5 vertical fluxes (panel a).  

Three different model scenarios are shown and described in detail in the supplemental 

information: C1) (a priori) model inputs taken as suggested in the literature (e.g., KH 

(ClNO2) = 1.66, ocean (ClNO2) = 0.8, kr = 5 x 106 s-1,  = 1.5 x 10-6 cm), C2) model 

inputs taken as 90% confidence limits of those suggested in the literature (e.g., KH 

(ClNO2) = 0.32, ocean (ClNO2) = 0.5, kr = 2 x 105 s-1,  = 7.1 x 10-6 cm), and C3) 

same as C2, with ocean (ClNO2) = 0. 
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Figure 4.3 Average N2O5 exchange velocity (Vex, cm s-1) as a function of 10 m wind 

speed (m s-1).  Modelled exchange velocities, determined via E3 [Johnson 2010] are 

shown using the dimensionless gas over liquid Henry’s Law Constant, KH (N2O5) = 

1.9 x 10-2 with and without incorporation of N2O5 hydrolysis (kr = 5 x 106 s-1).  

Parameterizations of Liss (1973), Mackay and Yeun (1983) and Duce (1991) are also 

shown for comparison.  The bottom panel shows the 2012 annual median (black line), 

interquartile range (dark grey shaded region) and full range (light grey shaded region) 

for 10 m wind speed measured at the SIO pier. 
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Figure 4.4 Fraction of the total N2O5 removal attributed to deposition to the ocean 

shown as a function of the N2O5 deposition rate (kdep) and the heterogeneous loss rate 

to aerosols (kaerosol).  The boxed region represents the range in kdep and kaerosol 

measured at the SIO pier in La Jolla, CA.  The median and interquartile range in the 

observed kaerosol is shown on the ordinate, while the range in the observed kdep (based 

on a marine boundary layer inversion height (zi) of 100-1000 m, at an average wind 

speed of 9.1 ± 1.3 ms-1) is shown on the abscissa. 
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Figure 4.5 (a) Model calculations of the fraction of available NOx ([NOx]sunset) lost 

during a 12-hr night and the mixing ratio of ClNO2 at sunrise as a function of the 

prescribed N2O5 exchange velocity and ClNO2 product yield ((ClNO2)ocean). 

Calculations were conducted using a 0-D time dependent box model constrained by 

the mean N2O5 reactive uptake coefficients and particle surface area (SA) 

concentrations measured at this site ((N2O5) = 0.005, SA =  500 m2 cm3).  The 

model was initialized with the following conditions: Tair = 283 K, Twater = 287 K, [O3]i
 

= 60 ppb, [NOx]i
 = 1.0 ppb, (NO3) = 0 and NO3 reactivity = 0.16 min-1. 
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Supporting Information 

Site location and airmass trajectories 

Concentration measurements of N2O5 and ClNO2 were made at 10 m above sea 

level from the northwest boom of the 330 m Scripps Institution of Oceanography 

(SIO) Pier (Latitude 32° 52.0188 N, Longitude 117° 15.4350) during January-

February 2013.  The SIO pier is located in La Jolla, CA, approximately 20 km north of 

downtown San Diego.  At a length of 330 m, the pier extends well past the region of 

wave breaking.  The 3D sonic anemometer (Gill Instruments Ltd, UK, Model: HS-50) 

was mounted to the NW boom, extending an additional 4 m off the end of the pier, this 

effectively eliminating flow distortion caused by the pier itself when winds are 

between 180-360°.  The chemical ionization time-of-flight mass spectrometer 

(described below) was housed within an existing temperature controlled container at 

the end of the pier.   

Backward air trajectories for the site are computed using the HYSPLIT model 

(1).  As shown in Fig. S4.1, for the intensive sampling period discussed in this paper 

(20 February 2013), backward air trajectories indicate that the air sampled at SIO pier 

was primarily from the west/northwest, consistent with local measurements of true 

wind direction.  The trajectory analysis indicates that air sampled at SIO was likely 

influenced by the Los Angeles plume approximately 6-12 hours prior to sampling. 

N2O5 and ClNO2 concentration measurements and uncertainties 

N2O5 and ClNO2 mixing ratios were measured using chemical ionization time-

of-flight mass spectrometry discussed in detail previously (2).  Here, we utilize I- 
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reagent ion chemistry (3), detecting N2O5 as the I-N2O5 adduct and ClNO2 as the I-

ClNO2 adduct.  N2O5 sensitivities were determined using the output of a portable N2O5 

generation system, described previously (4), where N2O5 is made in situ from the dark 

reaction of NO2 and O3, and subsequent reaction of the NO3 product with NO2.  

ClNO2 sensitivities were determined by passing the output of the N2O5 source over 

concentrated NaCl slurry for unit conversion of N2O5 to ClNO2 (3, 5).  In this study, 

we sample N2O5 and ClNO2 through a 17 m, 3/8” O.D. PFA tube.  The inlet manifold 

is constructed of fluoropel coated glass, closely resembling that of Ellis et al. (6). 

Here, air is drawn through a critical orifice, reducing the sample line pressure to 200 

mbar, by a Varian TriScroll 600.  The resulting mass flow rate (10 slpm) results in a 

laminar flow profile, with a measured gas exchange time for the inlet of 0.7 seconds.  

The hybrid inlet was primarily designed for concentration measurements and run in 

the laminar flow regime to minimize analyte-wall collisions.  As a consequence, the 

laminar inlet (Re = 2000) displayed frequency attenuation above 1 Hz in laboratory 

tests and calculations (7).  The impact of this on our flux measurements is discussed 

below. 

 

N2O5 and ClNO2 flux measurements and uncertainties 

Eddy covariance fluxes were calculated from vertical wind speed and 

concentration measurements similarly to those described in the literature for other 

time-of-flight mass spectrometers (8). Mixing ratios of N2O5 and ClNO2 were 

determined by chemical ionization mass spectrometry during a continuous 30 minute 
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sampling period bookended by 1 minute of background sampling with zero air. For 

both N2O5 and ClNO2, ambient count rates are corrected by subtracting interpolated 

baseline count rates between zero air sampling periods. The flux is determined as the 

covariance of vertical wind speed and baseline corrected mass spectrometer signal 

over a continuous 29.8 minute time period. We note that throughout the flux 

calculation, the mass spectrometer signal is in units of cps, and the calculated half-

hour flux is initially in units of cps∙m/s. This half-hour flux is converted to mixing 

ratio by applying an N2O5 and ClNO2 sensitivity factor determined by laboratory 

experiments described previously. We note that this is mathematically identical to 

calculating the flux in units of concentration. The temporal difference between the 

sonic anemometer sampling an airmass and the CI-ToFMS measurement (i.e. the time 

taken for air to flow through the sampling line and into the mass spectrometer) is 

considered in the flux calculations by applying a time lag to the anemometer data. The 

lag time is calculated by identifying using an autocorrelation analysis (9). Average 

lagtimes during significant (nocturnal) flux periods were 1.7 seconds, similar to the 

0.7 second lagtime calculated from inlet residence time (Fig. S4.3).  

The error for each half-hour flux  was determined empirically from baseline 

fluctuations in the cross correlation function by calculating the covariance between 

vertical wind speed and mass spectrometer signal at lag times of 90 to 120 seconds, 

significantly longer than the calculated lag time (10). Based on this calculated error 

(σflux), we determine a detection limit for each half-hour flux measurement period as 2 

x σFlux (8).  A flux detection limit was computed from the mean covariance during the 

same extended lag periods. Detection limits ranged from 0.0026 to 4.9 ppt m/s.  To 
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test the stationarity criterion for eddy covariance calculations, we compared the half 

hour flux measurement with the mean of six consecutive 5-minute fluxes (11). If the 

overall flux and mean of the 5-minute periods do not agree within 30%, 12 N2O5 and 9 

ClNO2 half-hour flux periods are rejected out of the total 43 flux periods. We note that 

all of the rejected flux periods have small or near-zero fluxes. If the rejection criterion 

is raised to 35%, 8 of the N2O5 and 9 of the ClNO2 flux periods are rejected.  For the 

data reported here, a 30% rejection criteria was applied.  

 

Spectral Analysis 

Comparison of power spectra and cospectra between the sensible heat flux and 

the N2O5 and ClNO2 fluxes demonstrate the validity of applying eddy covariance flux 

calculations to the trace gas datasets (Fig. S4.4, S4.5).  The cumulative flux 

contributions as a function of frequency (ogive, Fig. S4.4) demonstrate the similarity 

in frequency-dependence for all three scalars, with eddies with frequencies between 

0.02 and 0.3 Hz carrying the majority of the trace gas flux. Little or no attenuation is 

observed for N2O5, while cospectra and ogives of ClNO2 suggest some loss of flux at 

the high frequencies (>3 Hz). This attenuation is expected as the laminar flow in the 

sampling lines will cause smearing of high frequency fluctuations. However, 

comparison to the sensible heat flux shows that 86-96% (ClNO2 and N2O5 

respectively) of the total flux occurs at frequencies less than 1 Hz, confirming that 

while present, attenuation introduces only a small systematic bias (i.e. underestimation 

of flux) to the flux data. Due to this small error and the difficulties in predicting 

spectra for reactive trace gases, we do not apply a correction to the fluxes. The 
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frequency-multiplied cospectra (e.g. Fig. S4.5) demonstrate the clearly distinguishable 

flux signal. The negative cospectral power density in Fig. S4.5 indicates the N2O5 is 

depositing from the atmosphere to the ocean surface. Similar to the ogive plots, the 

cospectra show that the bulk of the flux signal is carried by eddies in the 0.02 to 0.2 

Hz range. For a wind speed of 10 m/s, this corresponds to eddies in the nocturnal 

boundary layer on the order of 50 - 500 m. 
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Supplemental Figures 

 

 

 

 

Figure S4.6 HYSPLIT back trajectories for the night of 20 February 2013, indicating 

persistent north westerly winds (1).  Each marking represents a 6 hour time interval 

with the trajectories terminating at the SIO pier (32.87° N, -117.25° W). 
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Figure S4.7 Characteristic time series of N2O5 and ClNO2 as sampled from the SIO 

pier, indicating large night-night variability in the observed mixing ratios.    
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Figure S4.8 The correlation between N2O5 and vertical wind speed as a function of 

lagtime for the flux period 20:55 to 21:25 on 20 February 2013 shows that the 

maximum absolute covariance occurs at 1.2 seconds. 
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Figure S4.9 A representative ogive, or normalized cumulative flux distribution, for 

N2O5, ClNO2 and sensible heat flux between 21:57 to 22:27 on 20 February 2013. 
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Figure S4.10 Cospectral density of N2O5 and vertical wind speed for the flux period 

between 21:57 to 22:27 on 20 February 2013 as a function of frequency demonstrates 

that the deposition of N2O5, with the majority of the flux signal carried by eddies in 

the 0.02 - 0.2 Hz range and negligible contribution of white noise.  
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Conclusion 

This dissertation has provided novel observational constraints on the marine 

sources and sinks of two classes of reactive trace gases: biogenic volatile organic 

compounds (BVOCs) and reactive nitrogen species (NOy ≡ NOx + alkyl nitrates + 

N2O5 + ClNO2 + peroxynitrates + nitric acid + others). Observations made under 

ambient and realistic, simulated marine conditions were performed on a custom-built 

chemical ionization time-of-flight mass spectrometer (CI-ToFMS) using a suite of 

different reagent ion chemistries. Sampling conditions represented both pristine and 

polluted conditions. Here, the research results will be reviewed, followed by their 

broader implications for atmospheric chemistry and compelling future directions for 

these lines of questioning.  

 

Chapter 1 

Previous chemical ionization methods for the sensitive detection of BVOCs 

such as isoprene and monoterpenes have typically employed ionization reactions that 

result in significant fragmentation. To this end, in Chapter 1, benzene dimer cations 

were revisited as a chemical reagent for the sensitive ionization of novel BVOC 

molecules (i.e. DMS, sesquiterpenes). They were also characterized on the CI-ToFMS 

for previously known targets such as isoprene and α-pinene, the most common 

monoterpene isomer. Laboratory results indicated good sensitivity, varying humidity 

dependencies and product ions at nominal or clustered product ions. In-field 
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comparison to simultaneous measurements of DMS in the remote boundary layer 

showed excellent agreement (R2 = 0.80) providing good validation for BVOC 

measurements in pristine environments.  

 The development of a sensitive and accurate detection method for BVOCs 

such as DMS and isoprenoids (i.e. isoprene, monoterpenes and sesquiterpenes) 

represents an important technical advancement that may aid the characterization of 

these poorly understood yet highly reactive species in pristine marine and continental 

environments. Of particular intrigue are their potential application to the quantification 

of sesquiterpene molecules. Sesquiterpenes are a class of isoprenoid isomers whose 

lifetimes are thought to range from seconds to minutes, which is even more reactive 

than isoprene and monoterpene species that are known to drive global SOA production 

rates. Gains in sensitivity presented by benzene dimer cations over traditional methods 

also have the potential to drive increased frequency of marine observations of BVOC 

in particular, where isoprenoid mixing ratios are typically several factors lower over 

continental regions. These gains also allow its application to rich but analytically 

challenging measurement methods such as eddy covariance, which are discussed in 

Chapter 2. 

 

Chapter 2 

Benzene dimer cations were utilized during the High Wind Gas Exchange 

Study (HiWinGS) while targeting direct measurements of BVOC air-sea exchange 

rates over this five-week deployment in low chlorophyll-α and high wind conditions. 

Eddy covariance flux measurements of DMS and monoterpenes were positive, 
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indicating that the ocean is a source for these two well-known secondary organic 

aerosol (SOA) precursors. Measured DMS emission rates agreed well (R2 = 0.69) with 

observations from the University of Hawaii’s atmospheric pressure ionization mass 

spectrometer with an isotopically-labelled standard (APIMS-ILS). Monoterpene 

emission rates were positive in remote sampling regions several hundred nautical 

miles from shore confirming their marine origin. However, emission rates were 

elevated in coastal regions which is likely due to both elevated primary productivity as 

well as possible continental influences. Due to the low abundance of chlorophyll-α 

over the duration of the sampling period, the positive identification of monoterpenes 

suggests that this traditional biological marker may be a poor indicator for the 

production of these higher isoprenoids in the water column.  

This work represents the first direct measurement of monoterpene air-sea 

exchange and confirms that the surface ocean is a source for these highly reactive 

SOA precursors. The lack of correlation between monoterpene and isoprene emission 

rates supports results from various laboratory tests that indicate the production rates of 

these two molecules can vary with different environment stressors, between different 

species and even amongst related microbial strains. Further, the decoupling of 

monoterpene emissions from measured chlorophyll-α concentrations suggests that its 

current parameterization in numerical models warrants revisiting the biochemical, 

trophic or environmental controls over monoterpene net emission rates. Future 

investigations would benefit from sampling from a larger range of environmental 

conditions as well as better biological and chemical characterization of the water 

column to examine the drivers of monoterpene and isoprene production.  
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Chapter 3 

The NOx limited remote marine boundary layer is alternately characterized by 

regions of net ozone production and destruction largely determined by NOx from the 

chemical, thermal and photolytic processing of reactive nitrogen (NOy). In equatorial 

regions, observations of alkyl nitrate indicate these molecules comprise a significant 

fraction of NOy. Photochemical production mechanisms have provided plausible 

production mechanisms to account for the high levels of supersaturation (up to 800%) 

in the surface layer. However, elevated levels of alkyl nitrates below the mixed layer 

indicate that an alternative light-independent production pathway exists at depth. 

Alkyl nitrate measurements taken from the headspace of a physically and biologically 

realistic oceanic mesocosm demonstrated short-chained, even carbon number alkyl 

nitrates were highly correlated (R2 > 0.89) with heterotrophic bacteria levels. 

Subsequent flask experiments utilizing bacterial monocultures in both raw and sterile 

seawater matrices exhibited behavior consistent with the enzymatic processing of a 

pool of dissolved organic matter or amino acids to produce two radical precursors for 

the formation of alkyl nitrates, the alkyl peroxy radical and nitric oxide.  

Genes for these enzymes are widely distributed among genetic sequences of 

marine bacterial strains, indicating a potentially significant and widespread source of 

these critical ozone precursor molecules. Projections of future marine bacteria 

abundance indicate elevated levels of strains by as much as 50% in certain regions. 

The potential impacts on future distributions of short-lived greenhouse gases and 

oxidants in the remote marine boundary layer could be influenced by these and other 
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significant biogeochemical shifts. Future investigations into this production 

mechanism should simplify the modeled marine systems further by raising bacterial 

strains in matrices of varying levels of amino acids or fatty acid substrates. 

Confirming the expression of the nitric oxide synthase gene expression would also be 

a valuable confirmation of this enzymatically mediated production pathway. 

 

Chapter 4 

In the polluted coastal atmosphere, physical removal of N2O5, a reactive 

nitrogen species, can play a controlling role in determining the regional NOx budget. 

The heterogeneous uptake of N2O5 on sea spray aerosol particles are known to be a 

major loss process whose impacts on NOx and the halogen budget is dependent on the 

chemistry of an individual sea spray particle. Chapter 4 demonstrated that the sea 

surface microlayer also acts as a sink for N2O5, but unlike sea spray aerosol, does not 

regenerate NOx or activate halogens through the production of photolabile nitryl 

halides, such as ClNO2. Modeled results showed air-sea exchange comprises 26-42% 

of total N2O5 loss for typical nocturnal conditions at SIO Pier and up to 15% loss of 

NOx and 20% loss of ClNO2 at sunrise.  

These results have significant potential implications for air quality modelling 

in coastal polluted regions where air-sea exchange is not current included as a loss 

process for this tropospheric ozone precursor. About 44% of the global population 

lives within 200 km of a coastline, where accurate understanding of ozone production 

and NOx emissions dictate action on behalf of public health.  
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Beyond these broader impacts, measurements of surface reactive gas exchange 

also provide mechanistic insights into the physical controls of air-sea exchange. Air 

sea exchange rates are controlled at the air-sea interface by diffusive transfer rates of 

gaseous molecules across either air- or water-side laminar sublayers. Thus, air-sea 

exchange can typically be categorized as either water or air-side controlled, typically 

based on their solubility or reactivity. Few are a mixture of both, for example, acetone. 

Measurements of water-side controlled gases are more common (i.e. CO2, BVOCs, 

noble gases, inert tracers) and thus their parameterizations are well-developed 

particularly in low to moderate wind speeds. Air-side controlled gases tend to be very 

water soluble or surface active, thus are harder to measure and less understood. 

Previous measurements of air-side controlled gases have been limited primarily to 

water vapor and ozone. While N2O5 is not a very soluble molecule, its hydrolysis rate 

is extremely fast and thus, overall vertical flux is only limited by diffusion across the 

atmospheric laminar sublayer. In this manner, the application of the CI-ToFMS to 

eddy covariance measurements of a suite of reactive trace gases of varying physical 

and chemical properties (in identical environmental conditions) could provide valuable 

insights to the controls of air-sea exchange and improve more physically based 

parameterizations. 

 




