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Abstract

Energy Transfer in the Face of Disorder: Spatiotemporal Probing of Artificial and Natural
Light Harvesting Complexes

by

Leo Hamerlynck

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Naomi S. Ginsberg, Chair

Photosynthesis, the process by which plants and some bacteria convert sunlight into us-
able chemical energy, is a remarkable process that feeds nearly all of life on earth. At the
smallest scales, photosynthesis is driven by molecular machinery in the form of various light-
harvesting protein complexes (LHCs) contained in bacterial cells and in the chloroplasts of
plant cells. At the earliest stages in photosynthesis, a photon of sunlight is absorbed by a
small light-absorbing molecule (a “chromophore”) and that energy is transported through
a network of chromophores contained in these proteins towards specialized reaction cen-
ters where chemistry begins. This transfer process is remarkably efficient, and can result
in nearly all absorbed photons reaching the reaction centers successfully. Understanding
what factors of the design of these protein complexes give rise to this efficiency is thus of
great interest for developing novel light-harvesting technologies. In this work, we present a
series of studies focused on understanding the factors important to achieving efficient light
harvesting, by spectro- and spatiotemporally resolving the few picoseconds-to-nanoseconds
after photoexcitation in artificial and natural light harvesting complexes.

Chapter 1 presents a brief introduction to photosynthetic light-harvesting complexes in a va-
riety of organisms. These complexes present a number of challenges to systematic study that
kept open questions about their structure-function relationships even after over a century of
study. We summarize some of these challenges and lay out our approaches to overcoming
them.

Chapter 2 gives an introduction to transient absorption (TA) and transient absorption
anisotropy (TAA) spectroscopy, from basic principles to practical implementation. TAA
is a powerful technique for measuring energy transfer by measuring the depolarization of the
transient absorption signal caused by energy transfer. We detail the implementation of a
high signal-to-noise ratio TAA apparatus built in order to apply this technique to artificial
light harvesting complexes.
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Chapter 3 explores the role of disorder in intra-LHC energy transfer in an artificial LHC
based on a circular permutant of the tobacco mosaic virus coat protein (cpTMV). This
model system afford far greater control to perform systematic investigation than natural
LHCs. In this study we measure the intra-complex energy transfer in these model LHCs
using TAA spectroscopy and model that transport via kinetic Monte Carlo simulations.
We find that fast site-to-site hopping as high as 1.6 ps−1 is occurring in these complexes.
With these simulations, we identify static disorder in orientation, site energy, and degree of
coupling as key remaining factors to control to achieve long-range energy transfer in these
systems. We thereby establish this system as a highly promising, bottom-up model for
studying long-range energy transfer in light-harvesting protein complexes.

Chapter 4 introduces stroboscopic interferometric scattering microscopy (stroboSCAT), a
label-free, time-resolved microscopy technique that can directly image energy carriers from
excitons to heat in a broad range of materials. We provide an overview of the technique
and detail improvements made to the technique to increase time resolution in order to study
the first few picoseconds of natural light harvesting complexes. To achieve this objective
we coupled an ultrafast laser source into the microscope, increasing the time resolution of
the apparatus by over two orders of magnitude, to below 1 ps. We present a study of
short-lived photogenerated charge carriers’ migration in silicon, previously barely detectable
with our lower time resolution, where we observe density-dependent diffusivity as a result of
carrier-carrier scattering.

Chapter 5 presents ongoing spatially-resolved measurements of exciton migration and exciton-
exciton annihilation in de-enveloped thylakoid membranes from green plants via stroboSCAT.
We find that exciton-exciton annihilation dominates the observed spatial response and
present a model to simultaneously fit exciton diffusion and annihilation, leveraging the spa-
tial resolution to capture both. Finally, we provide a number of future directions and propose
improvements to the apparatus to facilitate future experiments on these samples.

Taken together, this dissertation presents a set of novel approaches to studying energy trans-
fer in LHCs that reveals the role of disorder and many-body interactions in photosynthetic
light-harvesting. Both by studying novel model systems via a more well-established spec-
troscopic technique and by studying well-established natural photosynthetic samples via a
novel microscopic technique, we unveil new findings about the important role that disorder
plays in these fascinating systems.
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Chapter 1

Introduction

Photosynthesis is the process by which plants and some bacteria convert the energy from
sunlight into chemical energy that serves as the fundamental energetic feedstock for almost
all life on earth. Over billions of years, photosynthetic organisms have evolved exquisite
molecular machinery to achieve this task with a balance of efficiency, adaptability, and
stability. Of particular interest from a perspective of light-matter interactions are the very
first steps in the light-dependent reactions of photosynthesis, wherein a photon is absorbed
by a chromophore (i.e., a light-absorbing molecule) and that energy is then transported in
the form of an electronic molecular excitation through a network of chromophores embedded
in a protein environment to a reaction center complex where charge separation occurs and
chemistry begins.

1.1 Primer on photosynthetic light harvesting

Chemically speaking, photosynthesis can be described as the light-driven reduction of inor-
ganic carbon, typically carbon dioxide, into a bioavailable form such as glucose. To perform
this reduction, a corresponding oxidation must occur, requiring an electron donor. In plants
and cyanobacteria, this electron donor is water, which is oxidized to produce molecular
oxygen as a byproduct:

6CO2 + 6H2O
hν−−→ C6H12O6 + 6O2

Other photosynthetic organisms such as purple bacteria evolved to utilize different electron
donors, such as sulfur or hydrogen sulfide. The expression shown above is an oversimplifica-
tion of an extensive and intricate biochemical mechanism in many ways, but the symbol hν
in particular does its fair share of heavy lifting. Because the photon flux of bright sunlight
is only high enough to excite a chlorophyll molecule every tenth of a second or so,1 nature
has evolved a number of systems to absorb and concentrate sunlight energy into so-called
“reaction centers,” or the specialized chromophores where charge separation occurs. By do-
ing so, the effective absorption cross section of the reaction centers is amplified by orders of
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Figure 1.1: Schematic illustrations of major light harvesting complexes in cyanobacteria, pur-
ple bacteria, and plants. (a) The phycobilisome, found in cyanobacteria, is bound directly to
photosystem II (PSII) and photosystem I (PSI) with a strong downhill energy gradient di-
rected toward the reaction-center-containing PSII. (b) In purple bacteria, the multiple copies
of light harvesting complex 2 (LH2) are arrayed within a membrane and act as antennae for
light harvesting complex 1 (LH1), which contains the reaction center. (c) Light harvesting
complex II in plants and green algae may be free (LHCII) or bound (LHCII-S) in the PSII
supercomplex and act as antennae for PSII and PSI (not shown), with little downhill energy
gradient.

magnitude, allowing the reaction centers to turn over far faster than they could as isolated
molecules.

These sunlight-concentrating systems are known as light-harvesting complexes (LHC)
and are composed of proteins packed with chromophores that both absorb light and transfer
absorbed energy through both excitonic and resonance energy transfer toward the reaction
center. Remarkably, across different species, in low light conditions these light-harvesting
complexes achieve near 100% quantum efficiency, i.e., nearly all photons absorbed anywhere
in the system are successfully transported to the reaction center.2 When considering the
fact that these are room-temperature condensed-phase molecular systems with considerable
heterogeneity, this feat is doubly remarkable, and understanding how plants and bacteria
achieve such high efficiencies has been the subject of much research.

Plants and bacteria have adopted a number of structural approaches to solar light har-
vesting, some of which are illustrated schematically in Fig. 1.1. In all cases, the molecular
machinery core to light harvesting is in the form of integral membrane proteins, as, typi-
cally, these proteins operate by generating a potential across the membrane (such as a proton
gradient) to drive the downstream light-dependent reactions. In cyanobacteria and plants,
two important transmembrane protein complexes are photosystem I and II (dark green in
Fig. 1.1(a) and (c)), which contain the reaction centers where photoredox chemistry oc-
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curs. In purple bacteria, the reaction center is contained in light-harvesting complex 1 (LH1,
dark magenta ovals in Fig. 1.1(b)). While PSI, PSII, and LH1 all contain their own light-
absorbing chromophores in addition to the reaction centers, they are in all cases surrounded
by antennae complexes that greatly increase their effective absorption cross-section.

In cyanobacteria, attached to PSII on the outside of the membrane is an antenna com-
plex known as the phycobilisome, which is depicted in Fig. 1.1(a). The phycobilisome, tens
of nanometers across, consists of an allophycocyanin core (light green circles) surrounded
by rod-shaped structures approximately 10-20 nm in length, composed of phycocyanin at
the base (teal rectangles) and phycoerythrin far from the core (blue rectangles). As de-
picted by the color gradient, the chromophores in these proteins progressively decrease in
light absorption energy as the proteins get closer to PSII, from 560 nm in phycoerythrin to
670 nm in PSII.3 This creates a strong, short-ranged downhill energy gradient that directs
energy from where light was absorbed towards the reaction center in PSII, over a distance
of approximately 20 nm.

In purple bacteria, the antenna structure is arranged in two dimensions within the mem-
brane, rather than on the third dimension above it, as depicted in the top-down view shown
in Fig. 1.1(b). Unlike in cyanobacteria, here the antenna complexes, primarily 6 nm-diameter
light harvesting complex 2 (LH2, light pink circles), are not bound directly to LH1 but are
placed in close proximity by dense packing of these proteins within the membrane. LH2 con-
tains bacteriochlorophyll chromophores in two chemical environments, the so-called B800
and B850 species, which absorb at 800 and 850 nm respectively, whiLle bacteriochlorophyll
in LH1 absorb at 875 nm.4 Thus, in purple bacteria there is also a downhill energy gradient
directing absorbed energy toward the reaction-center-containing LH1; unlike in cyanobacte-
ria, however, the distributed nature of the system means that excitations may have to travel
over longer ranges between identical LH2 complexes before arriving at an LH1 complex. In-
deed, in low-light conditions purple bacteria will grow excess LH2 resulting in large regions
with no LH1, consisting only of semicrystalline LH2 on the order of ten or more proteins
across.5

Within plants and green algae, the photosynthetic thylakoid membranes are contained
within 3-10 µm diameter organelles called chloroplasts. Themselves believed to be descended
from endosymbiotic cyanobacteria, thylakoid membranes in plants conserve PSI and PSII
from their ancestors, but no longer utilize phycobilisomes as their antenna structure. Instead,
plants evolved in a similar direction as purple bacteria, with the trimeric light harvesting
complex II (LHCII, lighter green circles, ∼8 nm diameter)6 serving as a transmembrane an-
tenna complex arrayed in a two dimensional structure, as depicted in Fig. 1.1(c). Depending
on conditions, LHCII can bind to the PSII core, along with other minor LHCs, to form a
supercomplex, but free LHCII in the membrane also acts as an antenna similarly to LH2
in purple bacteria.7,8 Unlike in purple bacteria, however, there exists very little energetic
gradient within between LHCII and PSII, with both complexes containing chlorophyll a and
b, which absorb near 670 and 650 nm, respectively, and the energetic landscape is more
complicated.9,10 These PSII and free LHCII complexes are packed closely in the thylakoid
membrane, with typical distances between reaction centers on the order of 10 nm or less.11
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Understanding how nature achieves such high energy transport efficiencies in these varied
architectures is of great interest for informing how we may imitate its performance in our
own technologies. In this work we take particular interest in longer-range energy transport
exhibited in the two-dimensional LHC systems present in purple bacteria and green plants.
Unlike the phycobilosome, which presents a fairly intuitive and extensively characterized
strategy for light-harvesting, there are still open questions regarding the efficiency of long-
range energy transport in these photosyntetic systems. For instance, to what extent are
excitations undergoing a purely random walk in green plants, or to what extent is the
reaction center acting as an attractor? Which of these possibilities is most important in
plants and green algae is unclear, and if the latter is dominant, the mechanism by which
it may occur is not fully explored. In general, as will be explored herein, the long-range
energy transport between identical chromophores (either within individual complexes or
across multiple) remains relatively under-studied, and in this work we aim to explore this
scale of photosynthetic light harvesting.

1.2 Energy transfer and transport in photosynthetic

light harvesting

Deeply related to the question of how photosynthetic LHCs achieve such high quantum
efficiencies is the question of how energy is transferred from chromophore to chromophore in
these systems. When a photon is absorbed by a molecule in the vicinity of other optically
excitable molecules, there are a number of energy transfer processes that may allow that
energy to move between these different molecules, and photosynthetic LHCs take advantage
of a number of them. Together, these chromophore-to-chromophore transfer processes give
rise to emergent energy transport through the chromophore network to reaction centers.

Broadly speaking, energy transfer processes may be coherent or incoherent.12 Incoherent
transfer occurs when excitations are localized to individual molecules or aggregates, and
transfer occurs as discrete “hopping” between sites. Coherent energy transfer, on the other
hand, is mediated by the evolution of a superposition of quantum states delocalized over sev-
eral molecules, where the phase relationship is well-defined over the time scales of the energy
transfer.13 Typically, this is possible when the energy of coupling between chromophores is
larger than the thermal fluctuations of the surroundings, or else coupling to the surrounding
thermal bath causes dephasing. Interestingly, in photosynthetic systems it is often the case
that these coupling are nearly equal (the so-called “intermediate coupling regime”), which
gives rise to complex and interesting energy transfer dynamics, such as environmental noise
enhancing energy transfer efficiency.14,15

At longer distances on the scale of 1-10 nm, energy transfer proceeds via an incoherent
interaction known as Förster resonance energy transfer (FRET).16 Under this model, which
is described in more detail in Section 3.3.1.1, energy is transferred from an excited donor
molecule to an acceptor molecule in its ground state by a dipole-dipole interaction, with
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the efficiency decreasing as the sixth power of the distance between the two molecules. For
efficient FRET to occur, the molecules must have their transition dipole moments aligned,
and there must be overlap between the fluorescence spectrum of the donor and the absorption
spectrum of the acceptor.1

At distances below ∼1 nm, the approximation central to Förster theory, that the cou-
pling between molecules is small and can be treated perturbatively,12 breaks down, and new
transfer processes arise. The close proximity of chromophores in LHCs often results in failure
of classical Förster theory to fully describe energy transfer, which has led to the development
of semiclassical theories17 of energy transfer that account for the stronger coupling between
nearby chromophores, such as modified Redfield theory18 and generalized Förster theory.19

When there is wavefunction overlap and strong coupling between adjacent chromophores,
the electronic system can no longer be described classically, and wavefunction delocalization
across many pigments gives rise to coherent energy transfer, where there is prolonged oscilla-
tion in the electron density across the system.12 One such process is Dexter energy transfer,20

which requires direct wavefunction overlap of the involved chromophores. For example, Dex-
ter energy transfer proceeds by a spin exchange mechanism, allowing spin-forbidden tran-
sitions between very close molecules. Dexter transfer is involved in the photoprotective
function of carotenoids in photosynthetic systems, where spin-forbidden transitions are re-
quired.21,22 Furthermore, in the LH2 antenna complex of purple bacteria, the B850 ring of
bacteriochlorophylls are strongly coupled together, resulting in delocalization across many
bacteriochlorophyll molecules and extremely rapid transfer on the order of 100 fs.1,23

1.2.1 Emergent energy transport in photosynthetic systems

Together, these energy transfer processes between the many chromophores involved in pho-
tosynthetic light harvesting give rise to emergent transport of energy, i.e., the ensemble
of trajectories taken by excitations through the chromophore network. At this scale, emer-
gent properties become apparent, such as spatial diffusion, i.e., the ensemble motion of many
randomly-walking ’particles.’ Nanoscopic heterogeneity modifies these transport dynamics,24

causing effects such as spectral diffusion (i.e., drift in the average energy of the excitation
population) when excitations are transported through an energetically heterogeneous envi-
ronment.25,26

Diffusive energy transport varies from incoherent hopping, when the excitations spend
almost all of their lifetimes localized on single chromophores and undergo very rapid “hops”
between sites, to band-like, where excitations spend most of their time traveling ballistically,
interrupted by occasional scattering events.24 True band-like transport occurs in semicon-
ductors such as silicon, where electrons promoted to the conduction band travel ballistically,
while molecular systems often support only incoherent transport. Photosynthetic LHCs are
molecular systems, yet are remarkable for achieving extremely high transport efficiencies,
in some cases by utilizing coherent effects among chromophores that are close enough to
electronically couple to one another more strongly than with FRET.27,28
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Throughout this work, understanding how the energy transport informs the underlying
transfer mechanisms and heterogeneity are a major theme. As will be explained below,
transport on the scale, i.e., inter-protein energy transport in photosynthesis, is an under-
studied regime in photosynthetic light harvesting.

1.3 Challenges with and progress on understanding

photosynthetic light harvesting

The photophysics of photosynthesis has been the topic of extensive study in the past cen-
tury,29–36 leading to a strong foundation of understanding of the design principles behind the
function of LHCs, yet many open and interesting questions remain. Investigation of pho-
tosynthetic LHCs presents a variety of challenges that must be overcome in order to fully
understand these complex systems.

One major challenge in studying LHCs is the difficulty of working with these samples.
Transmembrane proteins are notoriously difficult to isolate and characterize, comprising
under 6% of all protein structures in the Protein Data Bank37 as of July 2024, despite
representing 20-30% of the total proteome.38 To further complicate matters, as discussed
previously, LHCs in plants and purple bacteria are composed not of single transmembrane
proteins, but of loosely associated super-complexes of many such proteins, which can be
difficult if not impossible to isolate. The structure of the PSII supercomplex, for example,
was not determined until 2009,39,40 and even so, an isolated supercomplex itself does not
include the many loosely associated LHCII complexes arrayed around it. Furthermore, these
intricate protein complexes are difficult to mutate without destabilizing the system, which
makes systematic investigation challenging.

Recent advances in structural characterization techniques, particularly in the resolving
power of cryo-electron microscopy down to below 3 Å have made structural characteriza-
tion of the membrane-bound proteins involved in LHCs far more feasible, resulting in in-
creasingly detailed pictures of the structure of these molecular machines.41–43 A number
of mutants of photosynthetic proteins have been developed that, for example, modify the
non-photochemical quenching capabilities of plants44 or alter the morphology of thylakoid
membranes.45 Another approach has been the development of artificial light harvesting con-
structs to serve as model systems for protein-chromophore interactions that are more easily
modifiable than natural systems. One such model is that developed by Prof. Matt Francis’
lab based on the tobacco mosaic virus (TMV).46 This complex presents a stable, disk-shaped
protein scaffold that is easily modified to insert chromophores at various sites on the pro-
tein. This platform has been used for studying individual protein-complex interactions,,47,48

as well as (as will be explained in this work) for studying intra-protein energy transfer.49 It
has recently also been expanded to enable multi-complex conjugation to model inter-protein
energy transfer.50 The use of artificial light harvesting complexes to study the fundamental
factors important in efficient energy transfer promises an exciting pathway for elucidating



CHAPTER 1. INTRODUCTION 7

mechanisms in photosynthetic light harvesting.
Another challenging aspect of the study of light harvesting complexes is deconvolving the

many processes occurring simultaneously. Following photoexcitation, energy transfer occurs
through a complex network of chromophores, some spectrally indistinct from one another.
Meanwhile any of a number of regulatory mechanisms may interact with the excitation to
quench it before it reaches a reaction center. Long-range energy transfer may occur over
multiple identical antenna protein subunits, making the problem of how to measure this
transfer challenging. One approach to solving this problem has been the development of novel
multidimensional spectroscopy techniques,51–55 effectively distributing the crowded spectrum
onto multiple dimensions, which has allowed detailed mapping of energy transfer pathways
within photosynthetic protein complexes.56 On another front, computational models capable
of modeling inter-protein energy transfer have been developed and show promising agreement
with fluorescence data, highlighting the role of the diffusion length as a tuning control for
light harvesting efficiency.8,57

The recent development in the Ginsberg lab of time-resolved interferometric scattering
microscopy58 has for the first time allowed widefield spatiotemporal measurement of energy
migration in natural light harvesting complexes. This technique’s versatility has allowed in-
vestigation of charge carrier migration in inorganic and organic semiconductors,58–60 charge
and heat transport in two-dimensional materials,,61 and subdiffusive heat transport in gold
nanoparticle films.62,63 Now, we have developed the capability to apply this powerful tech-
nique to natural LHCs, laying the groundwork for future exploration of long-ranged energy
transport in these systems.

1.4 Our novel approaches to studying photosynthetic

light-harvesting

In this work, we present a series of studies on photosynthetic light-harvesting by novel means.
First, we explore the role of disorder in energy transfer in a model light harvesting complex
based on the tobacco mosaic virus.49 By studying a model complex, we have far more control
over the system than in natural light-harvesting complexes, which are difficult to work with
systematically as detailed above. We used transient absorption anisotropy spectroscopy to
study energy transfer in these complexes, a technique which can probe transfer between
spectrally identical chromophores. By developing a kinetic Monte Carlo simulation to model
the observed anisotropy decay, we are able to explore the role of disorder on energy transfer
in this system.

Second, we utilize time-resolved interferometric scattering microscopy to image exciton
migration following photoexcitation of a thylakoid membrane by a focused laser pulse. These
first-of-their-kind measurements required significant improvements to our microscope appa-
ratus and sample preparation methods, but have yielded promising initial measurements
that allow us to directly image exciton migration in these systems.
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By applying an old technique to a novel model light harvesting complex, and a novel
technique to a natural photosynthetic system, we detail herein new understanding of the
factors important for achieving efficient photosynthetic light-harvesting.
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Chapter 2

Transient Absorption Spectroscopy &
Polarization Anisotropy

To study the energy transfer processes occuring in LHCs on time scales of picoseconds or
faster, we require a technique capable of measuring such fast events. Transient absorption
(TA) spectroscopy is a powerful nonlinear spectroscopy that allows the determination of how
the absorption spectrum of a sample changes over time following photoexcitation. Herein we
delve into the fundamental concepts behind TA spectroscopy and pump-probe techniques in
general.

Furthermore, we will explore transient absorption anisotropy (TAA) spectroscopy, an ex-
tension of TA spectroscopy that allows probing of the orientation of excited species and how
the orientation of that population evolves after photoexciation. This technique is invalu-
able for measuring energy transfer processes between otherwise spectrally indistinguishable
chromophores, as is necessary for studying the long-range energy transfer processes in pho-
tosynthesis.

In Chapter 3, we will detail the study of a model LHC via TAA spectroscopy that
illuminated the role that disorder plays in long-range energy transfer. To accomplish this
goal, we constructed a high signal-to-noise ratio (SNR) TAA apparatus, which we will detail
below.

In Section 2.1 we describe the principles of transient absorption spectroscopy, then in
Section 2.2 we go on to describe transient absorption polarization anisotropy spectroscopy
as a method for measuring energy transfer. Last, in Section 2.3 we detail the implementation
of a high signal-to-noise ratio TAA apparatus.

2.1 Transient Absorption Spectroscopy

When an electron inside of an atom, molecule, semiconductor, protein, or any other chem-
ical system absorbs a photon and enters an energetically excited state, typically within a
few nanoseconds it will return to its ground state, releasing that energy in some form, such
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Figure 2.1: Schematic explanation of transient absorption spectroscopy. (a) A simplified
diagram of a typical TA setup, where a pump laser pulse (yellow) excites a sample shortly
before a probe pulse (red/rainbow) arrives at the sample, and, following transmission through
the sample, is incident on a detector. (b) TA spectrum of sulforhodamine B pigment in
water (maroon curve) pumped at 570 nm, demonstrating the three common types of TA
spectral features identified by callout boxes, with the ground-state UV/Vis spectrum also
shown (blue dashed curve) to illustrate position of the ground state absorption peak. (c)
Simplified Jablonski diagram demonstrating the transitions giving rise to the ground state
bleach (green), excited state absorption (blue) and stimulated emission (magenta).
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as light or heat. While this process is over in in less than one millionth of the blink of
an eye, it is constantly occurring around us, allowing our eyes to perceive light and color,
driving plants’ ability to create sugar out of sunlight and water, and powering the display
of the device you’re using to read this work (or perhaps the pigments of the ink you used to
print it). Transient absorption spectroscopy is perhaps the most commonly-used nonlinear
spectroscopy to characterize this ultrafast process by measuring how the absorption spec-
trum of a system evolves over time in the femtoseconds-to-nanoseconds (or longer) following
photoexcitation. In essence, the technique helps us answer the question: after an electron
absorbs a photon and enters an excited state, what is the energetic pathway (or pathways)
that that electron takes to return to the ground state, and how does the environment change
in response to the perturbation?

TA spectroscopy can be understood from the basis of ordinary linear absorption (i.e.,
UV/Vis) spectroscopy. In ground-state linear absorption spectroscopy, light with some in-
tensity spectrum I0(λ) is incident on a sample, and the intensity spectrum I(λ) of light
that transmitted through the sample is measured by dispersing it at a spectrometer. The
optical density OD(λ) of the sample at a given wavelength is then defined by the following
expression:

OD(λ) = − ln

(
I(λ)

I0(λ)

)
(2.1)

In TA spectroscopy, the goal is simply to measure the change in OD right after the sample
has been illuminated by a light pulse.

To accomplish this objective, the continuous light source is replaced by a pulsed one,
typically an ultrafast pulsed laser with pulse widths down to tens or even single femtosec-
onds. By doing so, the beam, which we will refer to as the “probe” beam is shown as the
red/rainbow beam in the diagram in Fig. 2.1 (a), measures only a very brief “snapshot” of
the sample’s optical density, similar to taking a flash photo in a dark room. To complete the
setup, a second pulsed laser source is added that typically has a narrow spectrum tuned to
an optical resonance of the sample. We call this beam the “pump,” as its role is to promote
some portion of the sample, typically on the order of 0.01-1%, into an excited state, and it is
represented as the yellow beam in Fig. 2.1 (a). By synchronizing the repetition frequencies of
the pump and probe pulses (often by generating them from the same laser source) and timing
their arrival at the sample such that the probe pulse arrives only just after the pump pulse,
the intensity spectrum Ion(λ) of the probe pulse will reflect the absorption spectrum of this
mixture of ground and excited state sample. To remove the contribution from the ground
state portion, the pump beam is modulated, or “chopped,” so that every other measurement
of the probe is taken with the pump blocked. Therefore, the intensity spectrum Ioff(λ) of
the probe pulse corresponds only to the ground state (linear) absorption. With this pair
of measurements we compute the change in optical density ∆OD = ∆ODon − ∆ODoff by
making use of the approximation that the intensity of the probe is constant, i.e., I0,on ≈ I0,off:
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∆OD(λ) = − ln

(
Ion(λ)

I0,on(λ)

)
+ ln

(
Ioff(λ)

I0,off(λ)

)
≈ − ln

(
Ion(λ)

Ioff(λ)

)
(2.2)

This approximation is justified because the relative standard deviation over time of the power
of the laser sources used for the probe are typically specified to within a few percent, such that
the measurement-to-measurement intensity may be treated as constant. Last, we can vary
the time delay t between the arrival of the pump and probe to obtain individual ∆OD(λ, t)
spectra for a set of time delays, thus creating the measurement of how the excited-state
spectrum evolves over time.

2.1.1 Understanding transient absorption spectral features

Unlike in a ground-state (linear) absorption spectrum, in a TA spectrum there can be both
positive and negative peaks, representing features of the excited state that increase and
decrease absorption, respectively, relative to absorption in the ground state. For a molecular
system, there are typically three types of features that appear in a TA spectrum, an example
of each of which can be seen in the TA spectrum (maroon curve) of sulforhodamine B shown
in Fig. 2.1(b). The first is the ground state bleach, which is a result of the pump reducing
the concentration of ground state species (by exciting them) that can absorb the probe,
as indicated by the dashed green line in the Jablonski diagram shown in Fig. 2.1(c). This
reduction in absorption results in a negative feature that seems to “mirror” the ground state
absorption spectrum. In Fig. 2.1(b), the ground state bleach is the strong negative signal
near 570 nm, occurring opposite the peak in the ground state UV/Vis spectrum (blue dashed
curve). The second common spectral feature is an excited state absorption, which is a positive
feature arising from the absorption of probe light by species already excited by the pump,
to populate even higher-energy excited states, as indicated by the blue arrow in 2.1(c). As
indicated by the blue callout box, sulforhodamine B exhibits an excited state absorption at
around 450 nm. The third type of feature is due to stimulated emission, whereby excited
species relax to the ground state by coherently adding a photon to the transmitting probe
field, as illustrated by the magenta arrow in 2.1(c). This occurrence increases the intensity
of the detected field and thus appears to decrease absorption—hence, this signal presents as
a negative ∆OD, which can be seen as the “shoulder” extending out to 650 nm in 2.1(b). In
almost all cases, the peak of the stimulated emission appears lower in energy than the ground
state bleach due to the Stokes’ shift; the position(s) of excited state absorption peak(s) are
determined by the energy states accessible from the pumped excited state, but otherwise
may appear anywhere with respect to the two other types.

2.1.2 Time resolution

In a time-resolved measurement, the time resolution is limited by the so-called instrument
response function (IRF), which is a function IRF (t) of the pump-probe time delay t that
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Figure 2.2: Visual explanation of the instrument response function for a hypothetical instru-
ment. (a) The “true” population dynamics of a hypothetical impulsively excited species. (b)
The temporal averaging caused by the finite pump profile width (blue dotted curve) leads
to a generated population (solid red) that is smoothed relative to the “true” population.
(c) The probe pulse samples an average of the generated population (light red filled peaks)
due to finite pulse width (green dotted curve), resulting in further temporal averaging in the
measured signal (green curve). (d) Comparison of “true” population dynamics (red) and the
measured signal (green).
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gives the signal S(t) measured by the instrument in response to a hypothetical perfectly
impulsive stimulus, i.e., the Dirac delta function δ(t). Physically, the IRF is primarily a
result of the finite durations of the pump and probe pulses, which causes the instrument
to temporally average over the response of the sample. We can consider the hypothetical
case of a population nδ of carriers that undergoes exponential decay with rate k following
excitation by a perfectly impulsive pump that generates an initial population of n0 at t = 0,
in other words:

nδ(t) = H(t) · n0e
−kt (2.3)

where H(t) is the Heaviside step function. This population is plotted in Fig. 2.2(a). Then,
we can consider the same system excited by a pump pulse whose temporal profile Ipu(t) is
Gaussian with finite width σpu. In this case, at time delay t relative to the peak of the
pump pulse, the population will consist of carriers excited not only exactly t temporal units
ago, but will be a mixture of carriers excited slightly before and after that time due to the
finite duration of the pump. Specifically, we can consider the subpopulation of carriers which
were excited some time τ relative to the peak of the pump pulse. The initial population is
modulated by the amplitude of the pump at that time τ , and the decay of this subpopulation
is advanced (or retarded) by that time τ , giving a temporal profile of:

nτ (t) = Ipu(τ) · nδ(t− τ). (2.4)

To extend from this subpopulation to the entire population present at time t, we must
integrate this equation over all the subpopulations generated at different times τ :

n(t) =

∫ ∞

−∞
Ipu(τ) · nδ(t− τ)dτ = Ipu(t) ∗ nδ(t), (2.5)

which demonstrates that the carrier population present at time t following the pump peak
is equal to the convolution of the “true” impulsive carrier population and the pump pulse’s
temporal intensity profile. This is demonstrated in Fig. 2.2(b), where individual instances
of nτ are plotted as light red dashed curves, and the resulting convolution is plotted as a red
curve.

Now, we would like to measure the carrier population n(t) at time t following the excita-
tion by the pump pulse, and for similar reasons we find that the probe pulse, with its finite
width, is unable to sample the population exactly at time t. Instead, it measures a weighted
average of n(t) near the peak of the probe pulse, weighted by the probe’s intensity at an
offset in time τ , which is shown as light red filled peaks in Fig. 2.2(c). In effect, for the same
reasons as above, the signal S(t) that we observe is another convolution, this time with the
temporal profile of the probe, Ipr(t):

S(t) = Ipr(t) ∗ n(t) = Ipr(t) ∗ Ipu(t) ∗ nδ(t) (2.6)

as shown as the green curve in Fig. 2.2(c). As can be seen in the figure, this effect is relatively
small due to the similar durations of the pump and probe pulses. A comparison between
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the “true” impulsive population decay and the signal measured by an instrument with a
Gaussian IRF is shown in Fig. 2.2(d).

Now, rather than a carrier population with a finite exponential decay, we can consider a
hypothetical population of carriers which undergo immediate decay, i.e., a perfectly impulsive
stimulus nδ(t) = δ(t). Then, using the definition of the IRF above as the signal measured in
response to such an impulsive stimulus, we find a definition of the IRF in terms of the pump
and probe temporal profiles:

IRF (t) = Ipr(t) ∗ Ipu(t) ∗ δ(t) = Ipr(t) ∗ Ipu(t), (2.7)

and furthermore we can see that the signal S(t) measured for an arbitrary system can be
expressed as a convolution of the IRF and the “true” carrier population nδ(t):

S(t) = IRF (t) ∗ nδ(t). (2.8)

This definition of the IRF ignores some other sources of temporal averaging that may be
present in the instrument, such as jitter in the delay between pump and probe pulses, but
these other sources tend to be negligible in comparison to the pulse widths. For the diode
laser-based time-resolved microscopy described in Chapter 4, for example, the jitter is spec-
ified to be under 3-5 ps, two orders of magnitude smaller than the 150-ps laser pulse widths.

This temporal averaging from the IRF is ultimately what limits our ability to resolve
ultrafast processes. To understand this intuitively requires one only to visualize the effect of
convolving an exponential decay with a finite-width Gaussian. For a more rigorous explana-
tion, we can use the convolution theorem, which states that the convolution of two functions
is equivalent to multiplying the two functions together in Fourier space:

f(t) ∗ g(t) = F−1 {F{f} · F{g}} , (2.9)

where F denotes the Fourier transform. In the common case where the pump and probe
pulses both have Gaussian profiles in time with respective widths σpu and σpr and are the
main contributors to the IRF, their convolution, and thus the IRF, will be Gaussian, with a
resulting width σIRF obtained by addition of their two widths in quadrature:

σ2
IRF = σ2

pu + σ2
pr. (2.10)

Because the Fourier transform of a Gaussian function is Gaussian, when we take a mea-
surement and convolve our “true” signal with the IRF, in Fourier space we are multiplying
the Fourier transform of the “true” signal with a Gaussian envelope. This suppresses high-
frequency components, which are essential for expressing a quickly-changing signal, making
it increasingly difficult to resolve faster decays as their lifetimes approach the width of the
IRF. This constrains the time resolution, i.e., the fastest decay that would be resolvable, to
approximately the full width at half maximum of the IRF.
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2.2 Transient Absorption Anisotropy Spectroscopy

Transient absorption anisotropy (TAA) spectroscopy is an extension of TA spectroscopy in
which the polarization anisotropy of the sample is measured as a function of time following
photoexcitation by the pump laser pulse. Polarization anisotropy is a measure of the how
a sample’s absorption changes as a function of the polarization of the electric field of the
probe pulse. In TAA, the pump laser pulse is sufficiently weak that we may make the dipole
approximation and treat the molecule as a point dipole. Under this approximation, the
probability P of a molecule absorbing light from a linearly-polarized, oscillating electric field
is proportional to the square of the dot product of the electric field E⃗ and the transition
dipole moment (TDM) µ⃗ for the transition between the ground and excited state:

P ∝
∣∣∣µ⃗ · E⃗

∣∣∣2 ∝ cos2 θ, (2.11)

where θ is the angle between E⃗ and µ⃗. In other words, a polarized probe beam will prefer-
entially measure molecules whose TDMs are aligned to its polarization. In linear absorption
spectroscopy of molecular species in solution, this probability is not usually considered,
because the molecules on which the probe beam is incident have completely random orien-
tations, and thus absorption does not depend on the probe’s polarization. In a TA measure-
ment, however, the population we are probing is not the perfectly randomized ground-state
ensemble, but the excited-state species that have just been excited by a linearly polarized
pump pulse. Just as the probe will preferentially interact with molecules with TDMs paral-
lel to the probe polarization, the population of excited molecules resulting from excitation
by the pump laser pulse will be preferentially oriented such that the TDM of the pumped
transition is preferentially aligned parallel to the pump polarization (with the probability
distribution given in Eqn.2.11), which is referred to as photoselection. Therefore, if we probe
the sample with a probe that is polarized parallel to the pump we will measure one change
in OD ∆OD∥, while if the two are perpendicularly polarized we will measure a different
change, ∆OD⊥. The anisotropy r parameterizes the difference between these two signals
and is computed by the following expression:31

r =
∆OD∥ −∆OD⊥

∆OD∥ + 2 ·∆OD⊥
. (2.12)

In other words, it is the difference between the two differential ODs normalized by the total
∆OD = ∆OD∥ + 2 · ∆OD⊥, where the perpendicular term is doubled to reflect the fact
that there are two axes perpendicular to the pump polarization (we only measure along one
of them, but by symmetry they must be equal, assuming the pump and probe beams are
coplanar and the pump polarization is normal to this plane).

The anisotropy is a useful parameter because it reports on the overall orientation of
the TDMs of the excited species measured by the probe, which may evolve over time as
those TDMs change. To see this phenomenon, another expression for anisotropy can be
derived64 by considering the electric field of a population of radiating dipoles with angle θ
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relative to a z-axis that is parallel to the polarization of the pump pulse field, which gives
the characteristic Legendre polynomial:

r =
3⟨cos2(θ)⟩ − 1

2
(2.13)

where ⟨· · · ⟩ denotes averaging over the population. While this expression appears to have a
maximal anisotropy of 1, it is not possible to achieve this experimentally, as the population
excited by the pump is not perfectly aligned with it but rather has a probability distribution
given by Eqn. 2.11. Solving ⟨cos2(θ)⟩ for this distribution gives a value of 3/5, which allows
for a maximal anisotropy of 0.4 in practice.64 The other factor that must be considered is
that the TDM that is probed is not always exactly parallel to that which was pumped,
which has an additional depolarizing effect. Taken together, these two considerations give
the so-called “intrinsic” anisotropy r0:

64

r0 =
2

5
· 3 cos

2 β − 1

2
, (2.14)

where β is the angle between the pumped and probed TDMs within the molecule. Note the
distinction between β here and θ in Eqn. 2.13: β denotes the angle between the pumped and
probed TDMs in the frame of reference of the molecule, while θ denotes the angle between the
pumped and probed TDMs in the lab frame, which is further changed following excitation
by processes such as rotation diffusion and energy transfer. The time-dependent polarization
anisotropy measured in TAA is then given in full as:

r(t) = r0 · rd(t), (2.15)

where rd(t) is a function capturing the time-dependent behavior of the anisotropy following
photoexcitation. While rd(t) could in theory take any value between 1 and -1/2 per Eqn.
2.13, most commonly it is an exponentially decaying function with unity amplitude, with
maximal (intrinsic) anisotropy appearing at early times. The full function r(t), however,
gradually decays as processes such as rotational diffusion or energy transfer depolarize the
TDM population. The exact form this decay takes informs us about the processes that are
causing the depolarization. For example, a small molecule undergoing rotational diffusion
due to Brownian motion will exhibit a monoexponential TAA decay from r0 to 0 with a
lifetime corresponding to the rotational diffusion constant,,65 while energy transfer around
a ring of identical molecules with maximal intrinsic anisotropy whose TDMs lie in the plane
of the ring will exhibit an anisotropy decay from 0.4 to 0.1.66

2.2.1 Eliminating polarization effects: finding the “magic angle”

To illustrate how TA anisotropy manifests in practice, using Eqns. 2.12 and 2.15 we compute
the ∆OD(t) curves for a hypothetical species exhibiting a 3 ps TA lifetime and an exponential
anisotropy decay with a 1.5 ps lifetime, starting with an intrinsic anisotropy of 0.4. At short
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Figure 2.3: Simulated TA data for a hypothetical species with a single TA lifetime of 3 ps,
an anisotropy lifetime of 1.5 ps, and an initial anisotropy of 0.4. Shown are the ∆OD curves
that would be measured when probing parallel (red curve) or perpendicular (blue curve) to
the pump polarization. The polarization-independent (“magic-angle”) TA decay kinetics are
also shown (black dotted cure).

time delays, when probing parallel to the pump polarization (red curve) the measured ∆OD
is higher than when probing perpendicular to the pump polarization (blue curve). At longer
time delays, however, as the anisotropy decays, the difference decreases until the two converge
to practically the same value.

This effect highlights that it is important to consider polarization effects even when
performing standard TA spectroscopy. In a standard TA measurement, the goal is to measure
the TA lifetime of the molecule, not its depolarization. Thus, the choice of probe polarization
is important, as depolarization could be incorrectly interpreted as excited state decay. In
fact, to remove any depolarization artifacts, the polarization-independent ∆ODPI that ought
to be measured in a standard TA experiment is the average ∆OD over all three polarization
axes:

∆ODPI =
1

3
(∆OD∥ + 2 ·∆OD⊥). (2.16)

To avoid having to measure two polarizations for a standard TA measurement, the solution
is to set the angle θ between the pump and probe polarizations such that the pump laser
pulse generates an excited population that is equally biased parallel and perpendicular to the
probe polarization. This angle, termed the “magic angle,” is derived by solving for the root
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of the Legendre polynomial in Eqn. 2.13, which gives a θ value of ∼54.7°.64 TA spectroscopy
can thus be performed in a single measurement, and the polarization-independent TA decay
is termed the “magic-angle” decay for this reason.

2.2.2 Learning about energy transfer from TAA decays

Energy transfer between two differently-oriented chromophores changes the orientation of the
probed TDM, because following the transfer, the excitation resides on a different molecule
than the one the pump excited. This leads to orientational decorrelation and thus a measur-
able depolarization of the transient absorption signal. TAA spectroscopy is thus a powerful
tool for measuring energy transfer in light harvesting complexes. In particular, a major
strength of TAA spectroscopy is that it can probe energy transfer between any two chro-
mophores that are not oriented identically, even when they are otherwise identical, whereas
in standard TA spectroscopy, this would not present a measurable change in the ∆OD(λ)
spectrum.

In LHCs there are many such cases of otherwise identical chromophores that participate
in energy transfer to acheive efficient light harvesting. Polarization anisotropy has been
essential in understanding the rate of energy transfer in such systems, for example the
use of fluorescence anisotropy by Bradforth et al. to study energy transfer between B800
and B850 bacteriochlorophyll molecules in LH2 complexes of purple bacteria66 and of TAA
spectroscopy by Gaab and Bardeen67 to study energy transfer in conjugated polymers. In
such studies, the form that the anisotropy decay r(t) takes informs us of the nature of the
energy transfer pathways available to excitations at the microscopic level.

In the case of a perfectly homogeneous system (i.e., the transfer rates between any chro-
mophore and its neighbors are always the same), we expect to observe an exponential decay,
as Bradforth et al. demonstrated in simulations of perfectly ordered rings of chromophores,66

as the depolarization is occurring equally and independently for every excitation in our de-
tection volume. Oftentimes, however, the anisotropy decay will present as a nonexponential
decay, which is a sign of inhomogeneity at the microscopic level. Indeed, the functional form
of the anisotropy decay is directly related to the distribution of transfer rates within the sys-
tem.68 In work presented in the Chapter 3, we use these principles to apply TAA spectroscopy
to the study of energy transfer in a model LHC, which first required the construction of a
TAA spectroscopy apparatus with acceptable SNR for these challenging measurements.

2.3 Developing a high signal-to-noise ratio TAA

apparatus

Transient absorption anisotropy measurements are challenging due to the necessity of very
high SNR. This challenge arises because anisotropy is a ratiometric measure, and so, as the
total TA signal (i.e., the denominator of Eqn.2.12) decays to 0, any noise present becomes
greatly amplified when dividing by small near-zero quantities.69 Indeed, TAA spectroscopy
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studies are less commonplace in the literature than fluorescence anisotropy, likely owing to
the difficulty of achieving the requisite SNR in a technique that is not background-free.
We now detail the reconfiguration of the pre-existing TA spectroscopy apparatus that was
necessary for the collection of high SNR TAA data on artificial light harvesting complexes
whose measurements are described in Chapter 3.

The apparatus was originally used to perform ultrafast TA measurements on a homebuilt
transient absorption apparatus reported previously.47,48 An 80 MHz mode-locked Ti:sapphire
Coherent Vitara oscillator seeds a Ti:sapphire Coherent Legend regenerative amplifier that
outputs 800 nm, 80 fs pulses at a repetition rate of 5 kHz and a total power of 5 W. The
fundamental beam is split to generate the pump and the probe beams. Along the pump
path, we generate wavelength-tunable, 100 fs pump pulses in a home-built noncollinear
optical parametric amplifier47,70 followed by a dual prism compressor and a chopper wheel
for pump-on/pump-off modulation. The chopped pump beam then enters a retroreflector
on a 250 mm linear delay stage, allowing up to 1.6 ns of delay. The pump then passes
through a λ/2 waveplate and a Glan-Thomson polarizer (Thorlabs GL10A) to allow variable
attenuation to a desired fluence, and is finally focused by a spherical mirror to a 1/e2 diameter
of 330 µm onto the sample. On the other path we generate the white-light probe by focusing
the 800 nm fundamental beam into a CaF2 crystal that is continuously rastered back and
forth to avoid burning.71 The probe beam is collimated by a 90° off-axis parabolic mirror
and passed through a 750 nm wavelength shortpass filter to remove 800 nm light from the
fundamental. The probe is next focused by a spherical mirror to a 1/e2 diameter of 90µm
onto the sample, overlapping the pump. The sample is contained in a 1 mm path length
quartz cuvette (Starna Cells, 21-Q-1) that is linearly rastered back and forth perpendicular
to the probe beam propagation to mitigate sample bleaching. Beyond the sample, the probe
is passed through an aperture to block pump light before being collected by a lens and
focused into a fiber-optic coupler attached to a fiber-coupled spectrometer (OceanOptics
USB-4000).

Initially, the setup was modified to introduce TAA capabilities by addition of a second
λ/2 waveplate on a motorized rotation stage (Thorlabs, ELL14) following the waveplate-
polarizer attenuator in the pump path, as shown in Fig. 2.4(a). This addition afforded
automated control of the pump polarization, allowing spectrally-resolved TA anisotropy
measurements by collecting two sequential TA measurements at each time delay, rotating the
pump polarization 90° between each by means of the motorized waveplate. While retaining
the spectral resolution of the original setup is a strength of this setup, as it would allow
simultaneous characterization of the anisotropy of all spectral features, a major drawback of
this approach is the reduced rate of data acquisition. Even excluding additional overhead
incurred due to the time spent rotating the waveplate (which was minimized by the use of
a high-speed motorized mount), at best this approach doubles the amount of time required
to collect a scan. Because the SNR decreases by the square root of the number of averaged
measurements, halving the number of measurements achievable in a given amount of time
reduces the SNR achievable in that amount of time by a factor of

√
2, all other factors being

equal.
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Figure 2.4: Transient absorption anisotropy configurations. (a) Spectrally-resolved, sequen-
tial polarization TAA approach, with motorized rotation mount to control pump polar-
ization. (b) Single-wavelength balanced photodetector TAA setup with lock-in detection.
(c) Comparison of measured anisotropy of ground state bleach of sulforhodamine B with
spectrally-resolved setup (outlined dots) and single-wavelength setup (filled dots).
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To overcome these limitations, we implemented a different approach that uses single-
wavelength detection and lock-in amplification to greatly increase the SNR, at the expense
of losing spectral resolution. The polarization of the pump and probe are set at 45° relative to
one another with a the Glan-Thompson prism polarizer and a linear film polarizer (Thorlabs,
LPVIS050), respectively, placed immediately before the sample to avoid any depolarizing
effects of reflection. Following the sample, a series of irises removes as much scattered light
as possible, and a 580 ± 5 nm bandpass filter selects the measurement wavelength. Following
the bandpass filter, a Wollaston prism (Thorlabs WP 10-B) rotated 45° relative to the probe
polarization splits the probe beam into its two polarization components, which are incident
on the two photodiodes of a Thorlabs PDB210 balanced photodetector (BPD) and measured
via lock-in amplification. Further details of this configuration follow, but first, the result of
this change is illustrated in Fig. 2.4(c), with marked SNR improvement in the scan taken on
the single wavelength setup (dark red filled points) in comparison to the spectrally-resolved
setup (red open points). The latter also took over three times as long to collect. The initial
anisotropy also appears higher in the new apparatus, which is likely a result of the more
effective filtering of scattered pump light by the bandpass filter, which otherwise reduces the
apparent relative difference in amplitude of the transient signal between the pump-on and
pump-off measurements.

The BPD outputs three voltage signals P+, P−, and D, respectively proportional to the
intensities of the parallel and perpendicular probe components and their difference. We
measure these values by lock-in amplification referenced to the frequency of the chopper,
yielding differential (pump-on minus pump-off) values ∆P+, ∆P−, and ∆D. With these
three quantities we compute the TAA signal, as detailed below.

2.3.1 Balanced Photodetector Transient Absorption Anisotropy

We measure the transient difference between pump-on and pump-off of the three signals
from the BPD using three Stanford Research Systems SR830 lock-in amplifiers. The lock-in
amplifiers are referenced to the chopping frequency of the pump, which was set to 1/8 of the
laser repetition rate, i.e., 625 Hz. Thus we measure three quantities in the TAA experiment,
each proportional to differences between beam intensities with the pump on (IX,on) and the
pump off (IX,off) of the X polarization component (parallel, ∥, and perpendicular, ⊥): the
two photodiode signals ∆P+ ∝ I∥,on−I∥,off and ∆P− ∝ I⊥,on−I⊥,off, and the difference signal
∆D ∝ (I∥,on − I⊥,on) − (I∥,off − I⊥,off). The difference signal from the BPD is pre-amplified
with an internal low-noise transimpedance amplifier, specified at a very low noise-equivalent
power of 2.2 pW/

√
Hz, which allows much greater SNR when the overall beam intensities

are weak by performing the subtraction in hardware rather than incurring read error and
quantization error prior to performing the subtraction in software. Due to this amplification,
however, the proportionality constant for ∆D differs from that of ∆P+ and ∆P− by some
gain factor G, which we measure during an experiment by taking the ratio ∆D

∆P+−∆P−
.

For each polarization component, the differential optical density can be expressed in terms
of probe intensities, as expressed in Eqn. 2.1. For small changes in OD, such as the ≤ 10−3
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changes observed in a typical TA measurement, we can make the linear approximation:

ln
Ioff
Ion

≈ −Ion − Ioff
Ioff

. (2.17)

Substituting this approximation into the definition of TA anisotropy given in Eqn. 2.12, we
arrive at:

r ≈
I∥,on−I∥,off

I∥off
− I⊥,on−I⊥,off

I⊥off

I∥,on−I∥,off
I∥off

+ 2 · I⊥,on−I⊥,off

I⊥off

. (2.18)

Last, because we carefully set the polarization of the probe such that the pump-off intensities
of the two polarization components are equal, we can make the approximation that I∥,off ≈
I⊥,off, and thus our expression becomes:

r ≈
(I∥,on − I∥,off)− (I⊥,on − I⊥,off)

(I∥,on − I∥,off) + 2(I⊥,on − I⊥,off)
. (2.19)

This can now be rewritten in terms of the three measured quantities and the gain factor
defined previously:

r =
1

G
· ∆D

∆P+ + 2 ·∆P−
. (2.20)

To measure the quantities ∆D, ∆P+, and ∆P−, we utilize three lock-in amplifiers. Lock-
in amplification works by multiplying a voltage signal with a reference frequency and low-pass
filtering the result, removing any contributions from the signal that are not oscillating at the
same frequency as the reference and outputing a DC voltage proportional to the amplitude
of the component that is resonant. In this case, we reference the amplifiers to the chopping
frequency of the pump, which isolates only the components of D, P+, and P− that are
changing at the same frequency as the pump modulation, i.e., the differential component.
This can be done with exquisite sensitivity, which greatly improves the SNR of the measured
differential signal. Hence, with a single pair of balanced photodetectors and three lock-in
amplifiers we measure the transient absorption anisotropy with high SNR.
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Chapter 3

Static disorder has a dynamic effect
on energy transfer in biomimetic light
harvesting complexes

This chapter is adapted from previous original work reported in J. Phys. Chem. B,49 repro-
duced under the CC-BY-4.0 Creative Commons license.

Natural light-harvesting protein complexes (LHC) in plants and photosynthetic bacteria
absorb photons from the sun and, within a few tens of picoseconds, transport that energy
across several protein complexes to reaction centers, where charge separation and subsequent
chemistry occur.32 Remarkably, this transfer process can have near unity quantum efficiency,
thus a detailed model of which parameters lead to this efficiency is of great fundamental
interest and is of value for developing efficient artificial light-harvesting technologies such
as sensitive photodetectors and artificial photosynthesis.34,72,73 Despite extensive study, a
full picture of the structure-function relationships that give rise to excellent energy transfer
capabilities of LHCs in plants and photosynthetic bacteria remains to be described. In
natural LHCs, the difficulty lies mainly in the complexity of these multi-process systems,
compounded by their fragility in vitro, which makes systematic investigation, for example
through targeted mutation,74–77 difficult.

Many artificial LHCs have been developed and studied, but these typically rely on short-
range energy funnels.78–82 Light harvesting in natural LHCs often involves energy trans-
fer between identical chromophores. In particular, some purple bacteria species develop
extended regions of identical protein subunits in low-light conditions, which is known to
increase efficiency.34,83 Measurement of energy transfer between spectrally-identical chro-
mophores is difficult due to the lack of an obvious signature of energy transfer. In some
cases, time-resolved polarization anisotropy measurements can be used to characterize en-
ergy transfer,66,84–86 by measuring the loss of preferred orientation i.e., depolarization, of the
probed transition dipole moment (TDM) following excitation. As explained in Chapter 3,
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Figure 3.1: Overview of the TAA experiment on cpTMV-SRB biomimetic light harvesting
complexes. (a) Schematic representation of the cpTMV biomimetic LHC with attached SRB
chromophores, and (b) a zoomed-in view on three binding sites demonstrating the high TDM
orientational disorder. (c) Diagram of the TAA experimental setup, indicating polarization
of pump and probe beams and use of Wollaston prism to measure both polarization compo-
nents simultaneously, yielding (d) a TAA decay curve following optical excitation as energy
transfer randomizes TDM orientation. (e) Steady-state absorption spectra of the singly-
labeled controls and the fully-labeled LHCs.

transient absorption anisotropy (TAA) is one technique able to probe depolarization without
relying on fluorescence. These types of measurements are challenging due to the low sen-
sitivity of absorption measurements and often overlapping spectral features with uniquely
evolving anisotropies. The benefit of using TAA, however, is its general applicability to any
absorbing sample, and the relative simplicity of ultrafast implementation compared to, for
example, fluorescence upconversion. In addition, TAA as a quantitative measure of energy
transfer relies on the ability to isolate the depolarization associated with energy transfer from
those due to other processes, such as rotational diffusion. In natural systems, the inability
to modularly synthesize control complexes, however, still makes this isolation difficult.

In this study we demonstrate rapid energy transfer in a modular biomimetic LHC consist-
ing of protein-bound identical chromophores and uncover the microscopic sources of disorder
whose future control will facilitate even longer-range exciton migration in this system. In
Section 3.1, we introduce our model artificial LHC and detail its preparation. Then, in Sec-
tion 3.2 we report our TAA and time-resolved fluorimetry measurements on these artificial
LHCs that reveal signatures of energy transfer. Next, in Section 3.3.1 we describe our im-
plementation of a kinetic Monte Carlo simulation based on Förster energy transfer between
chromophores in these ring-shaped complexes and the three sources of disorder—orientation,
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site energy, and coupling—that recapitulation of the observed TAA and time-resolved fluo-
rimetry measurements. Finally, in Section 3.4 we discuss the impacts of the various sources of
disorder on the emergent excitation migration, and in Section 3.5 we provide some promising
future directions for this project.

3.1 Preparation of singly-labeled control complexes

and fully-labeled LHCs

Our model biomimetic LHC is based on a circular permutant of the tobacco mosaic virus
(cpTMV) coat protein which self-assembles into C2-symmetric double-disk super-complexes
(PDB:3KML),46 with each disk composed of 17 identical monomers, as seen in Fig. 3.1(a).
By preparing mutants with reactive cysteine substitutions, we covalently attach chromophores
at specific sites, as illustrated in Fig. 3.1(b), affording great control over factors such as chro-
mophore identity and location,47 and rigidity of the linking molecule.48 Utilizing this modu-
larity, we construct a model system amenable to study by TAA and, importantly, we can also
generate singly-labeled control complexes to isolate the signature of energy transfer in this
measurement from confounding effects of rotational diffusion. This work represents a crucial
step in constructing an artificial LHC super-complex that can serve as a truly biomimetic
model system to study long-range energy transfer. Our measurements demonstrate that site-
to-site energy transfer occurs quickly in these LHCs, while long-ranged transport is currently
somewhat impeded by disorder in TDM orientation, site energy, and coupling. Fortunately,
the modularity afforded by this system affords a high degree of control appropriate for ad-
dressing these sources of disorder.

By varying the stoichiometry of the bioconjugation sample preparation procedure (de-
scribed below), we produce both fully-labeled LHCs (Fig. 3.1(e), right), with a chromophore
at every site, and singly-labeled control complexes (Fig. 3.1(e), left), which allows us to
study inter-chromophore interactions separate from protein-chromophore interactions. The
synthesis of the biomimetic cpTMV LHCs was developed in Matt Francis’ lab and first
reported in 2010..87 The details of this synthesis, including synthetic procedures, mutant
generation, protein expression, bioconjugation, and purity analyses, have been described in
detail in previous collaborative work between the Ginsberg and Francis labs,47,48 and syn-
thesis for this work was performed by Jing Dai and Amanda Bischoff.49 Briefly, maleimide
functionalized sulforhodamine B (SRB) chromophores with SS-cyclohexyl linkers† are syn-
thesized from commercially available alcoholamines. SS-cyclohexyl linkers are much more
rigid than typical molecular linkers and were developed with the goal of immobilizing the
SRB on the protein surface.48 Site-directed mutagenesis is performed on a circular permu-
tant of the tobacco mosaic virus coat protein to prepare D18C mutants, and the proteins are
expressed in E. coli. cpTMV fully-labeled LHCs and singly-labeled control samples are pre-

†SS signifies the chirality of the two adjacent carbon atoms on the cyclohexyl group that bridges the
SRB and maleimide groups.
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Figure 3.2: TAA data of singly-labeled cpTMV-SRB control samples at different sites on the
protein surface, with anisotropy decay least prevalent on D18C complexes indicating highest
site rigidity.

pared by maleimide bioconjugation of the modified SRB complexes with the reactive cysteine
introduced to the mutant cpTMV surface. Fully-labeled LHCs are prepared by performing
the bioconjugation with >1 equivalents of modified SRB and the mutant cpTMV monomers.
For the singly-labeled controls that assist in dissecting contributions to the TAA signal, 0.01
equivalents are used, resulting in statistically singly-labeled complexes, though the major-
ity have no attached chromophores. Labeling yields are verified by electrospray ionization
time-of-flight mass spectrometry connected with high-performance liquid chromatography,
and size-exclusion chromatography is performed to purify the samples. Prior to transient
absorption anisotropy measurements, all samples are diluted to an optical density (OD) of
0.1 at the pump wavelength of 570 nm, resonant with the SRB S0 → S1 transition.

The steady-state absorption spectra of singly-labeled control complexes and full-labeled
LHCs are shown in Fig. 3.1(e) and both show a vibronic progression of peaks. The higher
relative amplitude of the second vibronic peak in the fully-labeled complex most likely arises
from the close proximity of the SRB molecules to one another.88 We rely on a separation of
the time scales of energy transfer and chromophore reorientation, using short, rigid linking
molecules and a sufficiently immobile attachment site on the protein, in order to distinguish
energy transfer from rotational diffusion of the chromophore. For the purpose of immobi-
lization, we select D18C TMV mutants, in which the chromophore binding sites are 4.5 nm
from the center of the disk and separated by 1.5 nm from one another. D18C mutants also
demonstrate the greatest immobilization in control experiments, as seen in the comparison
TAA decays of singly-labeled controls at different sites in Fig. 3.2. In the absence of energy
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transfer, TAA measurements on the SL control complexes report solely on the motion of the
chromophore and how it is impacted by interaction with the protein. While this does not ac-
count for the effects that chromophore-chromophore interactions may have on reorientation
in the fully-labeled LHCs, it is unlikely that the increased concentration of chromophores
would lead to significantly faster reorientation dynamics.

3.2 Transient Absorption Anisotropy and

Time-Resolved Fluorimetry of Artificial LHCs

We measure ultrafast optical TAA of our biomimetic LHCs to characterize the ultrafast
depolarization associated with energy transfer following optical excitation by a linearly po-
larized 100 fs laser pulse. As detailed in the previous chapter, TAA is a variation of transient
absorption (TA), a pump probe technique, in which a pump light pulse (Fig. 3.1(c), yellow)
first excites the sample (Fig. 3.1(c), pink), and a probe light pulse (Fig. 3.1(c), rainbow-
colored) is used to observe changes of the excited state population at progressively longer
time delays in successive experiments.31

In the experimental setup in Fig. 3.1(c), we use a balanced photodiode detector to
measure the parallel and perpendicular TA components, and their difference, simultaneously
via lock-in amplification, allowing an excellent SNR, as described in Section 2.3. cpTMV
LHC samples are diluted in buffer to an OD of 0.1 at 570 nm and measured in a 1 mm
path length quartz cuvette (Starna Cells, 21-Q-1). The sample holder is on a continuously
rastering micrometer stage to prevent burning, and ground-state UV/Vis spectra are taken
before and after each measurement to check for sample damage. We resonantly pump the
samples with a 570 nm pump laser (18 µJ/cm2 pulse fluence) chopped at 625 Hz (one
eighth the 5 kHz repetition rate of the laser), and by filtering a white light continuum pulse,
we take single-wavelength TAA measurements at 580 nm, on the red side of the ground
state bleach (GSB) peak of sulforhodamine B (SRB), the labeling chromophore. The GSB,
which results from the absence of ground-state absorption in the excited chromophores, is
the strongest feature in the TA spectrum of the SRB molecule. In addition, because the
pumped and probed transitions are the same in the GSB, this transition is expected to have
the maximum initial anisotropy of 0.4.31

As shown in Fig. 3.3(a) on a logarithmic time scale, TAA measurements of the ground
state bleach of the cpTMV LHCs (solid yellow circles) demonstrate a decay, while uncou-
pled singly-labeled control complexes (open yellow circles) exhibit almost none. The TA
anisotropy decay of the cpTMV LHCs extends over several decades in time, from hundreds
of femtoseconds to hundreds of picoseconds, with super-exponential decay at early times and
then stretched, sub-exponential decay at late times. In the singly-labeled control complexes,
where energy transfer is not possible, the TA anisotropy remains almost constant over the
course of the measurement, falling only slightly from 0.37 immediately after excitation to
0.33 at 1.5 ns. In a free dye control sample (Fig. 3.3(a), grey circles), we observe an expo-
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Figure 3.3: Spectroscopically resolving energy transfer in the cpTMV LHC. (a) Experimental
TAA data (dots) at 580 nm of free SRB chromophore in solution (grey), singly-labeled control
(orange outlined) and fully-labeled LHC (solid orange), with error bars representing standard
error relative to the mean of 10 consecutive measurements. Note the log scale in time, causing
exponential decays to appear as sigmoids. Overlaid are the biexponential fit to the singly-
labeled decay (dashed line) and anisotropy computed from the simulation (solid line). (b)
Early-time emission spectrum of fully-labeled LHC, overlaid with predicted spectrum from
simulation (dotted red), and (c) late-time emission spectrum of fully-labeled LHC overlaid
with late-time emission spectrum of singly-labeled controls (dashed gray), with drop lines to
indicate spectral shift.

nential decay from 0.38 to 0 (a characteristic sigmoid shape when plotted on a logarithmic
time axis) with a time constant of 260 ps, which matches well to literature values.89,90 We
generate the magic-angle TA decays ∆ODMA = ∆OD∥ + 2 ·∆OD⊥ for the denominator of
the anisotropy expression. As shown in Fig. 3.4(b) and (c), the magic-angle TA decays for
the free dye and singly-labeled complexes are well-fit by a biexponential decay, which we
previously attributed to vibrational relaxation and radiative decay processes.48 Meanwhile
the LHCs show a more extended TA decay profile over several decades that decays faster
than their singly-labeled counterparts. Table 3.1 lists the parameters for multiexponential
fits of these data.
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Figure 3.4: Magic-angle TA kinetics of (a) fully-labeled cpTMV LHC, (b) singly-labeled
control, and (c) free SRB control at 580 nm, with multiexponential reconvolution fits overlaid;
see fit parameters in Table 3.1.

A1 τ1 (ps) A2 τ2 (ps) A3 τ3 (ps)
Fully-labeled LHC 0.33 1.5 0.31 98 0.35 870

Singly-labeled control 0.15 4.4 — — 0.84 1800
Free SRB control 0.15 6.6 — — 0.87 1600

Table 3.1: Multiexponential reconvolution fits for magic-angle TA kinetics as shown in Fig.

3.4. Fit equation is of the form ∆OD(t) = IRF (t) ∗
(∑

n

An · e−(t−t0)/τn

)
, where n indexes

exponential components, t0 is the pump-probe overlap time (not shown, typically |t0| < 50
fs), and IRF (t) is the instrument response function, assumed to be Gaussian.
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Figure 3.5: Schematic representation of manifestation of energy transfer in time-resolved
emission spectra. Left panel depicts a hypothetical system’s inhomogeneous site energies
(absorption in blue, fluorescence in red), with energy transfer preferentially proceeding to-
wards lower-energy sites. Right panel depicts shift in energy spectrum following excitation
due to downhill energy transfer.

3.2.1 Time-resolved Emission Spectra

Time-resolve emission spectra (TRES) serves as a valuable complementary measurement to
TAA to resolve energetic shifts in the excited state population. In TRES, the sample is
excited by a laser pulse, and the fluorescence decay is measured over a range of detection
wavelengths. Taken together, TRES allows for resolving how the emission spectrum of the
sample changes over time, following excitation.

This technique is useful in studying energy transfer in a network of chromophores with
energetic disorder, i.e., when the energy levels of individual sites have some random distri-
bution. As depicted in Fig. 3.5, in a system with site energetic disorder, following excitation
(blue arrow), energy transfer (yellow arrow) preferentially proceeds downhill due to the en-
ergy losses associated with the Stokes shift (red-blue gradient arrow) following each “hop.”
Thus excitations tend towards lower energy sites over time, which causes an overall red shift
of the emission spectrum over time (right panel), with the degree of shift depending on the
magnitude of energetic disorder.25

To characterize the evolution of the average site energy following excitation, we collected
TRES measurements of the fully-labeled LHCs and singly-labeled controls. TRES data are
collected on cpTMV samples in 100 mM sodium phosphate buffer solution, in a 2 mm-wide,
10 mm path length cuvette (Starna Cells 18F-Q-10-GL14-S). In a PicoQuant FluoTime
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Figure 3.6: Components of triexponential fit to TRES of fully-labeled cpTMV LHC (solid
curves) compared to the early time spectrum of simulated population convolved with a 150 ps
Gaussian IRF (dotted red), and to the late-time spectrum of singly-labeled control complexes
(dashed gray).

300 fluorometer, the samples are resonantly excited at 565 nm by a 150 ps laser pulse
(PicoQuant LDH-D-TA-560B), and an emission decay is collected via time-correlated single
photon counting (TCSPC) via a PicoQuant PMA 192 photomultiplier tube at wavelengths
from 570 nm to 750 nm.

The TRES data demonstrate the emergence of a red-shifted component in the fully-
labeled LHCs that is absent in the singly-labeled controls. The fully-labeled LHC TRES
data is fit by three exponentially-decaying components, which are shown in Fig. 3.6: one
short-lived 310 ps component that is redshifted by 0.04 eV relative to the singly-labeled
control spectrum, one long-lived component resembling that of the SL controls (2.85 ns),
and one intermediate component (1.27 ns) that appears to be a mixture of the two with
an intermediate lifetime. Thus, the spectrum appears red-shifted relative to the singly-
labeled controls at early times, as seen in Fig. 3.3(b), while at late times the spectrum,
as shown in Fig. 3.3(c) appears very similar to that of the singly-labeled control, which
does not demonstrate any appreciable shift in energy over time. We assign the red-shifted
components to the excitations that undergo rapid energy transfer, and the SL-like component
to excitations on uncoupled chromophores which are unable to participate in energy transfer.
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3.3 Kinetic Monte Carlo simulations of FRET

hopping in TMV complexes

To relate the observed TAA and TRES data to a microscopic picture of energy transfer
within the TMV complexes, we use a kinetic Monte Carlo simulation based on incoherent
hopping of excitations among static TDMs on a ring. Our approach incorporates methods
developed by Bradforth et al.66 and Bardeen.67,92 A full description of the simulations is
included in the following subsection, but briefly, we evenly space 17 sites around a ring of
radius 4.5 nm, equal to the radius of the D18C binding site. At each site, we generate a unit
vector representing the chromophore’s TDM orientation by sampling from the orientational
distribution obtained from molecular dynamics simulations of a single chromophore attached
to the LHC surface.48 A representation of one such ring is shown in Fig. 3.7(a) with the
TDMs represented by rods originating at the chromophore binding sites. TDM orientation
local coordinate system shown in the inset. The vectors are represented in a lab frame
with the z -axis parallel to the implied polarization of the excitation. We assign each site
an energy, indicated in false color in Fig. 3.7(a), drawn from a Gaussian distribution with
width given by the inhomogeneous width. The rates between each pair of sites on the ring
are then calculated using Förster theory, giving a 17×17 matrix of rates. We thus generate
a population of thousands of these rings and randomly rotate them relative to one another
to simulate the random orientation of the rings in solution. Using an implementation of
the Gillespie algorithm,93–95 we place one excitation on each ring and allow these excitations
to hop between sites, producing a trajectory for each ring, two of which are represented in
Fig. 3.7 (b), with the initial conditions of the chromophores shown at the bottom and the
trajectories being traced as a function of time in the vertical direction. The polarization
anisotropy r(t) of the excited state population is then calculated from the orientation of the
TDMs of the sites occupied by the excitations at any given time after “excitation.”

3.3.1 Kinetic Monte Carlo Simulation Setup and Details

To simulate incoherent energy transfer in our statically disordered system, we represent an
artificial light-harvesting complex as a ring of unit vectors each representing the orientation
of the transition dipole moment (TDM) of a chromophore bound to the protein surface.
These unit vectors are represented in a lab frame illustrated in Fig. 3.8(b), where the z-
axis is parallel to the polarization of the electric field of the pump. The orientation of
each TDM in its site-local frame of reference (i.e., relative to the center of the ring, as
shown in Fig. 3.8(b)) is selected via rejection sampling96 from a probability distribution
P (θ, ϕ) over polar angle θ and azimuthal angle ϕ. We perform simulations using two types
of probability distributions of the TDM orientations: one obtained from molecular dynamics
(MD) simulations and the other type being Gaussian probability distribution, described
below. Once the TDM orientations are selected, each site is assigned an energy drawn from
a Gaussian distribution centered at the fundamental absorption energy ν̃0 and width σih,
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Figure 3.7: Overview of simulation setup and results. Here, (a) is a representative ring of
TDM orientation vectors, with site energy color scale normalized to entire population and
uncoupled chromophores shown with reduced opacity; zoom-in shows schematic representa-
tion of chromophore corresponding to a given TDM vector in the site-local coordinate frame.
(b) Two such rings with excitation trajectories shown, with time increasing vertically up-
ward. (c) The simulation fit with and without disorder included, overlaid with experimental
TAA data, and (d) the corresponding mean squared expansion of excitation population, with
dotted line indicating the boundary of the equilibrium regime. (e) Similar such MSD curves
shown for simulations with varying numbers of sites, including N = 9 corresponding to LH2
(shown inset, PDB:1NKZ91), demonstrating size-dependent equilibrium diffusivity.



CHAPTER 3. STATIC DISORDER HAS A DYNAMIC EFFECT ON ENERGY
TRANSFER IN BIOMIMETIC LIGHT HARVESTING COMPLEXES 35

Figure 3.8: The orientational and energetic parameters passed to the kinetic Monte Carlo
simulation. (a) The lab frame of the simulation, where the electric field E⃗ is parallel to
the z-axis ẑlab. (b) The local site frame where the x-axis x̂site points outward from the
center of the ring. In this coordinate frame the orientations are randomly generated from an
orientation probability distribution, as shown in false color in (c), obtained from molecular
dynamics simulations (left panel) or using a Gaussian distribution (right two panels, for
two widths σα). (d) The Gaussian fits to the absorption and emission spectra of the LHC,
with the inhomogeneous linewidth σih and intrinsic linewidth σ0 represented; from this fit
we derive the parameters shown in (e) which are used in the computation of the spectral
overlap integral J (see Eqn. 3.13).
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representing the inhomogeneous broadening.
The TDM orientation probability distribution used to match the experimental data,

which can be seen in the leftmost panel of Fig. 3.8(c), is obtained from MD simulations,
performed by Julia Rogers for a previous collaboration, of an individual chromophore co-
valently attached via a SS-cyclohexyl linker to residue 25 (as numbered in PDB 3KML)
on three surface exposed α-helices of the biomimetic LHC.48 The orientation of the TDM
during the MD simulation is approximated by the orientation of the xanthene core97 of the
chromophore (specifically the vector from atom C12 to C11) in its site-local frame. To con-
struct the site-local frame, illustrated for one site in Fig. 3.8(b), the C atom of residue 25
and the N atom of residue 29 were used to define x̂site, and ẑsite as the vector normal to the
plane that additionally contains the Cα atom of residue 25 (with all residue numbers as in
PDB 3KML46). The distribution of θ and ϕ was constructed from the last 500 ns of the MD
simulation. While experiments were performed on LHCs with the chromophore attached to
a different, nearby residue, we do not expect this to significantly impact our findings since
the experimental anisotropy curves are also well fit by sampling orientations from a Gaussian
distribution with sufficient variance. Nevertheless, the distribution from the MD simulation
captures the general influence of the linker, solvent, and protein environment.

To investigate the effects of TDM orientation disorder on excitation migration and
anisotropy decay, we also run simulations using a Gaussian TDM orientation distribution.
This orientation is defined with a central vector µ̂0, chosen to be at the peak of the MD
orientation distribution (θ0 = 120◦, ϕ0 = 105◦) and an angular width σα, which can be
increased or decreased to respectively increase or decrease TDM orientational disorder. The
probability PG(θ, ϕ)dΩ for the TDM µ̂ defined by θ and ϕ to be drawn from this distribution,
is defined as

PG(θ, ϕ)dΩ ∝ e
− α2

2σ2
α sin(θ)dθdϕ, (3.1)

where α is the angle formed between µ̂ and µ̂0, i.e., α = arccos(µ̂·µ̂0), and the proportionality
is set by normalization over the solid angle Ω. Two such orientation distributions for σα = 10◦

and σα = 90◦ are represented in false color in the right two panels of Fig. 3.8(c). In the
limit where σ → 0 we obtain a Dirac delta function distribution where all TDMs on a ring
point in the same direction in their site-local frame, while in the limit σ → ∞ we obtain a
uniform random TDM orientation distribution.

Once the rings are generated, they must be rotated randomly to simulate the random
orientation of TMV rings in solution during the measurement. To do so, each ring is associ-
ated with a randomly-generated 3D rotation matrix. Because there is a correlation between
the different sites’ orientations, care must be taken to do this correctly, as the selection of
orientations must produce the same distribution one would expect from photoexcitation. In
the dipole approximation, the probability of excitation at any site is proportional to the
modulus squares of the dot product of the TDM with the electric field, |µ̂ · E⃗|2, or equiv-
alently in this context, µ2

z in the lab frame. For a dilutely excited population, where rings
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predominantly have one or zero excitations, the probability of a ring having one excitation
is proportional to the average of all its member TDMs’ alignments with the electric field:

Pring ∝
1

N

N−1∑
i=0

|µ̂i · E⃗|2, (3.2)

where N is the number of sites on a ring and µ̂i is the TDM at the ith site. This is achieved
by rejection sampling against the above probability criterion.

3.3.1.1 Calculating site-to-site rates via Förster theory

The rate ki,j between each site i and j on each ring is calculated using Förster theory.
Förster resonance energy transfer (FRET) is an incoherent energy transfer process by which
an excited donor molecule transfers its energy to a nearby acceptor molecule via a dipole-
dipole interaction of their respective TDMs.16 This process typically occurs on the order of
1-10 nm; further than 10 nm, energy transfer becomes exceedingly rare, and closer than 1
nm, other transfer pathways relying on direct wavefunction overlap dominate.1,98 With an
inter-site distance of 1.5 nm in the cpTMV LHCs, the inter-chromophore energy transfer
is thus squarely in the FRET regime. Taking the position of the D18C binding site as the
position of the molecule, according to FRET theory, the rate of transfer ki,j is given by:

ki,j = kF · R
6
0

r6i,j
, (3.3)

where kF is the fluorescence rate of SRB in the absence of FRET (1/1600 ps−1), ri,j is the
distance between the sites in nm, and R0 is the FRET radius in nm, given by:

R6
0 =

(
107

nm

cm

)6
· 9 log 10 · Φ · κ2 · J

128π5 ·NA · η4
, (3.4)

where Φ = 0.9 is the fluorescence quantum yield of SRB, NA is Avogadro’s number, η = 1.33
is the refractive index of the solvent, taken to be that of water. Here, κ2 is the dipole
orientation factor, which is computed from the two TDMs µ̂i and µ̂j and the unit vector R̂i,j

pointing from site i to site j:

κ2 =
(
µ̂i · µ̂j − 3 · (µ̂i · R̂i,j) · (µ̂j · R̂i,j)

)2
. (3.5)

Last, J is the overlap integral of the acceptor’s molar absorptivity spectrum εj(ν̃) and
the donor’s area-normalized fluorescence spectrum F̄ (ν̃):

J =

∫ ∞

0

F̄i(ν̃) · εj(ν̃) · ν̃−4dν̃, (3.6)

which, when evaluated over energy in wavenumbers (cm−1) has units of cm6 ·mol−1. In short,
efficient FRET transfer requires the donor and acceptor molecules to:
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• be within a distance of ≤ R0 of one another, with efficiency scaling inversely by R6,

• bave their TDMs aligned either parallel or head-to-tail, and

• have good overlap between the fluorescence spectrum of the donor and the absorption
spectrum of the acceptor.

Our calculation of J builds on the method developed by Ahn et al.92 to incorporate the
vibronic progression and differing intrinsic linewidths. For the simulation, the steady-state
absorption and fluorescence spectra are fit by a sum of three Gaussian peaks, as shown in
Fig. 3.8(d), representing the fundamental (ν̃0) and two higher vibronic transitions. The fit for
absorption is specified by the lowest absorption energy ν̃0, and for each peak (including the
fundamental), an energy shift δν̃n relative to ν̃0, a width σabs,n, and an absorption maximum
εabs,n for each peak, where n indexes the peaks of the vibronic progression beginning at 0.
The normalized fluorescence spectrum is fit by specifying a Stokes shift ∆SS and a set of
amplitudes Aflu,m for three peaks, otherwise using the same widths and energy shifts of the
absorption peaks, in reversed energy order, thus assuming a perfectly mirror-imaged vibronic
progression, which fits the spectrum reasonably well. A single inhomogeneous linewidth σih

is specified for all peaks, and the intrinsic linewidths σn for each peak are computed under
a relation derived from the convolution of two Gaussians:

σ2
n = σ2

abs,n − σ2
ih, (3.7)

and likewise for intrinsic peak amplitudes:

εn = εabs,n ·
√

σ2
n + σ2

ih

σn

, (3.8)

and for intrinsic fluorescence amplitudes Fn. For the mth donor fluorescence peak and the
nth acceptor absorption peak we define the respective peak energies ν̃m,i and ν̃n,j as follows:

ν̃m,i = ν̃0,i −∆SS − δν̃m, and (3.9)

ν̃n,j = ν̃0,j + δν̃n. (3.10)

Thus, for each site an intrinsic absorption and fluorescence spectrum is constructed, using
these intrinsic parameters as illustrated in Fig. 3.8(e) for a donor and acceptor pair of
chromophores.

Next, the total overlap integral, shown as the pink shaded region in Fig. 3.8(e), between
sites i and j is given by a sum of overlap integrals over each pair of peaks:

2∑
n=0

2∑
m=0

∫ ∞

0

Fi,m · exp
(
−(ν̃ − ν̃m,i)

2

2σ2
m

)
· εj,n · exp

(
−(ν̃ − ν̃n,j)

2

2σ2
n

)
· ν̃−4dν̃. (3.11)
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Figure 3.9: Convergence of the computed observables, anisotropy (top) and MSD (bottom),
to a reproducible result occurs above a population size of 5000 for a 17-membered ring with
disorder included.

The product of two Gaussians itself is Gaussian and thus the integrand of Eqn. 3.11 can be
rewritten as a the product of a single Gaussian and ν̃−4:

2∑
n=0

2∑
m=0

Fi,m · εj,n · exp
(
−(ν̃n,j − ν̃m,i)

2

2(σ2
m + σ2

n)

)

·
∫ ∞

0

exp

(
1

2
· σ

2
m + σ2

n

σ2
m · σ2

n

·
(
ν̃ − σ2

nν̃m,i + σ2
mν̃n,j

σ2
m + σ2

n

)2
)

· ν̃−4dν̃.

(3.12)

Eqn. 3.12 does not have an analytical solution; thus we make an approximation that the
ν̃−4 term is constant over the width of the Gaussian, which is valid when the width is much
smaller than the energy at the peak. We therefore treat the ν̃−4 term as constant when
evaluated at the mean of the Gaussian, allowing analytical integration of the expression:

2∑
n=0

2∑
m=0

Fi,m · εj,n · exp
(
−(ν̃n,j − ν̃m,i)

2

2(σ2
m + σ2

n)

)
·
(

σ2
m + σ2

n

σ2
nν̃m,i + σ2

mν̃n,j

)4

·σm · σn

√
2π

σ2
m + σ2

n

.

(3.13)

With this expression we efficiently compute J for all pairs of sites on each ring.
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3.3.1.2 Running the Kinetic Monte Carlo simulation

An excitation is placed on each ring by randomly selecting a site with probability propor-
tional its TDM’s alignment with the ẑ-aligned electric field, i.e., |µ̂ · ẑ|2. We then propagate
the system in a kinetic Monte Carlo scheme using an implementation of the Gillespie algo-
rithm.93–95 For each ring we keep 1D arrays of each time at which the excitation hopped,
the index of the site hopped to, and a tally of the excitation displacement in units of num-
ber of sites, with counterclockwise hops counted positively and vice versa. Each trajectory
ends after 5 ns have elapsed, as the 1.6 ns lifetime of SRB is long enough that almost all
chromophores will have relaxed back to the ground state.

Once all trajectories have ended, we compute the anisotropy of the population at any
time t as:

r(t) =
3
〈
µ∗2
n,z

〉
− 1

2
, (3.14)

where µ∗
n,z is the z-component of the TDM occupied by the excitation on the nth ring at time

t, and ⟨· · · ⟩ denotes averaging over the population. As shown in Fig. 3.9, this observable
converges to a repeatable value with around 5000 rings. The mean squared displacement
(MSD) is similarly defined using the displacement:

MSD(t) =
〈
dn(t)

2
〉
, (3.15)

where dn(t) is the displacement of the excitation on the nth ring at time t. Last, we compute
the time-dependent fluorescence spectrum of the excited population as:

F (ν̃, t) = ⟨IRF (t) ∗ Fn(ν̃, t)⟩ , (3.16)

where IRF (t) is the Gaussian instrument response function, and Fn is the fluorescence
spectrum of the excited chromophore at time t.

3.3.2 Accounting for chromophore motion using singly-labeled
TAA data

To account for contributions to the anisotropy decay in the model that are not due to
inter-chromophore energy transfer, we incorporate the effects observed in the singly-labeled
control complexes. Doing so involved fitting the experimental singly-labeled control TAA
data, as described in the following process. We fit the slight TAA decay of the singly-labeled
control complexes with a biexponential decay following the model of segmental motion of a
protein-bound chromophore.99 The expression used is rSL(t) = r0 · (αe−t/τF +(1−α)) · e−t/τP

where τF and τP are the time scales of the fast chromophore motion and slow protein motion,
respectively, r0 is the initial anisotropy, and 0 ≤ α ≤ 1 parameterized the chromophore’s
freedom of motion relative to the protein, with 0 being fully immobilized and 1 being fully
unconstrained. Through least-squares fitting we arrive at parameters of r0=0.36, τF=130
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ps, τP=14 ns, and α=0.09, producing the dashed red “baseline” fit shown in Fig. 3.3(a).
The initial anisotropy value r0 of the singly-labeled complexes is lower than the theoretical
maximum of 0.4; this is true not only in the SL control complexes but also in the free
chromophore controls. This lower anisotropy is likely because of a small (<10%) contribution
from the stimulated emission signal at this wavelength, which is not guaranteed to have
maximum intrinsic anisotropy as the GSB is. In addition, scattering of the pump or the
probe beam can spuriously increase or decrease the measured anisotropy. While we took
steps to mitigate this contamination, we note that the initial anisotropy can vary between
∼0.36-0.39 between different measurements, but without an appreciable impact on the rest
of the analysis.

We take the anisotropy decay of the SL controls to represent the contribution to the decay
in the fully-labeled LHCs coming from chromophore and protein fluctuations, occurring inde-
pendent of any energy transfer. When two processes act independently to rotate the observed
TDM, the effects of the two processes on the anisotropy decay combine multiplicatively.
Thus, the anisotropy decay from the simulation rsim(t) and the decay from the SL control

data rSL(t) are combined to yield a fit to the fully-labeled TAA decay rFL(t) =
rsim(t)
0.4

· rSL(t).
The factor of 0.4 is necessary to avoid doubly applying the effect of photoselection that is
present in both rsim(t) and rSL(t). This final expression combining the raw simulation re-
sults and the singly-labeled control fit is what is shown in Fig. 3.3(a) as the solid red curve,
demonstrating excellent agreement with the experimental data.

3.3.3 Effects of disorder on excitation migration

The key simulation parameters required to recapitulate the experimental anisotropy decay
are those that affect the sites differently on each ring, i.e., those that introduce disorder,
which are: the static TDM orientation distribution, the site energy, and the uncoupled
chromophores. Together, these three sources of disorder cause the anisotropy decay to be
stretched from the exponential decay expected in the absence of disorder, as seen in Fig.
3.7(c). Each type of disorder has a distinct effect on the anisotropy and spectral properties
of the population, but we observe a common signature when we track the mean squared
displacement (MSD) of the excitation in hops2 over time. The introduction of each type of
disorder generates two different regimes in the MSD vs time. Diffusive transport is always
arrived at at later times, however the apparent subdiffusive behavior in the exciton migration
that precedes it corresponds to a non-equilibrium regime in which the initial condition relaxes
to a more stable state through migration-based exploration of the chromophore disorder.
This effect manifests as a distinct “s-curve” shape in the solid red plot of MSD vs time in
Fig. 3.7(d). In the non-equilibrium regime, the MSD slows over time, seen as the slope of
the curve temporarily decreasing over the first few hundred ps. In the diffusive transport
regime, the curve adopts a linear form with unity slope, also benchmarked with the dashed
line in Fig. 3.7(d), as the diffusivity D on this periodic one-dimensional lattice is governed
by the relationship MSD(t) = 2Dt. Although each type of disorder qualitatively manifests
similarly in the average observed MSD vs time, we next review their individual contributions
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Figure 3.10: Simulated energy transfer observables in the cpTMV LHC. Simulated TAA
(a,c,e) and MSD (b,d,f) on populations including disorder in only one parameter: (a-b)
TDM orientation, using a Gaussian orientation distribution with width σα, (c-d) site energy,
and (e-f) coupling. Normalized color scale is from complete absence of disorder increasing to
equivalent value as included in reported simulation fit. TDM orientational plots (a-b) also
include the results using molecular dynamics distribution (black dashed curves).

to the anisotropy and transport dynamics and explore their impact as a function of the extent
of each type of disorder.

TDM orientational disorder causes the anisotropy to decay more slowly at late time de-
lays as more relative TDM orientations are sampled. To explore this concept further, we
additionally run simulations in which each TDM orientation is sampled from a Gaussian
probability distribution centered on the orientation µ̂0 with width σα, as shown in Fig.
3.10(a-b). Except in cases of particularly poor dipole-dipole coupling, such as when adja-
cent TDMs are orthogonal, increased TDM orientational disorder reduces exciton mobility
over time. In Fig. 3.10(b) we see that from the case with no disorder (σα = 0◦) to the
highly disordered limit (σα = 90◦), the equilibrium excitation diffusivity, decreases from 1.9
hops2/ps (blue curve) to 0.44 hops2/ps (yellow curve). On the log-log scale of Fig. 3.10(b),
the difference in diffusivity manifests as an offset between two linear curves with unity slope
in the diffusive regime, i.e., at time delays when the curves have exceeded the indicated
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MSD = (17 hops)2 dotted line. A unique effect of TDM orientational disorder, however, is
an increased anisotropy decay at early times, as seen in the σα = 90º case (yellow curve) in
Fig. 3.10(a), where the anisotropy is lesser than in the perfectly ordered case (dark blue)
until approximately 4 ps. This effect is not related to a change in the exciton mobility but
is due to the greater depolarization associated with each hop between sites. To most faith-
fully reconstruct the experimental data, we use a TDM orientation probability distribution
constructed from molecular dynamics simulations of an SRB-like dye interacting with key
protein α-helices of the LHC construct,48 which is plotted in the left-hand panel of Fig.
3.8(c). This simulation-derived distribution generates the anisotropy and MSD vs. time
delay shown in the black dashed curves in Fig. 3.10(a) and (b), respectively. We find, how-
ever, that any sufficiently broad distribution produces similar kinetics, as the results using
the σα = 90◦ Gaussian distribution (yellow curve) match almost identically the results using
the molecular dynamics simulations. A slight offset in the anisotropy of these curves in Fig.
3.10(a) evidences a very slight difference in the intrinsic anisotropy of these populations.
Thus, the orientation distribution used is not a unique solution to fit the experimental data,
but rather a limit in which the orientations are distributed broadly, and our model is thereby
constrained to this limit by the prediction of molecular simulation.

Site energetic disorder similarly slows the exciton mobility over time, as excitons accumu-
late in the lowest-energy sites, often separated spatially from one another, similar to effects
reported previously in other site-energetically disordered systems.25,26 From the simulation,
we also predict a spectral red shift as the excitations “cool” while exploring the energetic
landscape. In the simulation, we parameterized the site energy disorder the ratio of the
(inhomogeneous) width of the ensemble’s energy distribution to the intrinsic width of each
individual site, σih/σint, where the values are constrained by the width of the measured ab-
sorption peak. Parameterization of the site energies has been used previously in the group
for study of exciton migration in conjugated polymer films,100 and has been reported else-
where in similar kinetic Monte Carlo models that inspired this work.92 A modest amount of
site energy disorder, σih/σint=0.9, produces a redshift of 0.04 eV that agrees with that seen
in the TRES data, as shown by the overlap of the simulated spectrum (dotted red curve)
and the early-time fluorescence of the biomimetic LHC (solid blue curve) in Fig. 3.3(b). In
Fig. 3.10(d), the equilibrium exciton diffusivity decreases from 1.9 hops2/ps with no site en-
ergetic disorder (blue curve) to 0.35 hops2/ps (yellow curve / faint dotted line) when σih/σint

is increased to 0.9–the ratio ultimately deduced to best match the experimental data. This
effect is primarily evidenced in the later decades of the anisotropy decay in Fig. 3.10(c),
causing a progressively longer tail to appear as site energy disorder is increased relative
to the exponential decay expected in the absence of disorder. If the only contributions to
disorder were orientational and this modest contribution from site energies, however, the
model could not mimic the long tail of the experimental anisotropy decay. In fact, to fit
this data by increasing the site energy disorder alone would require σih/σint=4. In order
to simultaneously model the TAA decay and the TRES data, another source of disorder is
required—hence the addition of randomly uncoupled chromophores.

The introduction of uncoupled chromophores slows the overall exciton mobility consid-
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erably, and greatly stretches the late-time anisotropy decay. Uncoupled chromophores, i.e.,
sites to and from which the rate of energy transfer is greatly diminished, are introduced
to the simulation phenomenologically to account for the singly-labeled-like fluorescence and
long-time anisotropy observed in the experimental data. With the above mentioned orienta-
tional disorder constrained to the highly random limit and site energy disorder constrained
by the magnitude of the redshift observed in TRES, we find that uncoupling 15% of the
chromophores results in an excellent fit to the TAA data. As seen in Fig. 3.10(f), when
increasing this coupling disorder from 0% to the 15% used in the best fit to the experimental
data, the equilibrium excitation diffusivity decreases from 1.9 hops2/ps to 0.31 hops2/ps. The
exciton mobility is reduced due to the barrier-like nature of these uncoupled chromophores,
which effectively introduce gaps in the ring of sites. In addition, the subpopulation of ex-
citations that are initialized on one of these isolated chromophores remains locked in said
state, meaning this subpopulation remains highly polarized for much longer, which greatly
slows the late time anisotropy decay. This phenomenon is best demonstrated by comparing
the coupling and site energy disorder. Despite a similar impact on exciton mobility, i.e., the
vertical offset in the diffusion regime for the highest amounts of disorder (yellow curves) in
Fig. 3.10(d) and (f), the effect of coupling disorder seen in Fig. 3.10(e) on the anisotropy is
highly substantial, with an elevated tail stretching into the 100s of picoseconds, compared
to the modest impact of site energetic disorder on anisotropy in Fig. 3.10(c).

3.4 Impacts of disorder on excitation migration in

artificial cpTMV LHCs

Overall, we find from our model that static disorder has the effect of “stretching” out the
relaxation of the biomimetic LHC system (and the associated anisotropy decay) across several
decades in time from an exponential form, in the case of no disorder, to that which is
observed in the TAA data. Our simulations allow us to study this effect in detail, in silico.
They show that exciton migration in the presence of all types of disorder equilibrates to
ordinary diffusion after a period of a few hundred picoseconds, albeit with a lower diffusion
constant than the perfectly ordered case. As demonstrated in Fig. 3.7(d), the time at which
regular diffusion is adopted corresponds to the time at which, on average, all excitations
have explored their entire ring, i.e., MSD = (17 hops)2 (dotted horizontal line). Thus, this
behavior is associated with an equilibration as excitons explore the entirety of the system
and its associated disorder, a phenomenon also observed in a linear system by Ahn et.
al.92 This slowing of exciton mobility following excitation manifests in the anisotropy as an
elongation of the model’s decay (solid curve) in later decades, Fig. 3.7(c), as average exciton
migration in the equilibrium state is strictly slower than the initial condition. Effectively,
long-range migration is dominated by the slowest transfer steps, whether resulting from a pair
of poorly-aligned TDMs, a site that is low in energy relative to its neighbors, or an uncoupled
chromophore. This effect is well-illustrated in the rightmost simulation trajectory in Fig.
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3.7(b), where despite fast inter-site hopping, the trajectory shows the excitation remaining
in limited subsections of the ring for long periods of time, only rarely hopping between these
subsections, such as near 100, 500, and 900 ps. Closer inspection reveals the barriers between
wells in this case to be both high-energy sites (colored yellow) and uncoupled chromophores
(translucent spires). In contrast, the leftmost example in Fig. 3.7(b) shows a trajectory on
a ring in which site energy disorder is low (all site energies are close to the mean energy,
indicated by a common plum color of the trajectory trace) and there is only one uncoupled
chromophore. Indeed, on this ring the excitation travels more freely, with only two noticeable
exceptions: one clearly due to the uncoupled chromophore, and also a second, more subtle
orientational barrier due to the TDM seven sites counterclockwise to the first, which is
nearly orthogonal to both its neighbors, corresponding to κ2 values near 0. Simulations of
rings of chromophores with fewer sites, with all else being equal, illustrate that this effect
is dependent on the number of sites in a ring. A system with fewer sites recovers diffusive
behavior earlier and at a higher final equilibrium diffusivity, as seen by comparing the late-
time diffusivities between a 9-membered ring (blue) and a 17-membered ring (magenta) in
the MSD vs time plots in Fig. 3.7(e). Based on this observation, we hypothesize that
incoherent intra-complex energy transfer in circular light-harvesting complexes with fewer
sites is more robust to disorder in general, compared to larger complexes. This principle could
help to explain the design of the bacterial antenna complexes, as LH2 displays only nine-fold
rotational symmetry,91 and in low-light or low-temperature conditions some purple bacteria
instead produce LH4, an eightfold-symmetric structure. Excitonic coupling and coherent
transport do occur in these complexes, but nevertheless this principle could apply to any
steps involving incoherent transport. Including inter-complex energy transfer would diminish
this effect, as it opens the collection of accessible sites beyond the closed, periodic system
of our model. Nevertheless, when complex-to-complex transfer is rate-limiting, efficient
diffusion around a closed ring would be important for encountering exit sites.

The most straightforward demonstration of the slowing mobility occurs due to static site
energy disorder, as the site energy is not directly correlated with the TDM orientation distri-
bution as compared to the other two sources of disorder. A disordered energy environment
intuitively results in the emergence of energy “wells,” i.e., low-energy sites, out of which
energy transfer is slower because it is more likely to be uphill. The population begins with
the same average spectral overlap as a system with no site energetic disorder and thus similar
exciton mobility. As the excitons explore their chromophore rings, however, they tend to
become trapped in these low-energy sites, adopting an equilibrium Boltzmann distribution,
and decreasing the spectral overlap and, correspondingly, the mobility, until equilibrium is
reached. Thus increasing site energetic disorder does not affect the early-time anisotropy de-
cay, but does stretch the late-time decay. Site energetic disorder additionally can be revealed
spectrally from the red-shifted component in the TRES measurements. Since the magnitude
of the TRES redshift is determined by the extent of energy disorder, we constrain the latter
to a value of 0.04 eV, corresponding to σih/σint = 0.9, to recapitulate the experimental red-
shift. A limitation of our model, however, is the assumption that site energy is independent
of chromophore orientation. Since interaction with the protein surface can certainly impact
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electronic configuration, this is an approximation. In the case of strong interaction between
chromophore and protein,101 this assumption would likely not hold and would require more
detailed rate calculations, which would greatly increase the complexity. Yet, this zeroth-
order approximation appears valid in our case, as evidenced by the very modest differences
between the steady-state spectra of free chromophore and singly-labeled control complexes.

3.4.1 Untangling energy transport effects from anisotropy decays
requires care

We demonstrate that more care must be taken when associating TAA data with energy
transfer when there is high static TDM orientational disorder in the experimental system,
as the TDM orientation is itself associated with the anisotropy signal. We find a high degree
of static orientational disorder exists in the surface-bound chromophores, as predicted by
molecular dynamics simulations. Despite the rigidity of the linker holding the chromophores
steady on nanosecond timescales, which we have shown previously to be important for ex-
tending the chromophore’s initially hot vibrational excited state,48 there is a high degree of
orientational disorder that is static on the time scale of the electronic dynamics. This disor-
der is necessary in the simulations to recapitulate the early-time anisotropy decay, which, as
seen in the highly disordered case (yellow curve) of Fig. 3.10(a), occurs super-exponentially,
i.e., faster than the exponential decay of the perfectly ordered case (blue curve), due to the
high degree of depolarization associated with a single hop In particular, in this case of high
static orientational disorder, there is an increase in the rate of early-time anisotropy decay
relative to a perfectly ordered system, due to increased depolarization with each site-to-site
hop. Nevertheless, static orientational disorder leads to a similar decrease in exciton diffusiv-
ity over time as is observed with energetic disorder. This relationship may be less intuitive
for orientation disorder than for energetic disorder, as the symmetry of the κ2 term in the
FRET rate between two chromophores implies that it is symmetric in the forward and re-
verse directions, precluding “trapping” on an individual site. As a result of the orientational
disorder, however, there emerge groups of consecutive sites with favorable dipole orienta-
tion, and the (relatively) low κ2 at the boundaries of these groups has a trapping effect on
excitations which enter these “wells.” Indeed, over a population with a highly disordered
Gaussian TDM orientational probability distribution of width σα = 90◦, the average of the
minimum κ2 between neighbors on each ring is 2% of the average of all such κ2 values. So,
as excitations migrate and explore the orientational space, over time they tend to spend
more time trapped in these subsections of the ring rather than freely diffusing, which limits
the long-range mobility of excitations. Once the excitations have fully explored the space,
however, we recover diffusive transport limited by the relatively slow well-to-well hopping
rather than the faster site-to-site transfer. Again in the σα = 90◦ case, the final diffusivity
is 23% that of the long-time diffusivity obtained for σα = 0◦. In comparison, natural LHCs
precisely control the orientations of their chromophores through steric effects and hydrogen
bonding with specifically placed residues; we believe this fine control over orientation is nec-
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essary for efficient long-range energy transfer. This reflects what Sarovar and Whaley have
studied in detail – that control over orientation is essential to optimize energy transfer in
the presence of disorder in such LHCs.102

3.4.2 Uncoupled chromophores present barriers to long-range
energy transport

The lack of configurational control of the chromophores, i.e., their physical configuration
relative to the protein, in this system is what we hypothesize to be the source of disor-
der in the degree of coupling between chromophores, which similarly impacts long-range
energy transport by producing barriers to transport. The introduction of this disorder to
our model is justified phenomenologically. First, it captures the singly-labeled-like fluo-
rescence component observed in the fully-labeled LHCs. Second, the long-lived anisotropy
cannot be accounted for by orientational and energetic disorder alone. The subpopulation
of initially-excited chromophores that are poorly coupled to the majority of others would
fluoresce identically to the singly-labeled controls, and would remain highly anisotropic over
the course of the TAA measurement. A lack of control over the position of the chromophore
could manifest this disorder, leading some chromophores to adopt positions sufficiently far
from the others to greatly reduce FRET coupling due to the 1/R6 dependence. For example,
as shown in Fig. 3.1(a), chromophores configured anomalously to reside near the pore of the
protein ring would be approximately 1.5× the distance from their neighbors as those residing
far from the pore. Adopting a configuration which places more protein between the chro-
mophores would further reduce the FRET coupling due to protein’s typically higher index
of refraction compared to water (1.66 versus 1.33) and the 1/η4 dependence of the FRET
rate. In terms of energy transfer, the effect of these uncoupled chromophores is similar to
that of orientational disorder, effectively dividing the ring into wells. Escaping such a well
requires bypassing an uncoupled chromophore via next-nearest-neighbor hopping.

Thus far, our model suggests an encouraging capacity for remarkably fast site-to-site
energy transfer in the synthetic LHC, but that it is limited in range due to ensemble disorder.
This fast hopping rate, averaging 1.6 ps-1, is due to the 1.5 nm site-to-site separation, which
places the chromophores (with an average R0 of 6.5 nm) close enough together to allow
FRET efficiencies in excess of 99%. Viewed in isolation, this site-to-site rate is in fact
faster than the incoherent hopping rate of 0.67 ps-1 reported between B800 molecules in
antenna complexes of Rhodobacter acidophila,85 demonstrating the strong potential of the
synthetic LHC (though slower than the coherent energy transfer rate of >13 ps-1 in the B850
aggregate). As counterpoints, as can be seen in Fig. 3.7(c), these hops occur on limited
subsets of the ring due to barriers presented by static disorder, and a well-known side effect
of placing chromophores close together without the benefit of photosynthesis’ billions of years
of pigment-protein complex evolution is nonradiative contact quenching. Indeed, we observe
signatures attributable to moderate quenching in both transient absorption and fluorescence,
seen as an increase in the rate of signal decay relative to the singly-labeled controls. In
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singly-labeled controls, the TA signal decays with a slow component of 1.8 ns, while in the
fully-labeled LHCs we observe a multiexponential decay with two slow components of 97
ps and 870 ps, as listed in Table 3.1. In natural light harvesting systems, it is not fully
understood how such quenching is avoided. In such systems, however, chromophores are
most commonly found in pockets within the protein, not covalently linked to the surface. In
our biomimetic LHCs, then, it appears the same lesser control over chromophore orientation
and position that impacts long-range exciton migration could also play a role in allowing
this aggregation and subsequent quenching to occur.

3.5 Outlook and future prospects for cpTMV LHCs

Regardless, our findings suggest that protein scaffolds such as cpTMV, combined with judi-
cious chromophore conjugation, are promising systems for both studying and imitating the
efficiency of energy transfer in LHCs. In this study we have demonstrated energy transfer
in a modular biomimetic LHC with inter-chromophore energy transfer rates slower than but
comparable to natural systems and used kinetic Monte Carlo simulations to describe the key
sources of disorder affecting energy transfer in this system. Through the modularity of the
system, these key sources of disorder that must be controlled to optimize energy transfer
in biomimetic LHCs are: site energy, chromophore orientation, and chromophore coupling.
While we showed previously that rigid linkers are capable of slowing vibrational relaxation,
which can contribute to improved energy transfer, this study demonstrates that control over
the specific chromophore orientation and configuration relative to the protein & to other
chromophores remains critical to optimize exciton migration. In particular, fine control over
the configuration of chromophores, as occurs in natural systems, will be necessary to pre-
vent the poorly-coupled chromophores that we identified have to hinder exciton migration.
Furthermore, we uncovered a potential design principle to ensure robustness to disorder in
systems relying on exciton diffusion on a discrete periodic lattice, as in purple bacteria. We
find that a smaller period (number of sites on a ring) allows the photoexcitation to equili-
brate more rapidly in the presence of disorder, reducing the impact of disorder on long-range
energy transfer.

Based on the above findings, one could evaluate and improve the energy transfer perfor-
mance of model light-harvesting complexes. First, the significant role of static disorder in af-
fecting long-range energy transport points to the need to develop biomimetic LHC strategies
beyond restricting chromophore motion and focused on specifically and repeatedly orienting
chromophores in the biomimetic LHC structure. For instance, placing chromophores inside
a protein cavity might soon become possible by breaking the C2 symmetry of a disk-like
structure like the one employed here. This type of advance would enable investigation of
systems more closely resembling natural LHCs. Second, the extensibility of biomimetic LHCs
across many scales of organization, from individual chromophore-protein systems, to fully-
labeled isolated LHCs, to supercomplexes of LHCs arrayed in films or rod geometries, will
continue to enable the study of interactions involved in long-ranged light harvesting through
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a bottom-up approach. For example, coupling biomimetic LHCs together asymmetrically,
allowing for the creation of supercomplexes of different types of disks (e.g., “donor” and “ac-
ceptor” disks), might further mirror the membrane-bound systems found in light-harvesting
bacteria. Furthermore, combining TAA and TRES with new techniques, such as transient
microscopy, should allow energy transfer in such super-complexes to be tracked directly in
space, building a ground-up picture of efficient energy transfer in LHCs and heterogeneous
systems more broadly and over more scales than is possible with time-resolved spectroscopy
alone.
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Chapter 4

Implementing ultrafast stroboSCAT
for spatiotemporally resolving energy
migration in LHCs

With the understanding gained from studying intra-protein energy transfer in our model
LHC, we next aimed to better understand long-range, inter-protein energy transfer in natu-
ral LHCs, as will be detailed in Chapter 5. In order to do so, we required a technique capable
of spatiotemporally resolving photogenerated excitations in natural photosynthetic systems
on picosecond time scales and with nanometer sensitivity. In this chapter, we detail the
implementation of such a technique by extension of a time-resolved scattering microscopy to
picosecond time resolution. In Section 4.1, we introduce the principles behind this micro-
scopic technique, then in Section 4.2 we detail the improvements made to our apparatus to
increase time resolution to below 1 ps. Finally, in Section 4.3, we explore the effects of carrier-
carrier scattering on charge carrier diffusion in silicon, leveraging this newly improved time
resolution, and we report a notable artifact in these spatiotemporal measurements caused
by the different diffraction-limited diameters of the pump and probe laser pulses that must
be considered when analyzing the data.

4.1 Introduction to iSCAT and stroboSCAT

Stroboscopic interferometric scattering microscopy,58 stroboSCAT, is a time-resolved exten-
sion of interferometric scattering microscopy developed in the Ginsberg group that is used
to image, in real space, the time-evolution of photogenerated energy carriers following ex-
citation of a diffraction-limited volume by a focused laser pulse. The technique has been
described in detail previously,58 but for completeness a brief description of the principles of
stroboSCAT is included herein.
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4.1.1 Interferometric Scattering Microscopy, AKA iSCAT

Underlying the technique of stroboSCAT is interferometric scattering microscopy, or iSCAT.
iSCAT is a powerful technique for imaging nano-objects, such as nanocrystals or single
proteins. It employs a homodyne detection scheme that relies on interference between light
scattered by the sample and a reference field, typically generated by transmission or specular
reflection of the incident beam. Due to the near ubiquity of scattering (as compared to, for
example, fluorescence), a major strength of iSCAT is its label-free nature and thus its ability
to probe a wide variety of materials. In widefield reflection-mode iSCAT, i.e., the mode
employed in this work, the measurement is performed in a reflection geometry, with a single
objective used both to condense the beam incident on the sample and collect the scattered
and reflected light. The setup for this configuration is diagrammed in Fig. 4.1(a). First,
a coherent source (translucent red, labeled “Probe beam” in Fig. 4.1(a)) is focused on the
back focal plane of the microscope objective, producing a collimated beam incident on the
sample, which is the plane wave incident field Ei. The light reflected off of the substrate-
sample interface forms the reflected field Er, also translucent red in a plane wave, which
constitutes the reference field for the interferometric measurement. Meanwhile, some of the
light transmitted beyond the substrate-sample interface is scattered by the sample, resulting
in a scattered field Es, depicted as a green translucent field in Fig. 4.1(a). The scattered
and reflected fields are collected by the objective, then focused by an imaging lens to form
an image plane at the camera.

At the camera, the scattered and reflected fields interfere to form the detected image.
The detected intensity Idet is given by the expression:

Idet ∝ |Er +Es|2 = |Er|2 + |Es|2 + 2ErEs cosϕ, (4.1)

where Er and Es are the scalar amplitudes of the reflected and scattered fields, respectively,
and −π ≤ ϕ ≤ π is the phase difference between the two fields, depicted on the left hand
side of Fig. 4.1(a). A typical iSCAT image can be seen in Fig. 4.1(b). The phase can be
broken down further into three components, given by the following:

ϕ = ϕGuoy + ϕz + ϕ′
scat (4.2)

where ϕGuoy is the Guoy phase shift, ϕz is the phase shift due to propagation, and ϕscat is
the scattering phase shift. The Guoy phase shift ϕGuoy is a property of the imaging system
which arises due to the different beam waists in the paths of the reflected and scattered
light, but for the purpose of this work it can be regarded as constant. The phase shift due
to propagation ϕz is a result of the scatterer being displaced along the optical axis relative
to the reference; it can be calculated by relating the additional round-trip distance relative
to the reference beam (2z) to the wavelength of the light in the sample medium λ/n, where
n is the real refractive index of the sample:

ϕz =
4πnz

λ
. (4.3)



CHAPTER 4. IMPLEMENTING ULTRAFAST STROBOSCAT FOR
SPATIOTEMPORALLY RESOLVING ENERGY MIGRATION IN LHCS 52

Figure 4.1: A diagram of the principles of iSCAT and stroboSCAT. (a) Diagram of iSCAT
microscope, showing incident and reflected field (red) and scattered field (green) and (b)
iSCAT measurement of dust motes on a slide as a demonstration. (c) stroboSCAT diagram,
with same coloring as iSCAT diagram but with added pump beam (blue striped), and (d)
schematic representation of differential measurement taken during stroboSCAT.
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While this depth-dependence is a great strength of iSCAT and has led to many interesting
results such as three dimensional tracking of charge carriers in polycrystalline perovskites59

or protein and virus motion on the nanoscale,103,104 the bulk of the information of interest for
time-resolved iSCAT experiments is a result of the scattering phase shift ϕscat. This phase
shift is caused by the scatterer’s response to the incident electric field, which depends on
its complex refractive index. Far from any optical resonances, the scattering phase is small
but nonzero, with its sign dependent on the incident field’s frequency relative to nearby
resonances.

As will be demonstrated further on, while the scattering phase shift is small far from
resonance, where stroboSCAT measurements are typically probed, it nonetheless produces
an effect sufficiently strong to perform these measurements on a wide variety of materials.
The key to understanding this high sensitivity, one of the key strengths of iSCAT, is in the
linear dependence on the scattering field amplitude Es in the cross term of Equation 4.1.
For a spherical nano-object (smaller than the wavelength of the probe), the strength of the
scattered field is proportional to the volume of the nano-object, and thus decreases by the
cube of the radius.104 In order to isolate the signal from a small scatterer, it is necessary to
remove the large contribution from reflected light, |Er|2. Typically for conventional iSCAT
measurements, this involves measuring the reflected field without sample present,105 or per-
forming frame-to-frame subtractions to extract the accumulation of sample at the surface
over time.106 This reflected field, however, is typically orders of magnitude stronger than
the field scattered by a nano-object. Thus the squared dependence on the field strength
in the direct measurement of the scattered field, as might be measured in darkfield mi-
croscopy, makes |Es|2 vanishingly small and easily lost to noise. The iSCAT contrast C is
given by considering the signal detected with (Id) and without (Ir) the scatterer present,104

and, due to the dominance of the linear cross-term over the square scattered field term, is
well-approximated by:

C =
Id − Ir

Ir
≈ 2

Es

Er

cosϕ (4.4)

Thus the interferometric cross term, with its linear dependence on the scattered field strength,
is key to the ability to image small scatterers with this technique.

4.1.2 Stroboscopic iSCAT, AKA stroboSCAT

Stroboscopic iSCAT, or stroboSCAT, is a time-resolved extension of iSCAT developed in the
Ginsberg group that leverages its sensitivity and label-free nature to directly probe popu-
lations of a wide variety of photogenerated energy carriers as they evolve in time following
photoexcitation. In stroboSCAT, the continuous-wave probe beam is replaced by a pulsed
laser source, and a pulsed, colinear pump beam is introduced, shown as a blue striped field
in Fig. 4.1(c). Whereas the probe beam is focused onto the back focal plane of the objective,
the pump beam is collimated as it enters the objective. Thus, the objective focuses the pump
beam to a diffraction-limited spot at the sample plane.
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The measurement proceeds in a pump-probe configuration. When a focused pump pulse
is incident on the sample, it generates a volume of energy carriers a few hundred nanometers
in diameter. Some time delay t later, the widefield probe pulse arrives and is used to
collect an iSCAT image of the sample around this volume of excited carriers, which could be
excitons or free electrons and holes. This iSCAT image is the “pump-on” measurement Ion.
The pump pulse passes through an optical chopper that is synced to half the repetition rate
νrep of the camera, such that with every other exposure, the pump is blocked and the probe
pulse images the sample in the ground state instead. This iSCAT image is the “pump-off”
measurement Ioff. The stroboSCAT signal is then the difference between these consecutive
pump-on and pump-off iSCAT images, termed ∆R/R, as follows:

∆R

R
(t) =

Ion(t)− Ioff(t)

Ioff(t)
(4.5)

A schematic representation of this calculation is shown in Fig. 4.1(d) to demonstrate a typi-
cal stroboSCAT measurement at some positive time t. This subtraction effectively performs
the same task of removing the reflected field in a traditional iSCAT measurement. Rather
than isolating the signal due to a small scatterer such as a single protein, however, the
subtraction isolates the signal due to the small volume of energy carriers. These energy car-
riers locally modify the optical polarizability of the sample, and thus its scattering response,
which is ultimately what gives rise to the contrast observed in stroboSCAT. Crucially, this
effect is essentially ubiquitous for any type of excitation, from free carriers and excitons,58,59

to exciton-polaritons and phonon-polaritons,107,108 to sound waves, and even to heat,63 to
combinations of these types,61 and to more exotic quasiparticles,109 which gives stroboSCAT
its wide applicability to a variety of samples.

By varying the time delay t between the pulses, a series of these differential images are
collected at different time delays in order to build up a “movie” of the energy carriers’ evolu-
tion following excitation by the pump pulse. A more complete description of the procedure
for taking a stroboSCAT measurement is found below in Section 4.2.5.

4.2 Improving the time resolution of stroboSCAT

In order to apply stroboSCAT to photosynthetic systems, it was necessary to make upgrades
to the stroboSCAT system. A main limitation in the original stroboSCAT configuration was
the time resolution. To overcome this limitation, major upgrades were implemented in order
to couple in an ultrafast laser source, resulting in an increase in time resolution by more
than two orders of magnitude. These upgrades were made alongside fellow Ginsberg lab
members Dr. Rongfeng Yuan and Dr. Stephanie Hart, with the help of Dr. Hannah Weaver
whose graduate work centered on the development and use of the original stroboSCAT
system.110 The resulting setup is modular, allowing the choice between ultrafast pumping
and probing via either of two noncollinear optical parametric amplifiers to capture various
electronic excitations or diode laser-based measurements with lower time resolution but
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higher dynamic range helpful to study heat transport. Improvements to the optical path to
allow higher repeatability in alignment and greater image quality, as well as updates to the
LabVIEW acquisition software, resulted in overall improvement to the data quality in all
imaging modes. Details of each of these upgrades are explored below.

4.2.1 The original diode laser setup: high dynamic range,
limited temporal resolution

When the project of imaging photosynthetic systems in this apparatus began, the stro-
boSCAT microscope remained in much the same configuration as when it had first been
built. This compact setup relied on two single-wavelength pulsed diode lasers (PicoQuant,
LDH Series) as the pump and probe sources, with the time delay, pump modulation, and
camera triggering controlled via a Sepia 828 picosecond diode laser (PDL) driver (Pico-
Quant).

This setup is diagrammed in Fig. 4.2(a). In brief, the pump beam is passed through a
spatial filter, which consists of a pair of lenses (a telescope) with a narrow pinhole placed
at the focal (Fourier) plane. The telescope expands the beam to the appropriate size to fill
the back aperture of the objective, while the pinhole placed in the Fourier plane removes all
spatial components except the lowest frequency, approximately Gaussian spatial mode. The
probe beam is similarly passed through a spatial filter to achieve a clean Gaussian mode,
and then through the widefield lens, which focuses the beam onto the back focal plane of the
objective. Following the widefield lens, the pump and probe beams are brought into coaxial
alignment by a dichroic mirror. Underneath the home-built sample stage,59 as diagrammed
in Fig. 4.3, a 50/50 beamsplitter reflects the pump and probe into the objective, and the
reflected and scattered fields then pass back through the objective and transmit through the
beamsplitter. The final lens, the imaging lens, has the same focal length as the widefield
lens and is placed at the same distance from the objective as the imaging lens, which focuses
the iSCAT image onto the camera. A spectral filter is placed before the camera to block the
pump beam.

In this setup, all of the timing is controlled electronically via the Sepia 828 PDL driver,
as shown in Fig. 4.2(b). The driver is configured to pulse the pump and probe lasers at
a desired repetition rate (up to 40 MHz), with measurements typically performed at 2 to
4 MHz. The driver also controls the time delay t by applying a signal delay to the probe
triggering signal relative to the pump. In addition, the driver emulates optical chopping
by amplitude-modulating the pump triggering with a square-wave of frequency νchop. The
camera acquisition is then triggered off of a pulse-wave synchronization signal generated
by the PDL driver at a frequency of 2νchop, such that every exposure alternates between
pump-on and pump-off. The frequency νchop is limited by the acquisition frame rate of the
camera, which for a typical 192×192 region of interest, is around 690 Hz. In order to ensure
sufficient time for readout between exposures, a slightly slower camera triggering rate of 660
Hz is typically used. Thus the typical pump modulation frequency νchop is 330 Hz. Because
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Figure 4.2: Schematic diagram of original diode laser-based stroboSCAT setup. (a) Sim-
plified beam diagram of diode laser-based stroboSCAT microscope, with (b) schematic of
timing signals and camera acquisition (times not to scale).
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Figure 4.3: Diagram of homebuilt 3-axis microscope stage used in stroboSCAT. Scattered
field, shown in magenta, contains both iSCAT scattered signal and scattered pump signal
until pump light is filtered by spectral filter placed before camera (see λF in Fig. B.1). Z stage
is a manual/piezoelectric micrometer stage, while x- and y-stages are manual micrometer
stages.

the camera acquisition rate is much slower than the repetition rate of the laser, exposures are
not collected shot-to-shot, and instead many probe pulses are collected and thus averaged for
each exposure. While higher repetition rates are generally preferred for increasing the SNR,
the choice of repetition rate is usually limited by the robustness of the sample, since higher
repetition rates may damage a sample. The excited state lifetime of the sample can also
be a limitation on the acquisition rate, since enough time must elapse between successive
pump pulses to allow the sample to fully return to the ground state (and dissipate heat, if
necessary).

Last, a small amount of the pump beam is “picked off” by a slightly reflective 1 mm
glass window, focused to a small spot by a lens, and sent directly into the camera, typically
placed at one corner of the exposure area. This spot serves as a reference to encode which
frames are pump-on and which are pump-off. When a measurement is taken, a series of
exposures are read off the camera in a single stream, and while the synchronization between
camera and chopper ensures that each frame will alternate between pump-on and pump-off,
the “phase” of this signal is ill-defined, as the first frame in the stream may be either one.
Because stroboSCAT signals may be positive or negative, and may even change from positive
to negative, the sign of the stroboSCAT signal cannot be used to “phase-lock” this signal.
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By directing pump light directly into the camera, a positive “bright” spot will always be
present in the pump-on images, allowing proper phase-locking of the signal to ensure the
differential contrast is always calculated correctly.

This diode laser-based stroboSCAT configuration has several advantages. For one, its
relative compactness reduces the angular degrees of freedom of the optical path, which
increases the microscope stability by reducing the impact of vibrations and temperature
fluctuations. The diode laser sources are stable and reliable, and the wide range of available
wavelengths and ease of swapping out diode sources allows both pumping and probing across
a comfortable range of wavelengths, albeit restricted to a discrete set. The high repetition
rates of these sources allow high SNR measurements in short acquisition times. Finally,
electronic control of the pump-probe delay allows virtually unlimited dynamic range in the
time delay, out to hundreds of nanoseconds,63 with ease. In fact, the delay is limited only by
the amount of time between laser pulses, which is also electronically configurable, allowing
delays out to microseconds or even milliseconds for lower repetition rates.

Despite these many advantages, the diode laser sources present a considerable limitation
due to the laser pulse width, which limits the time resolution of the experiment to about
100 ps, as explained in Section 2.1.2. In order to image the energy carrier expansion at the
earliest steps in photosynthesis, which may proceed as fast as 10-100 ps, it was necessary to
overcome this limitation in temporal resolution imposed by the diode laser sources.

4.2.2 Coupling in the ultrafast laser source

In order to increase the time resolution of the stroboSCAT microscope, it was necessary to
use a laser source with a shorter pulse width than the diode lasers. Thus, an ultrafast laser
source was coupled into the microscope, which required some significant re-configuration and
which introduces additional trade-offs.

To bring the time resolution from hundreds of picoseconds to hundreds of femtoseconds,
the goal was to substitute in a 200 kHz, 1030 nm regenerative amplifier source (Light Conver-
sion, Pharos model) seeding two noncollinear optical parametric amplifiers (NOPA) for the
pump and the probe. One NOPA (Light Conversion, Orpheus-N 2H, also known as “2H”)
is pumped by 515 nm second harmonic generation of the regenerative amplifier fundamental
beam, and acts as a tunable source for light of relatively low photon energy (650 - 900 nm)
but high pulse energies near 1 µJ/pulse. The second NOPA (Light Conversion, Orpheus-N
3H, also known as “3H”) is pumped by 268 nm third harmonic generation of the regenerative
amplifier fundamental, enabling it to access higher energies (520 - 900 nm) but with a lower
power conversion efficiency, limiting pulse energies to around 0.25 µJ/pulse.

The 2H and 3H beams were picked off of their existing paths by the addition of two
mirrors attached to drop-in kinematic mounts, which allows for toggling between their use
in stroboSCAT and in the existing time-resolved super-resolution microscope100,111 on the
same laser table. In the “default” configuration, shown in Fig. 4.4(b), the 3H beam is used
as the pump, and the 2H beam is used as the probe. Furthermore, four additional drop-in
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Figure 4.4: Simplified optics diagram of the three stroboSCAT configurations: (a) Diode
laser stroboSCAT, (b) Ultrafast stroboSCAT with 3H pump and 2H probe, and (c) Ultrafast
stroboSCAT wtih 2H pump and 3H probe. Dashed squares indicate kinematic mirror mounts
for swapping between configurations.
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kinematic mounts were added to the setup to allow swapping the 2H and 3H if a higher
photon energy probe is desired, as shown in Fig. 4.4(c).

In the sub-picosecond domain, electronic control of pump-probe delay is infeasible due
to the limited bandwidth of electronic circuits, and thus optical control of the delay is
necessary. To this end, near the end of the probe path, the beam is sent into an optical
delay stage (Newport Corporation ILS 250 CC) in a double-pass configuration. The beam
is directed into the retroreflector by a square mirror; the parallel reflection returning is then
sent back into the retroreflector by a roofed mirror that jogs the beam vertically, allowing the
reflection out to clear the top of the square mirror and continue down the beam path. This
double-pass configuration doubles the dynamic range of the microscope, allowing 4 × 250
mm total path length extension, equating to 3.33 ns of delay. This does come at the cost
of decreased time resolution; however, with a manufacturer-specified minimum incremental
motion of 1µm, corresponding to 13 fs of delay, this cost is negligible compared to the IRF.
In contrast to ultrafast spectroscopy, the probe is delayed rather than the pump because
in practice it is very difficult to avoid small deviations in the beam propagation direction
as a function of delay stage position. Such deviations in the widefield probe position are
small compared to the large size of the beam at the sample and are largely cancelled out by
the Ion/Ioff differential calculation, while even small deviations in the focused pump position
would cause the signal spot to change position with delay, which would greatly complicate
analysis.

Pump modulation is achieved by use of an optical chopper wheel (Newport Corporation
3502) placed before the pump spatial filter. For timing control of the chopper, the same Sepia
828 driver is used for its high-quality timing electronics. In this configuration, however, the
Sepia is just used to generate the 660 Hz pulse-wave synchronization signal, which is split
and used both to trigger the camera acquisition and as the reference signal for the chopper
controller, which performs the frequency halving internally to reach a chopping frequency
of 330 Hz. The chopper controller also has a configurable phase parameter that sets the
phase of the modulation relative to the reference signal, which is important to ensure that
the chopper and camera are in sync.

After passing the chopper wheel and delay stage, respectively, the pump and probe beams
are both passed through spatial filters as described in Section 4.2.1, in order to clean up the
beam modes and bring the beam sizes to the same size as the diode beams. Last, the beams
were inserted into the same optical path as the diode setup by replacing two existing mirrors
with mirrors on drop-in kinematic mounts. These can be removed to allow the 2H and 3H
beams to enter the microscope, and placed back in to instead use the diode laser beams.
Neutral density (ND) filters are placed in the path of each beam in order to set the pump
and probe fluences as desired.

An important improvement was made by moving the probe spatial filter before the last
two mirrors in the path and adding two additional mirrors directly before the filter (compare
Fig. 4.2(a) and Fig. 4.4(a)). In the original configuration, two mirrors were used to direct the
probe beam through the spatial filter and into the microscope. This required the use of only
two mirrors (a total of four degrees of freedom including pitch and yaw for each) to align the
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beam through the center of two lenses and the two input alignment apertures, for a total
of eight constraints. The inability to align into the spatial filter and into the microscope
independently required imperfect alignment through all four optics, compromising power
throughput and image quality. This would not be a problem, in principle, if the lenses and
the input alignment apertures were all in alignment with one another. In practice, however,
it is not feasible, as the tolerances in pointing demanded by the 25 µm pinhole in the spatial
filter are extremely tight, and even small deviations block any light from passing through.
This simple change greatly improved image quality, increasing CMOS pixel photon counts
by a factor of more than 2.5, by allowing more light to pass through the spatial filter without
compromising alignment into the microscope.

In general, an optical setup can be thought of as a set of constraints (e.g., alignment
targets) with a number of degrees of freedom (e.g., mirror rotations), and the purpose of
aligning the setup is to optimize the path of the laser to fit the constraints by iteratively
adjusting the degrees of freedom. From this point of view, it is important to ensure that
the number of degrees of freedom equals the number of constraints, or else it may not be
possible to satisfy all constraints simultaneously. A countervailing factor in this framework
is that increasing the degrees of freedom of the system tends to decrease the overall stability
in the presence of environmental noise, such as vibrations or thermal drift. The construction
of a stable apparatus thus requires minimization of both the degrees of freedom and the
constraints. Ideally, then, a short optical path length with as few kinematically-mounted
optics as possible would be ideal to ensure the most robust apparatus.

4.2.2.1 LabVIEW integration

Finally, changes had to be made to the custom LabVIEW program that runs the stroboSCAT
microscope. The most significant change required was to replace the electronic delay control
with the optical delay stage. Previous LabVIEW code had been written to control the same
model of optical delay stage, so fortunately many functions could be reused. The delay
stage is controlled via a Newport XPS-C6 Motion Controller / Driver, which communicates
via TCP/IP with the stroboSCAT computer. The Newport XPS Labview library provides
motion control functionality, such as initialization and positioning. Using this library, our
set of custom LabVIEW functions allow the following:

• Absolute and relative positioning of the retroreflector, either in position units (i.e.,
millimeters) or temporal units (i.e., picoseconds)

• A persistent time-zero value that can be set before each measurement

• Programmatic positioning of the delay stage, to allow a scan over several pre-set delays

Several further improvements were made, such as the ability to randomize time delays to
prevent real-time drift (e.g., slow fluctuations in laser power, or lab temperature/mechanical
drift, etc.) from imprinting on the time delays in the measurement. In addition, a custom
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Figure 4.5: StroboSCAT images of thylakoid membrane (a) before and (b) after chang-
ing LabVIEW averaging routine. Callout box shows the individual measurements averaged
together to form the 5 ps time point in (a), demonstrating the issue with averaging the
arithmetic mean (brighter images) and the harmonic mean (darker images, asterisked) in-
terchangeably.

LabVIEW program was written for aligning the system, which allows toggling between full-
field-of-view untriggered mode and a small-ROI triggered mode, with GUI placement of the
stroboSCAT ROI. A suite of ImageJ macros for averaging scans and performing background
subtraction was also written, which allow near-real-time viewing of scan progress, such as
monitoring the SNR, performing peak-fitting analyses mid-scan, and identifying and fixing
issues such as defocusing.

An important improvement was also made to the stroboSCAT LabVIEW program’s
approach to the processing of the Ion/Ioff differential calculation. As described previously
in Section 4.2.1, in a single stroboSCAT measurement, a large number of camera exposures,
alternating pump-on and pump-off, are read off of the camera, and in order to determine
which half are pump-on, a small amount of pump light is focused into one corner of the
exposure region. Originally, the algorithmic workflow proceeded as follows:

1. Collect an array of images of length 2n from the camera, consisting of alternating
pump-on and pump-off frames

2. De-interlace this array of frames into two image arrays of length n: I1 and I2

3. Compute the differential image array ID of length n by dividing I1 by I2 element-wise,
i.e., ID,i = I1,i/I2,i
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4. Compute the average differential contrast ⟨ID⟩ by averaging the differential image

array, i.e., ⟨ID⟩ = 1
n

∑n
i=1

I1,i
I2,i

5. Compare the average values Dr and Db of two ROIs in ⟨ID⟩ containing the reference
beam spot and pure background, respectively:

a) If Dr > Db, this is expected behavior as the reference should always be brighter,
so return ⟨ID⟩, or

b) IfDr < Db, this means the phase was incorrectly matched, so return the reciprocal
of the differential contrast 1

⟨ID⟩ .

This workflow contains a flaw, however, in the final step. The value we wish to compute is
the arithmetic average of the frame-to-frame differential contrasts:〈

Ion
Ioff

〉
=

1

n

n∑
i=1

Ion,i
Ioff,i

. (4.6)

Yet, because the average is taken before the algorithm decides whether or not I1 corresponds
to Ion or Ioff (and vice versa for I2), what is returned in case (b) of Step 5 is in fact the
following:

n∑n
i=1

Ioff,i
Ion,i

, (4.7)

which is the harmonic mean (the reciprocal of the mean of the reciprocals, commonly en-
countered in the calculation of reduced mass) of the frame-to-frame differential contrasts.
Both the arithmetic mean and harmonic mean are linearly homogeneous, and thus this error
does not impact the linear response to the differential signal besides adding some unwanted
stochastic variance in the signal amplitude. However, according to the mean inequality
chain,112 for any population of values, the harmonic mean is always less than or equal to the
arithmetic mean, with equality only holding when the population is entirely equal to one.
When the background is not noisy (such as when measuring a smooth piece of silicon), the
background value of Ion

Ioff
is nearly uniformly unity, and the different averaging approaches

result in the same background, presenting no issue. But when the background subtraction
is imperfect, as for a rough and bumpy thylakoid membrane, these quantities differ signifi-
cantly. This situation results in the background artifacts in each measurement changing in
amplitude depending on whether the harmonic or arithmetic mean was taken. The result is
that in the final scan for any time point, obtained from averaging these measurements, the
background amplitude will randomly vary based on what portion was arithmetically versus
harmonically averaged, which makes removal of the background practically impossible. If
background artifacts overlap the signal, the excitation population appears distorted, com-
promising the quantitative analysis of energy transport and other time-dependent properties.
This issue can be seen in the callout box above in Fig. 4.5(a), which shows the individual
measurements to be averaged to obtain the called out stroboSCAT scan. These images show
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that the background features randomly present as dark (marked with red asterisks) or bright
(unmarked), depending on whether the harmonic or arithmetic mean was taken, respectively.
Because the type of mean taken depends on whether the first frame collected was pump-on
or pump-off, which is random, the background of the resulting averaged frame varies wildly
as seen in Fig. 4.5(a). To fix this issue, the routine above was modified by swapping steps
4 and 5, such that the arithmetic mean is always returned. This single change lead to the
improvement shown between Fig. 4.5(a) and (b).

4.2.3 Characterizing time resolution of ultrafast configuration

To characterize the IRF of the newly set-up ultrafast stroboSCAT microscope, the first
measurements were made on a tried and true benchmark sample, a spin-cast film of 6,13-
Bis(triisopropylsilylethynyl) pentacene, or, TIPS pentacene, an organic semiconductor. TIPS
pentacene serves as an excellent benchmark because it has a long-lived excited state, is robust
to laser exposure, and has been characterized extensively previously.59,70,113,114

A film of TIPS pentacene was spin-cast onto a coverslip and solvent-vapor annealed at
60°C, as described previously.59 The sample is placed on the microscope and a crystalline
region is located by inserting a half-wave plate into the probe path and rotating the polariza-
tion of the probe. The iSCAT signal of the crystal will vary between a light and dark state
as the polarization is rotated. The half-wave plate is then rotated to maximize the iSCAT
signal from the crystallite. A stroboSCAT scan was then taken with a pump wavelength
of 540 nm and probe wavelength of 740 nm, with small time steps near time-zero in order
to fully resolve the onset of the signal. Fig. 4.6(a) shows several differential images from
this measurement, where the stroboSCAT signal is visible as a positive feature with a peak
∆R/R of 6× 10−3.

In order to determine the IRF from this measurement, a reconvolution fit is performed.
As explained above, the stroboSCAT signal S(t) is the convolution of the IRF and the
“true” impulsive excited state decay of the sample. In the case of a Gaussian IRF and an
exponential decay, this expression has an analytical solution:

S(t) =
1

2
S0 · e−

(t−t0)
τ · e

σ2

4τ2 ·
(
1 + erf

(
t− t0
σ

− σ

2τ

))
, (4.8)

where S0 is the “true” initial amplitude of the signal, τ is the decay lifetime, σ is the width
(standard deviation) of the IRF, and t0 is the time delay at which the pump and probe
are perfectly overlapped—in the experiment, the experimental delay is calibrated such that
t0 ≈ 0, but the term is included in the fit to account for small deviations from this ideal.
Because the convolution is a linear operator, multiexponential decay will lead to a signal
that is a sum of terms resembling the expression above, with the same IRF parameters σ
and t0 but different amplitudes and lifetimes, i.e., for an N -exponential decay:

S(t) =
N∑
i=1

1

2
S0,i · e−

(t−t0)
τi · e

σ2

4τ2
i ·
(
1 + erf

(
t− t0
σ

− σ

2τi

))
(4.9)
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Figure 4.6: Benchmark stroboSCAT measurement on TIPS pentacene crystal domain, with
pump and probe wavelengths of 540 nm and 740 nm, respectively. (a) Select frames from
stroboSCAT scan showing signal onset and long lifetime, with peak integration region out-
lined in red dotted boxes. (b) Integrated differential signal plotted as a function of time
(red dots) with biexponential reconvolution fit (black curve), and (c) zoom in on data and
fit near time zero showing signal onset and IRF width.
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This equation can thus be used to fit the time evolution of the stroboSCAT signal when it
is able to be represented by a set of exponential decays.

To remove effects due to spatial migration of the photogenerated carriers, the positive
signal in the red dotted boxes in Fig. 4.6(a) is summed, giving the integrated ∆R/R values
as a function of time plotted as red points in Fig. 4.6(b). From this data it is clear that,
following the signal onset, there is a very fast decay within the first 10 ps, followed by a much
slower decay up to 3000 ps. The data were then fitted to a biexponential decay convolved
with a Gaussian IRF, yielding the black curve. The fast decay is fit with a lifetime τfast of
4.7 ps and amplitude of 0.2, while the slow decay is fit with a lifetime τslow of 9.5 ns and
amplitude of 1.1. Already, this benchmark measurement had revealed a decay feature that
was fundamentally unresolvable in the previous iteration of stroboSCAT, demonstrating the
newly unlocked capabilities that we could therefore access.

The IRF that gives rise to the signal onset shown in Fig. 4.6(c), is fit with a width
of 0.72 ps, or a full width at half maximum of 1.7 ps. Thus, we achieved an increase in
time resolution by two orders of magnitude over what had been possible previously. Still,
further improvement could be possible by pulse compression. For the 500-800 nm, 20 nm
bandwidth pulses produced by the 2H and 3H NOPAs, the transform limit for pulse width is
in the 10s of femtoseconds, suggesting theoretical IRF limit of under 100 fs. In stroboSCAT,
the main causes of dispersion are likely the lenses in the spatial filters and the microscope
objective, the two of which likely contribute approximately equally to dispersion, considering
the approximately equal amounts of glass presented by each. Dispersion is also introduced
by the optics in the NOPAs, and the pulses output by the NOPAs are likely not transform-
limited, though this could be fixed by optimizing the prism compressor in each NOPA. While
the lenses could in theory be replaced by parabolic mirrors, the objective is inescapable and
contains several centimeters of glass that both the pump and probe must pass through. In
order to reach the transform limit, then, compressor arms would need to be added to both the
pump and probe paths to pre-chirp the pulses and counteract the dispersion of the objective.
Indeed, our IRF width is comparable to other ultrafast stroboSCAT microscopes that do
not employ pre-compression,115 while more recently others have reported stroboSCAT IRF
widths as low as 129 fs by use of pre-compression via a pair of chirped mirrors.108 Chirped
mirrors would be an ideal approach to compress the pump and probe pulses in this setup due
to the relatively few degrees of freedom a pair of such mirrors would introduce compared to
a prism or grating compressor. While the dynamics of excitations in photosynthetic samples
take place on the scale of few picoseconds or more, such high time resolution is not required;
the option still remains for future improvement of the microscope’s capabilities to measure
even faster phenomena.

4.2.4 Modular setup addresses trade-offs

The new setup allows a high degree of modularity to accommodate a wide variety of measure-
ments. The microscope can now be used in several configurations, to perform an ultrafast
measurement with a higher-energy 3H pump and lower-energy 2H probe, an ultrafast mea-
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surement with a lower-energy 2H pump and higher-energy 3H probe, and a measurement
with the original diode laser pump / diode laser probe configuration, with any combination
of available diode laser sources. It would also be possible to perform the measurement with
mixed sources (e.g., 2H pump and diode laser probe), with the timing of the diode laser
source controlled by triggering it off of the ultrafast laser’s synchronization signal, delayed
by a digital signal delay generator, though a use case for such a configuration has not been
found yet.

This modularity is important to address the various strengths and weaknesses of each
configuration. As noted previously, the diode laser configuration has several advantages,
including few degrees of freedom, high repetition rates up to 40 MHz affording high SNR,
a wide array of available wavelengths spanning near UV to near IR, and electronic delay
control affording virtually unlimited dynamic range out to microseconds or longer. On the
other hand, the diode laser configuration suffers from limited time resolution around 150 ps,
and while the range of available wavelengths is broad, the choices are limited to a discrete
set.

In comparison, the ultrafast configuration benefits from much higher time resolution of
<1 ps across a continuous range of wavelengths between 540-800 nm, but suffers from several
drawbacks. For one, the repetition rate of the regenerative amplifier is 200 kHz, one order
of magnitude below the typical diode laser measurement repetition rate of 2 MHz. Together
with the need to limit the probe power to avoid damaging the objective (see below), this
limits the single-shot SNR significantly in comparison to the diode laser configuration, with
CMOS pixel photon counts typically 10× lower, corresponding to a 1/

√
10 reduction in SNR.

This is compounded by the instability of the ultrafast laser source, which is also much more
sensitive to vibrations due to the long path length, though plans are underway to relocate
the microscope and ameliorate this issue. In addition, the time delay dynamic range of the
ultrafast configuration is limited by the delay line, to a maximum of around 3 ns. This could
be increased by use of a longer delay stage and/or further doubled via a quadruple pass
through the delay stage, though the benefit (3-4 additional nanoseconds of delay) is limited.
In practice, it is much easier to measure long-lived signals using the diode laser configuration
and short-lived ones on the ultrafast, and the two can and have be combined to measure
both ranges on a single sample.

4.2.5 Details of a stroboSCAT measurement

StroboSCAT measurements begin with selection of an appropriate pump and probe source
and wavelength. For diode laser stroboSCAT measurements, this consists of selecting the
appropriate diode laser source, mounting it on the table, and aligning the setup. For ultra-
fast measurements, wavelength selection is performed by internal motorized mounts in the
commercial 2H and 3H NOPAs, and placement of kinematic mounts (see Fig. 4.4(b) and (c))
to decide between each as pump and probe sources.

The objective in stroboSCAT is a 1.4 NA 63× high numerical aperture oil-immersion
objective (Leica, HC PL APO 63×/1.40 OIL CS2). Before mounting the sample, power
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measurements may be taken at the sample position with a large-area microscope slide power
sensor (Thorlabs, S170C), and pump and probe powers are set appropriately, either using
electronic control for diode laser sources or by insertion of ND filters for ultrafast sources.
With the ultrafast sources, additional care must be taken to limit the pulse energies allowed
into the objective to avoid damaging it, due to the high peak field strength of the compressed
pulses. The greatest risk is for the probe pulses, which are focused inside the objective (on
the back focal plane) and thus present the greatest risk for optics damage. The objective has
no manufacturer rating for maximum pulse energy for ultrafast pulses, but we have found
experientially that pulse energies around 50 pJ (and sometimes as high as hundreds of pJ),
as typically used in these measurements, are safe. Due to one tragic incident, it is known
that an unattenuated 2H beam (around 5 nJ/pulse at the sample position) can destroy the
objective, and pulse energies as high as that have since been avoided. The highest pulse
energy we have used since is approximately 150 pJ, measured at 820 nm.

For compatibility with the high NA objective, samples must be prepared on #1.5 cov-
erslips (Thermo-Fisher), and mounted on the objective with a drop of immersion oil. The
sample is lowered until the objective just makes contact with the immersion oil. Then, the
sample-substrate interface is brought into focus. Time-zero, when the pump and probe pulses
exactly overlap, varies on a day-to-day basis due to various factors, such as slight differences
in the exact path of both beams and the number of ND filters inserted into each path. Thus,
time-zero must therefore be calibrated for each measurement by monitoring the differential
signal while dialing in the delay time (either via electronic control or delay stage position)
until the time of signal onset is found. This task is accomplished by beginning at a positive
time delay (1̃0 ps) in order to see signal, then reducing the time delay with coarse (1 ps)
steps until the signal disappears, after which the delay is increased by 0.1 or 0.05 ps steps
until the time delay at which the signal is at approximately 50% of its maximum intensity
is found.

A full stroboSCAT measurement consists of differential measurements at a set of delay
times. At each delay time, a configurable number of alternating pump-on and pump-off
exposures are taken (typically between 3500 and 7000 1.52 ms exposures), de-interlaced,
divided, and averaged to produce a single differential frame. A set of differential frames
for all delay times is referred to as a “scan,” and typically several scans (from as few as 5
to over 100, depending on the differential signal strength and desired SNR) are taken and
averaged together to produce the final measurement. The typical region of interest in a
stroboSCAT measurement is 192 px × 192 px, with the position on the 1920 px × 1200 px
detector set to place the stroboSCAT signal near the ROI center. This ROI size allows a
maximum acquisition rate of around 690 Hz and captures a large enough image to view the
stroboSCAT signal and pump reference spot (which is usually placed in the corner furthest
from the stroboSCAT peak) with enough distance in between to fully separate them. To
remove the pump reference spot, the image is typically cropped after a measurement to
the largest size possible in order to simutaneously remove the pump reference and center
the stroboSCAT spot, resulting in square image sizes typically 80 - 160 px on each side for
analysis and presentation. Last, one scan is always taken with a negative time delay early
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Figure 4.7: Top and side view of “sandwich” sample geometry for silicon measurements.

enough to precede any stroboSCAT signal (e.g., -10 ps, for ultrafast measurements), which
is subtracted from all other time points in the dataset. Typically, we aim for a SNR of
around 20-50 ((peak signal)/(standard deviation of the noise), the convention used to report
SNR hereafter). To generate a dataset of this quality typically takes between 30 minutes to
several hours, depending on the stroboSCAT signal strength.

4.3 Ultrafast investigation of energy flow in silicon

Before applying these new ultrafast stroboSCAT capabilities to photosynethic systems, it
was necessary to test out the changes on a simpler system. Ideally, such a system would be
easy to prepare and well-understood, and it would need to demonstrate some measurable
energy carrier migration on picosecond timescales. Crystalline silicon stood out as an ideal
candidate. Beyond being one of the most widely-used and characterized semiconductors,
silicon had previously been measured with stroboSCAT59,115 as an early demonstration of
the technique’s ability to measure both charge carriers and heat. While TIPS pentacene
serves as an excellent benchmark for the IRF due to its long-lived signal, silicon’s short-
lived and rapidly expanding charge carrier signal, present only in the first few hundreds
of picoseconds, was an ideal target for benchmarking the new capabilities afforded by the
ultrafast laser source.

4.3.1 Sample preparation

P-doped and intrinsic silicon wafers (WaferNet, Inc.) were used in these measurements.
The samples were prepared in a “sandwich” configuration, as shown in Fig. 4.7. A small
(several millimeters across) piece of the silicon wafer was cut with a diamond scribe, and
placed polished-side-down onto a #1.5 coverslip with a thin layer of immersion oil between
the two. This configuration ensures that the light exiting the objective travels only through
index-matched immersion oil and coverslip glass until it reaches the silicon (as seen from
the side view), while allowing repeatable alignment of the sample position thanks to the
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transparent substrate (as shown in the top view), a major benefit over directly mounting an
opaque silicon wafer onto the objective, as was originally done in diode laser measurements.

4.3.2 Spatiotemporal thermometry of silicon - diode laser
measurements

Silicon had been shown previously59 to exhibit a particular signal when probed with diode
laser stroboSCAT—specifically, an initially negative (or “dark”) signal that rapidly expands
and decays gives way to a much longer-lived and slowly expanding positive (or “bright”)
signal. Fig. 4.8 shows a diode laser stroboSCAT measurement of crystalline p-doped silicon
with a 440 nm (2.8 eV) pump that demonstrates this progression most clearly, with the
initial dark signal decaying within 1 ns and the subsequent bright signal lasting beyond 5
ns. The initial dark signal was assigned to excited charge carriers (i.e., electrons and holes),
which are able to rapidly diffuse through the crystal, owing to silicon’s high charge carrier
mobility, and also quickly decay due to recombination. The bright signal is attributable then
to heat generated by this process, which is much slower to diffuse and dissipate. Repeating
this measurement with a 640 nm (1.9 eV) pump supports this assignment. The 440 nm and
640 nm measurements were both performed with a 780 nm probe, with pump fluences of 1.2
J cm-2 and 1.5 J cm-2, respectively, in order to match the carrier densities to approximately
1020 cm-3. As seen in Fig. 4.8(b), pumping closer to the band gap results in less heat being
generated and a fainter bright signal.

We quantify this difference by fitting the peaks at 1 ns (representing the charge carrier
signal) and 5 ns (representing the heat signal) to azimuthally symmetric 2D Gaussians, as
shown in Fig. 4.8(c) and (d), respectively, and by integrating over the volume under the fit
peaks. The results of these fits are shown in Table 4.1.† The integrated peak volume should
be proportional to the total population of energy carriers present; thus, we take the volume of
the 5 ns heat peak (a long enough time delay to ensure no charge carrier signal remains) with
the 440 nm pump to that with the 640 nm pump, and we find a value of 1.9(2). It is important
to integrate the volume under the peaks when comparing total carrier populations, rather
than just comparing the peak value, because initial peak widths differ due to the different
diffraction-limited widths of the two pump laser wavelengths, so peak density may be higher
due to a narrower peak width while the carrier population generated by the pump laser pulse
may be lower. While the pump fluences were selected to approximately match the number
of carriers generated, we can see from Table 4.1 that around 15% more signal is present at
time 0 in the 640 nm pump measurement. We can account for this differing carrier density
by scaling the heat peak volume ratio by this initial charge peak volume ratio, which gives a
corrected ratio of 1.6(2). This is within error of the ratio of the pump photon energies, giving
a good indication that the bright signal is indeed heat. This treatment assumes that all of

†Uncertainties are reported in this work in parenthetical notation, where the number in parentheses
denotes the uncertainty in the least significant digit displayed, with uncertainties reported as one standard
deviation.
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Figure 4.8: Diode laser stroboSCAT measurements (with 780 nm probe) of charge carriers
and heat in p-doped silicon. StroboSCAT images with (a) 440 nm (2.8 eV) pump and (b)
640 nm (1.9 eV) pump with normalized center horizontal linecuts overlaid (white curves)
demonstrate rapidly expanding and decaying dark signal (charge carriers) giving way to
slowly expanding and long-lived bright signal (heat). Azimuthally averaged stroboSCAT
data (dots) and Gaussian fits (curves) for signal at (c) 0 ns, showing charge carrier signal,
and (d) 5 ns, showing heat signal, for 440 nm pump (blue) and 640 nm pump (red).

the deposited energy is converted into heat, which is a safe assumption given that silicon is
an indirect band-gap semiconductor,116 making radiative recombination unlikely.

Using the absorbance, density, and heat capacity of silicon, we can also convert these heat
energies to temperature changes, and find a peak temperature increase of 164 K and 22 K for
the 440 nm pump and 640 nm pump, respectively. Given the SNR of approximately 4 for the
heat signal at 5 ns in the 640 nm measurement,‡ temperature increases as low as 10 or below
10 K should be resolvable in silicon with additional averaging and accepting a reduction in
SNR to 2, and indeed such temperature differences have been observed via stroboSCAT in

‡Signal-to-noise ratios are reported in this work as amplitude/amplitude, i.e., (peak of signal)/(standard
devation of noise)
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0 ns (charge) 5 ns (heat)
440 nm 640 nm 440 nm 640 nm

σ (µm) 0.356(2) 0.498(3) 0.41(2) 0.51(3)
A (10−4 AU) -12.95(8) -7.85(4) 0.124(4) 4.2(2)

Volume (10−4 AUµm2) -10.32(1) -12.22(1) 1.31(8) 0.69(6)

Table 4.1: Results of Gaussian peak fits to diode laser stroboSCAT data shown in Fig. 4.8(c)
and (d), and resulting calculation of integrated peak volumes.

few-layer MoS2.
61 In fact, temperature changes as low as 0.1 K have been observed in MoS2

with diode laser stroboSCAT, which gave a signal near the limit of a ∆R/R of one pixel count
in the 12-bit CMOS well camera (a minimum resolvable change of 1/212), setting a lower
bound for the detectable temperature change with this method.110 This spatiotemporally-
resolved thermometry is a unique and underexplored strength of stroboSCAT, with many
potential applications including in photosynthetic systems, where nonradiative decay path-
ways play an important role in the photoregulation mechanisms of these systems.

Of similar interest, of course, is the initial signal due to charge carriers. Attempting
to quantify the spatial expansion and decay of this signal using stroboSCAT data proved
difficult due to its short-lived nature. Within a few hundreds of picoseconds the signal has
already decayed, and the expansion occurs so fast that much of the interesting behavior
is almost certainly obscured by the IRF. Furthermore, the overlapping and opposing heat
signal makes unambiguous quantification difficult. The best strategy in this case has been
to fit the heat signal evolution at late times after the charge carrier signal has decayed,
then extrapolate back to time-zero to subtract out its effect; however, this requires making
assumptions about how the heat signal behaves at early times. As we will see, the ultrafast
stroboSCAT configuration provides the solution to these issues.

4.3.3 Ultrafast characterization of charge transport in silicon

Following the ultrafast upgrade to the stroboSCAT microscope, measurement of the early-
time charge carrier signal of silicon was selected as a straightforward benchmark measurement
to test out the new capabilities and demonstrate the benefits of higher time resolution. Ul-
trafast stroboSCAT measurements were performed on a polished undoped crystalline silicon
wafer with a 540 nm pump and 740 nm probe. The first of these data can be seen in Fig.
4.9(a), with a pump pulse energy of 220 fJ/pulse, corresponding to an approximate carrier
density of 1.1× 1018 cm−3.

Immediately it is notable looking at the longer time delays in Fig. 4.9(a) and comparing
to the longer time delays in the diode laser data in Fig. 4.8(a) and (b) that the heat signal is
considerably suppressed, if not undetectable. The 540 nm pump is between 440 nm and 640
nm in terms of photon energy, and yet the heat signal present in this measurement is less
than in the 640 nm diode laser data. The reason is not immediately obvious; indeed, these
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Figure 4.9: Ultrafast stroboSCAT measurement of charge carriers in undoped silicon. (a)
stroboSCAT signal in undoped silicon at a carrier density of 1.1 × 1018 cm−3. (b) Mean
squared expansion over time from stroboSCAT measurements at three carrier densities,
and (c) diffusivity versus carrier concentration, comparing this work (colored diamonds) to
previous measurement by Dai et al. (black dots).117

measurements are operated at a lower fluence by approximately two orders of magnitude, yet
the peak charge carrier signal is of the same order of magnitude as that of the diode laser data,
and the heat signal ought to be proportional to this signal. To understand this discrepancy
one must note the very short lifetime of the charge carrier signal. Whereas we are now able
to resolve this decay properly, in the previous measurements the signal was in fact decaying
much faster than the diode laser stroboSCAT IRF. When observing this quickly decaying
signal with the broad IRF of diode laser stroboSCAT, the temporal averaging results in
this short signal being spread out broadly over time, reducing the peak signal much more
significantly than the longer-lived heat signal. This principle is demonstrated in Fig. 4.10,
which shows the computed signal measured for a hypothetical fast-decaying but high-contrast
population (red) and slow-decaying but low contrast population (blue) as the width of the
IRF increases. As seen there, the peak intensity of the short-lived component diminishes
much more rapidly. Thus the middle case is analogous to this ultrafast measurement, while
the bottom case is analogous to the diode laser measurement. With this detail in mind, it’s
clear that in the ultrafast measurement, we are more truly resolving the charge carrier signal,
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Figure 4.10: Comparison of the relative amplitudes of a short-lived (red) and long-lived
(blue) signal as IRF width increases (top to bottom).

which enhances its contrast relative to the heat signal (which we can expect to be around
two orders of magnitude weaker than in the diode laser measurement and thus practically
undetectable). This highlights an added benefit of the new ultrafast capabilities—namely,
the ability to separate short-lived species more effectively from long-lived heat, which has
been a challenge in diode laser stroboSCAT when a clear separation of time scales is lacking.61

Returning to the charge carrier signal, when we fit the expanding Gaussian population,
as shown in the red, we recover a linear mean squared expansion as a function of time, from
which we extract a diffusivity of 9.7 cm2/s. While an impressive figure by most comparisons,
this is lower than the reported diffusivity of 39 cm2/s for electrons in silicon.118 In fact, the
photogenerated population that we observe is not purely electrons, but pairs of electrons and
holes that attract one another. This attraction slows the expansion of the carrier populations,
leading to a lower overall diffusivity, i.e., the ambipolar diffusivity. The ambipolar diffusivity
of such a mixed population is given by the expression:119

Da =
DnDp(n+ p)

Dnn+Dpp
, (4.10)
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where Dn and Dp are the electron and hole diffusivities, respectively, and n and p are
the photogenerated electron and hole concentrations, respectively. The result of this is an
expected ambipolar diffusivity of 19 cm2/s,117 which we can consider the intrinsic diffusivity
of our electron-hole mixture. This still leaves a large discrepancy that can be explained by
carrier-carrier scattering, which in non-negligible at our carrier concentrations. Indeed, as
seen in Fig. 4.9(b), stroboSCAT measurements performed at lower carrier concentrations
of 3.8 × 1017 (yellow) and 1.1 × 1017 (blue) cm-3 demonstrate increasing diffusivity with
decreasing carrier concentration, which is plotted (colored diamonds) alongside Dai et al.’s
transient grating data (black dots),117 showing good agreement. While this quantity has
been measured previously, these previous measurements relied on fitting the transient grating
decay to a model to extract the diffusivity, whereas stroboSCAT is capable of directly imaging
the population evolving over time. This ability to directly probe carrier populations, which
is generally applicable to a broad range of samples, combined with the newly improved time
resolution, allows us to access heretofore inaccessible measurements, and paves the way for
studying photosynthetic systems with stroboSCAT. It does also confirm that stroboSCAT
measures ambipolar diffusivities, which must be taken into account when comparing to other
transport measurements, such as field-effect transistor-based or Hall-based bulk probes.120

4.3.4 Limitations in resolving early-time expansion due to point
spread function

One aspect of note in the mean squared expansion of charge carriers in silicon as shown in
Fig. 4.9(c) is the behavior observed in the first 25 ps, where at all three carrier densities the
rate of the expansion appears be reduced relative to that observed at longer time delays,
giving a concave-up appearance. To further understand the cause of this upward concavity,
an additional set of measurements were taken with the same pump and probe energies
(540 nm pump, 740 nm probe) but with finer time steps near time-zero. As seen in Fig.
4.11(a), while the same trend of increasing diffusivity with decreasing charge carrier density
is demonstrated beginning at 20 ps, prior to that there is a period of time just following
excitation when all datasets exhibit an apparent diffusivity of 6.3 cm2/s.

We find that this effect is the result of the choice of pump and probe wavelengths.
Because the pump wavelength is shorter than the probe wavelength, the initial charge carrier
population is sub-diffraction limited with respect to the probe, which obscures the expansion
at short time delays.61 This explanation becomes clear upon inspection of the data itself.
As shown in Fig. 4.11(b), with deliberately heightened positive contrast, a particular ring-
shaped artifact is apparent around the initial spot prior to 20 ps. When azimuthally averaged
and plotted, as in Fig. 4.11(c), it becomes clear both that this artifact decays in the first
17.5 ps (blue-to-green dots) and that the signal does not measurably expand until after 20
ps (yellow-to-red dots). This artifact is the same imaging artifact seen when imaging small
scatterers with iSCAT - namely, it is caused by the point spread function (PSF) of the
microscope. The PSF is the spatial component of the instrument response function that was
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Figure 4.11: Early-time stroboSCAT data on undoped silicon. (a) Mean squared expansion
plots over time for three charge carrier densities in silicon (points), and diffusive fits to
later-time data (17.5 ps onward, dashed curves), as well as “common” diffusivity fit to short
time delays (grey dotted curve). (b) Selected stroboSCAT images from the 7.3×1017 cm-3

series demonstrating the disappearance of the ring-shaped PSF artifact at 20 ps (contrast
heightened for emphasis), and (c) azimuthal averages of same dataset, with two color scales
separating “early” and “late” time domains.



CHAPTER 4. IMPLEMENTING ULTRAFAST STROBOSCAT FOR
SPATIOTEMPORALLY RESOLVING ENERGY MIGRATION IN LHCS 77

discussed in detail in Section 2.1.2. In fact, while the description in Section 2.1.2 focused only
on temporal response of the instrument, in full the IRF of the stroboSCAT microscope is a
four-dimensional function IRF (x, y, z, t) that describes the signal measured for a stimulus
that is perfectly impulsive not only in time but also in x and y (in the focal plane) and z
(above and below the focal plane). For the same reasons described previously, knowing this
IRF allows us to compute the signal we would expect to measure for any spatiotemporal
stimulus by convolving the stimulus with the IRF, as such a stimulus could be “broken
apart” into a linear combination of impulsive stimuli, and their responses summed would
give the expected signal.

We expect the spatial response of the stroboSCAT microscope to be separable from the
temporal response—in other words, the quality of the image does not change as the delay
time between the pump and probe is changed (though the population being imaged may).
In mathematical terms:

IRF (x, y, z, t) = PSF (x, y, z) · IRFt(t), (4.11)

where IRFt(t) is the temporal instrument response described previously (see Equation 2.8
and accompanying explanation in Section 2.1.2). The PSF is then a spatial function in three
dimensions, which for iSCAT has been characterized thoroughly and can be described as the
interference of a plane wave and a spherical wave, collected by the circular aperture of the
objective and propagated through the transfer function of the 4f imaging system via the
Richards-Wolf integral.121,122 The upshot is that at the focus (z = 0) the two-dimensional
PSF comprises a peak with a set of diffraction rings around it, which is how small scatterers
appear in an iSCAT image.

For objects much larger than the diffraction limit, these rings destructively interfere
except at sharp edges, which is the key to understanding the cause of this phenomenon.
In these measurements the pump is at a considerably shorter wavelength than the probe.
The minimum size of the point spread function is limited by the Abbé diffraction limit,
the minimum resolvable distance d between two point sources (or equivalently the smallest
object that can be resolved):

d =
λ

2NA
, (4.12)

where λ is the wavelength of light and NA is the numerical aperture of the objective. By
the Helmholtz reciprocity, this is likewise the smallest size to which a beam of light, i.e.,
the pump, can be focused to by the objective. Putting these together, the 540 nm pump
beam is focused by the objective to a spot that is 540/740 = 73% of the diffraction limit of
the 740 nm probe. As a result, the initial carrier population is itself sub-diffraction limited,
resulting in the ring-shaped artifacts observed in Fig. 4.11(b) and (c). Thus, the initial carrier
expansion is not resolvable by the microscope in this configuration, resulting in the apparent
low diffusivity before 20 ps, this being the time at which the population has expanded above
the size of the 740-nm diffraction limit. And indeed, as can be seen in Fig. 4.11(a), the
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population with the highest diffusivity (blue) “departs” from the initial diffusive line earlier,
around 15 ps, than the population with the lowest diffusivity (red), which does not deviate
until at least 20 ps.

One approach to addressing this issue would be to incorporate a full reconvolution analysis
into the data utilizing the four dimensional IRF, to recapitulate the artifacts observed at
early times and reconstruct the carrier migration underlying it. Recent development of such
an analysis workflow for iSCAT imaging of nano-objects has yielded exciting results such as
three-dimensional localization of nanoparticles on the surface of a giant unilamellar vesicle,122

and more work will be required to develop a similar approach for the stroboSCAT analysis
workflow. Another option exists, however: to swap the pump and probe sources. By probing
at a shorter wavelength than the pump, the initial population will not be sub-diffraction-
limited, and the issue is avoided entirely. In recent work, following a laser service visit to
restore full wavelength range to the 2H and 3H sources, the ability to swap the 2H and 3H
sources was fully operationalized, paving the way for taking this approach. This ability will
evidently be invaluable for studying the very early time behavior of systems while retaining
the ability to probe red of the pump, as experiments require.
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Chapter 5

Quantifying Diffusion and
Exciton-Exciton Annihilation in
Thylakoid Membranes via
stroboSCAT

As has been detailed previously, photosynthesis is a fascinating process that occurs over a
wide range of length scales. In the first steps of photosynthesis, a photon is absorbed by a
chlorophyll or other pigment molecule, and that energy is transferred to a reaction center
containing a special pair of chlorophyll molecules that undergo oxidation,123 i.e., charge sepa-
ration, converting the energy from an electronic excitation to a chemical potential. In plants
and green algae, this first step of energy transport largely involves two protein complexes.
The first is light-harvesting complex II (LHCII), a trimeric protein complex densely packed
with light-absorbing chlorophyll a, chlorophyll b, and carotenoids molecules, which acts as
an antenna to absorb light and transport that energy to the second complex, photosys-
tem II (PSII). PSII is a larger protein complex that, in addition to its own chlorophylls and
carotenoids, contains the aforementioned reaction center as well as subunits for subsequently
performing water splitting and reduction of plastoquinone, which shuttles the chemical po-
tential to the next steps of photosynthesis that ultimately fix the inorganic carbon in CO2

into bioavailable forms such as starch and sugar. LHCII is also found in the so-called PSII
supercomplex,39 consisting of a PSII core complexed with several LHCII trimers and other
minor light harvesting subunits, as well as in discrete units separate from any PSII core
but still active in absorbing sunlight and transferring energy towards nearby PSII supercom-
plexes.9 These transmembrane proteins, along with others involved in photosynthesis, are
embedded in the thylakoid membrane, a structure that separates the aqueous lumen on the
interior of the thylakoid from the exterior aqueous stroma within the chloroplast.

Remarkably, in this heterogeneous, room-temperature, constantly changing, and seem-
ingly disordered environment, this energy transfer process can proceed with near unity quan-
tum efficiency in some conditions, with nearly every absorbed photon reaching a reaction
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center.2 Furthermore, in high light conditions, a variety of regulatory mechanisms, from
quenching of chlorophyll excitations to conformational changes of the thylakoid membrane
structure itself, activate to limit this efficiency and protect the cell from oxidative stress.124

Understanding what factors give rise to this efficiency, and which exact mechanisms are
involved in this regulation (and how they might be modified) is therefore of great interest.

Decades of study of photosynthetic systems have uncovered much about about the nano-
and meso-scale structure-function relationships that give rise to efficient light harvesting
in photosynthesis.34 Much of the work, however, has focused on measuring energy transfer
within individual protein complexes or subunits using novel, often multidimensional spectro-
scopic techniques, or applying theoretical models8,125 to structural models of the protein com-
plexes determined from increasingly precise X-ray and cryo-EM characterization.126–128 Such
studies represent remarkable advances in technical capabilities and have built up a detailed
understanding of energy transport within and, to an extent, between protein complexes.
Spectroscopic studies, whether relying on absorption or, more commonly, fluorescence, are
limited by the need for spectral signatures to differentiate exciton migration between differ-
ent species. While this is somewhat tractable for the various spectrally distinct pigments
within the LHCII and PSII complexes, the long-range energy transfer occurring over multiple
LHCII complexes has no such spectral signature, and thus remains a relatively under-studied
aspect of photosynthetic light harvesting.

With the ultrafast capabilities fully implemented on the stroboSCAT microscope, stro-
boSCAT measurement of energy transport within natural light harvesting membranes have
become possible for the first time. Imaging energy transport in photosynthetic membranes
requires picosecond temporal resolution and sub-micron spatial sensitivity, both of which
can be attained by the newly configured ultrafast stroboSCAT microscope.59 With this new
capability, we aim to explore outstanding questions about the nature of light-harvesting in
photosynthetic membranes. One such question is regarding the role of PSII and the reac-
tion center in the energetic landscape. As excitons migrate through the membrane, to what
degree reaction centers attract or trap them is unclear. Unlike bacterial photosynthetic
systems, there is no strong downhill energy gradient from LHCII to the reaction center in
PSII,2 and yet the high quantum efficiency of energy transfer indicates that excitations are
very successfully transported towards the reaction center. Previous studies of the kinetics of
trapping have utilized time-resolved fluorescence,8,129 which relies on an indirect approach of
kinetic modeling to recapitulate fluorescence decays without true spatial resolution. We aim
to fill this gap in knowledge to support or refute these models by resolving exciton transport
spatiotemporally.

One major open question about the mechanisms that give rise to efficient energy transfer
in thylakoid membranes is the role of the reaction center. Compared to the short-range
energy funnels in cyanobacteria, in green plants the energy landscape is comparably flat.35

Efficient energy transfer could be achieved by a rapid, random walk around the chromophore
network, or if the reaction centers act as attractive traps for excitons.34 stroboSCAT will help
to study this effect, by directly imaging how exciton migration changes when parameters of
the thylakoid membrane are modified. It has been hypothesized that diffusion length is a
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key parameter governing photosynthetic efficiency in plants8,57 and stroboSCAT’s capability
to image diffusion directly will enable further exploration of this hypothesis.

Herein we report the first direct spatiotemporal measurement of excitons in natural thy-
lakoid membranes via stroboSCAT. First, in Section 5.1, we detail the efforts to develop
appropriate sample parameters for our apparatus. Then, in Section 5.2, we report the ef-
fect of chemical closure of the reaction centers on the observed exciton population behavior
and quantify exciton-exciton annihilation occurring in the membrane with a spatiotemporal
model. Finally, in Section 5.3 we explore the feasibility of direct measurement of diffusion
in these samples with our apparatus and provide recommendations for future stroboSCAT
studies on these systems.

5.1 Addressing challenges in preparing biological

samples for stroboSCAT microscopy

Beyond increasing the time resolution of the instrument, there were several challenges associ-
ated with making stroboSCAT measurements on biological samples that had to be overcome
before meaningful results could be acquired. To begin with, there was the question of sam-
ple preparation. Until now, stroboSCAT samples had largely consisted of semiconductor
materials, often either macroscopic single crystals adhered to a substrate or polycrystalline
thin-films deposited directly on a substrate. How to appropriately prepare a biological sam-
ple for a stroboSCAT measurement was then a significant open question at the beginning of
this work, and much work was done alongside Dr. Stephanie Hart to be able to successfully
perform stroboSCAT on these systems.

5.1.1 Developing appropriate thylakoid sample preparation

De-enveloped wild-type spinach (S. oleracea) chloroplasts were prepared by Dr. Masa Iwai,
in a pH 7.8 1mM Tricine-NaOH buffer solution with 100 mM Sorbitol and 5 mM EDTA. By
de-enveloping the chloroplast, the contiguous network of grana stacks and stromal lamellae
formed by the thylakoid membrane is exposed, which we refer to simply as the “thylakoid.”
Samples were flash-frozen in 20 uL aliquots and stored at -80° C, and individual aliquots were
thawed and used within 24 hours of thawing. In total, two batches of samples were studied,
with the first batch (Batch 1) having a slightly higher chlorophyll (Chl) concentration of
4.11 mg/mL and a slightly higher chlorophyll a to chlorophyll b ratio of 2.87, and the second
batch (Batch 2) having a Chl concentration of 3.41 mg/mL and a Chl a/b ratio of 2.67.
Chl a/b ratios vary with the season, growth, and line of spinach, but both fall within the
expected range.

There are a number of challenges that arise in preparing a biological sample for use
in a microscope primarily heretofore used to study metallic and semiconductor materials.
For example, most inorganic semiconductors are robust to high pump fluences, whereas
photo-bleaching of chromophores is a major consideration in bio-imaging. It is relatively
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Figure 5.1: Confocal fluorescence microscopy images of thylakoid samples on glass coverslips.
Films prepared by dropping (a) full-concentration and (b) 1:10 diluted sample onto substrate
and allowing passive deposition, with artifacts from sample motion highlighted with red
boxes. (c) Individual e-enveloped chloroplasts deposited via strong adsorption buffer method.

straightforward to imagine an ideal sample preparation for this experiment. The sample
would be:

• sparsely distributed, to allow probing of individual de-enveloped chloroplasts,

• immersed in buffer, to emulate biological conditions,

• immobilized on time scales of at least 30 minutes, to allow stable measurements on
that time scale, and

• protected against photobleaching.

Regrettably, while it is easy to imagine such an ideal, in reality there are trade-offs that must
be contended with. Much of the sample in Batch 1 was used in developing appropriate sample
preparation protocol for this measurement in order to best achieve these goals. The initial,
naive approach was to simply drop a 5 µL aliquot of sample onto a #1.5 coverslip. These
first films were characterized via scanning confocal fluorescence microscopy on an Olympus
FLUOVIEW FV4000 microscope with 405 nm excitation. As can be seen in Fig. 5.1(a),
this method results in a thick, continuous film of thylakoid membrane, which forms within
minutes of drop casting. This thick film is not ideal due to the goal of studying individual
thylakoid membrane structures. Diluting the sample 1:10 in buffer before dropcasting results
in a non-contiguous film as seen in Fig. 5.1(b), but the structures that form are clearly still
aggregates of multiple de-enveloped chloroplasts (which typically are no larger than a few
microns across). Furthermore, these structures are not bound to the substrate in any way,
and due to Brownian motion and flow (e.g., due to evaporation and convection) in the buffer
solution, tend to drift significantly, as evidenced by the smearing artifacts highlighted in red
boxes.
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The approach for preparing samples that are sparsely distributed yet immobilized is
adapted from a method reported by Onoa et al.130 for performing atomic force microscopy
on thylakoid membranes. The sample is diluted in a high ionic strength adsorption buffer
and then deposited on the substrate and allowed to adsorb for 1 hour. The high ionic
strength buffer thermodynamically drives individual de-enveloped chloroplasts to adsorb
strongly to the substrate surface. After one hour, rinsing the substrate removes any weakly
bound membranes. A confocal fluorescence microscopy image of a sample prepared as such
and then re-immersed in buffer is shown in Fig. 5.1(c), where the large aggregates seen
previously have been replaced by individual de-enveloped chloroplasts that no longer show
the same movement artifacts as in the previous sample preparation protocol.

With the sparsity and immobilization goals largely met, a greater problem loomed: re-
gardless of sample preparation method, thylakoid samples did not initially give any signal
when probed with stroboSCAT. Pump and probe wavelengths were tuned to optimize for
the sample, with the pump moved to 670 nm to pump resonantly with the chlorophyll a and
b peaks, and the probe moved far red to 820 nm to avoid the long tail of the chlorophyll’s
fluorescence spectrum. In stroboSCAT, fluorescence contaminates the data by introducing a
positive differential feature that is not gated and thus appears across all time points. While
in some cases such a signal can be subtracted off of all data points, in the limit of low
SNR this operation can introduce significant errors. Even so, at these seemingly optimized
measurement parameters, no stroboSCAT signal could be observed.

As it turned out, the cause of this absence of signal was photobleaching, which was
occurring rapidly upon exposure to the focused pump beam in the presence of oxygen. A
simple solution to this issue was to remove the oxygen, which could be done by encapsulation
of the sample under nitrogen in a glovebox. Using the glovebox antechamber necessitated
the removal of water as well, which unfortunately presents a trade-off between the goal of
emulating biological conditions with the goal of preventing photobleaching.

Removing the buffer immersion had an added upside, however, which was to increase
the SNR of the measurement. This byproduct was because the refractive index of water
(1.33) is much closer to the refractive index of glass (1.5) than of air (1), which significantly
reduces the amplitude of the reflected reference field generated at the glass-sample interface.
By a simple Fresnel coefficient of reflection calculation, the water-glass interface results in a
30% decrease of the reflected field amplitude compared to a water-glass interface. When the
reflected field amplitude is decreased, the detector shot noise (i.e., the noise introduced due
to the Poisson statistics of detecting photons in an electromagnetic field) increases relative
to the number of photons N detected with a

√
N dependence.110,131 The iSCAT contrast, per

Eqn. 4.4, is, however, inversely proportional to the reflected field amplitude, which exactly
counteracts this square root dependence. Thus, in the optimal case of a shot-noise-limited
laser beam (i.e., when all other sources of noise are dominated by shot noise at the detector),
reducing the amplitude of the reflected field does not impact the stroboSCAT SNR, but rather
trades off contrast for total detected photons.105,132 In the case of these ultrafast stroboSCAT
experiments at 820 nm detection wavelength, we are limited in the total incident photon flux
allowable because of the damage threshold of the objective, which causes photon counts to
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Figure 5.2: Thylakoid sample preparation for stroboSCAT.

fall too low in the case of the glass-water reflection, to the point where dark counts (i.e.,
thermal noise) become a significant factor, and the measurement is no longer in the shot
noise limit. Typical dark counts for our exposure times are around 10-100, and for the glass-
water interface signal counts fall below 2000, placing the shot noise level below the noise due
to dark counts. Furthermore, as will be discussed in Section 5.3.2, there are a number of
additional sources of noise in the experiment that may further contribute to this issue. So,
while this dehydration did remove some biological realism from the sample configuration, for
the first time it allowed the collection stroboSCAT data on thylakoid membranes, and future
improvements to the apparatus will ameliorate this trade-off. In particular, a shift toward
detecting at a shorter wavelength around 540 nm would increase the quantum efficiency of
the detector by close to four times, in addition to potentially strengthening the stroboSCAT
signal response, which would accommodate the lowered reflectivity.

5.1.2 Sample preparation for N2-encapsulated dehydrated
thylakoids for stroboSCAT

The standard sample preparation procedure developed for dehydrated thylakoid samples is
as follows. First, a 20 uL aliquot of de-enveloped chloroplast is thawed, and a 1:10 dilution
is performed in a high ionic strength aqueous deposition buffer (pH 8.0 10 mM Tris-HCl, 150
mM KCl, 25 mM MgCl2). A clean 22×50 mm2 #1.5 glass coverslip is prepared by affixing to
it a flat, 0.6 mm thick silicone gasket (Grace Bio-Labs, Inc.) with a 4.5 mm inner diameter
placed at the center of the coverslip. Then a 3.5 µL droplet of the deposition mixture is
dropped onto the coverslip in the center of the silicone gasket, avoiding the edges of the well
to prevent wicking. A 22×22 mm2 coverslip is then placed on top of the silicone gasket and
pressed to form a seal, preventing evaporation. This is diagrammed in the left panel of Fig.
5.2. The sample is placed in a dark drawer for 1 hour to allow deposition to occur. Then, the
top coverslip is removed, and the sample is washed ten times with 100 µL aliquots of pH 7.8
1 mM Tricine-NaOH buffer and blown completely dry with a gentle stream of nitrogen. The
sample is then immediately moved into the antechamber of an N2 glovebox and put under
vacuum for 30 minutes. It is important that the sample is completely dry before placing it
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in the antechamber, or else remaining water may boil and cause the thylakoids to detach
from the coverslip surface. After pumping down for 30 minutes, the sample is moved into
the glovebox and encapsulated under N2 by surrounding the gasket with a UV-cured epoxy,
pressing a fresh coverslip on top of the gasket, covering the center with a small piece of black
paper (to prevent UV damage to the sample), and exposing the epoxy to ultraviolet light
for three minutes. See the rightmost panel of Fig. 5.2 for a diagram of a sample prepared
via this method.

As discussed later in Section 5.3.2, a goal of future experiments is to encapsulate the
thylakoid samples under N2 while still hydrated, to increase biological relevance of the mea-
surement. To that end we would recommend modifying the above procedure by use of a
N2 glove bag rather than the glove box. After rinsing the deposition buffer and drying the
sample, the sample could be transferred to a glove bag and re-immersed in a droplet of
imaging buffer (10 mM pH 8.0 Tris-HCl, 5 mM MgCl2, and 150 mM KCl)130 that has been
degassed by bubbling with N2 gas. The sample could then be encapsulated under a coverslip
following the same procedure as above.

5.2 Direct imaging of excitons in thylakoid

membranes

For the first time, we report wide-field stroboSCAT measurements of photoexcitations in
natural photosynthetic membranes. We performed initial measurements with a 670 nm pump
laser pulse and a 820 nm probe. The data shown below represent an exciting culmination
of much effort to refine the sample preparation and measurement protocols, as well as a
promising stepping stone toward future spatiotemporal investigation of energy migration in
these systems.

We begin in Section 5.2.1 by describing experiments in which we aimed to measure
the impact of chemical closure of the reaction centers on exciton migration. We aimed to
do so by comparing the migration observed via stroboSCAT of native systems and those
dosed with an herbicide to deactivate the reaction centers. We found, however, that the
herbicide was not useful for this purpose on the time scales that we probe. In Section 5.2.2
we explore evidence for exciton-exciton annihilation in the stroboSCAT measurements and
detail a spatiotemporal model for simultaneously describing annihilation and diffusion in
order to extract a realistic exciton diffusivity. We conclude with recommendations to reduce
annihilation and to more directly obtain the diffusivity.

5.2.1 Investigating the role of reaction center closure on exciton
dynamics

We investigate the effect of chemical closure of the reaction centers on the exciton migration
observed via stroboSCAT. 3-(3,4-dichlorophenyl-1,1,-dimethylurea (DCMU) is an herbicide
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which acts primarily by binding to the secondary quinone receptor of Photosystem II,133 the
protein complex containing the reaction where the exciton is first converted into chemical
energy by oxidation of a “special pair” of chlorophyll molecules, resulting in charge separa-
tion. This energy is then transported through the electron chain via oxidized plastoquinone
molecules to drive the synthesis of ATP and NADPH.134 By blocking the quinone binding
site, DCMU disrupts the electron transport chain, effectively closing the reaction center, as
the oxidized chlorophyll special pair in the reaction center is unable to transfer its energy to
plastoquinone. This chemical closure has been used extensively to study energy transport
in photosynthesis. We attempted to image the effects of reaction center closure on the ex-
pansion of excitons in thylakoid membranes by measuring stroboSCAT of spinach thylakoid
membranes with and without DCMU exposure.

For this study, dehydrated wild-type thylakoid samples were prepared following the stan-
dard sample preparation procedure detailed in Section 5.1.2 to prepare thylakoid membranes
with (+) and without (-) DCMU. For the samples dosed with DCMU, however, additional
steps were added. A 10 mM DCMU stock solution was prepared by diluting DCMU (Fisher
Scientific) in dimethyl sulfoxide (Millipore). In the standard sample preparation procedure,
the deposition buffer and the rinsing buffer for the (+) DCMU samples were both brought
to a concentration of 10 µL DCMU by serial dilution of the stock solution.

stroboSCAT measurements of thylakoid membranes, some of the first of their kind, can
be seen in Fig. 5.3(a). Interestingly, when we fit these data to Gaussian peaks and observe
their width over time, we find no effect of DCMU on the expansion of the exciton population.
We consider possibilities for why this may be the case. First, we recognize this could be a
limitation of the current use of dehydrated thylakoid membranes in this measurement. As
explained above, DCMU “closes” the reaction centers by binding to the secondary quinone
receptor where plastoquinone leaves after being reduced. In the dehydrated thylakoid, it is
ambiguous whether this could occur in any case, regardless of the presence of DCMU. Second,
while DCMU closes the reaction center, it does not affect the ability of the chlorophyll
network to continue to support energy transfer. As such, the closed reaction center may
indeed not have a significant effect on the ability of excitons to freely diffuse, and we may
expect no change. On the other hand, in these measurements we resolve only the first 50
picoseconds, due to SNR limitations. On this time scale, we expect only a few hops between
chromophores, and the electron transfer processes following charge separation and leading to
plastoquinone reduction are much slower. In effect, the initial absorption of the pump laser
pulse may effectively close most of the reaction centers in any case. Therefore, we expect
that the first 50 ps may be too short to observe the impact of DCMU on energy transfer.
For these reasons, as will be discussed, improving the stability of the apparatus to eliminate
background artifacts and improve data quality are of great importance.
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Figure 5.3: StroboSCAT study on thylakoid membranes with and without DCMU. (a) se-
lected stroboSCAT images of excitons in thylakoids with (bottom) and without (top) DCMU,
and (b) fits of peak width plotted over time.

5.2.2 Modeling exciton-exciton annihilation in exciton migration
stroboSCAT measurements in thylakoids

To better understand the exciton behavior observed via stroboSCAT, a pump fluence se-
ries was performed, working with Dr. Siddhartha Sohoni, by measuring stroboSCAT with
three different pump fluences: 36 µJ/cm2, 17µJ/cm2, and 2.9 µJ/cm2, which can be seen in
Fig. 5.4(a). When analyzed via the standard (in this context, perhaps näıve) stroboSCAT
approach, the thylakoid samples seems to demonstrate remarkably fast diffusion before ta-
pering off around 50 ps. Examining the images in Fig. 5.4(a), however, little if any expansion
of the population is apparent. For comparison, refer to Fig. 4.11(b), where the charge car-
rier population in silicon, with a similar diffusivity, can be seen expanding clearly. Key to
understanding this behavior are the mean squared expansions plotted in Fig. 5.4(b) for the
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Figure 5.4: stroboSCAT pump fluence series showing annihilation dominating exciton diffu-
sion to varying degrees in thylakoid membranes. (a) stroboSCAT images at the three pump
fluences measured. (b) Mean squared expansion versus time for Gaussian fits of the stro-
boSCAT data. (c) Azimuthally averaged data (circles) plotted atop fitting results of partial
differential equation fit (line) for the three fluences measured. (d) Annihilation constants
recovered from partial differential equation fits.
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three pump fluences measured. As shown, the apparent early time “expansion” decreases
as pump fluence increases. This hints that the apparent widening of the peak is not due to
diffusion.

Exciton-exciton annihilation (EEA) is a process in which two excitons (in this case, molec-
ular excitations) interact, and one exciton is destroyed, with its energy and momentum trans-
ferred to the other. It is analogous to Auger-Meitner recombination in semiconductors, an
effect previously modeled and studied via stroboSCAT in two dimensional semiconductors.61

Because EEA is a bimolecular process, it occurs faster in regions of higher exciton density,
i.e, the center of the Gaussian exciton distribution. This density dependent depletion results
in the profile flattening over time, leading to apparent expansion when continuing to fit to a
Gaussian profile and when continuing to assume strictly diffusive behavior. The net result
of this näıve analysis is what is erroneously described as an expanding width when fit as in
Fig. 5.4(b). Based on this model, a new model for the analysis of thylakoid stroboSCAT was
developed, where rather than treat the signal expansion as purely diffusive, the population
density ρ(r, t) at radius r and time t following excitation is evolved over time by solving the
partial differential equation that incorporates both diffusion and EEA:

∂ρ

∂t
= D

∂2ρ

∂r2
− γρ2. (5.1)

In essence, the above equation is the standard diffusion equation ∂ρ
∂t

= D ∂2ρ
∂r2

with diffusivity
D with an added EEA term −γρ2 parameterized by the EEA rate constant γ. To proceed
with solving this differential equation, the initial condition is defined as a Gaussian on r,
ρ(r, 0) = ρ0e

−r2/2σ2
0 , and boundary conditions are set such that ∂ρ

∂r
= 0 as r → ∞ and by

fixing the flux at r = 0 by virtue of the system being treated in cylindrical coordinates.
A fine spatiotemporal grid is then defined, with r extending out three times as far as the
maximum radius measured (in order to avoid boundary effects), a step size of one fourth the
true pixel size, and t extending out to 250 ps in 25 fs steps. The partial differential equation
is then solved numerically using MATLAB’s pdepe PDE solver on this fine grid. Then,
the transfer function of the microscope is approximated with a one-dimensional Gaussian
temporal IRF of width σIRF and time zero t0, and a Gaussian PSF in r with a width σPSF of
124 nm computed from the diffraction limit of the 820 nm probe and the 1.4 NA objective.
The transfer function is applied to the numerical solution by convolution to obtain the signal
S(r, t):

S(r, t) = ρ(r, t) ∗ IRF (t) ∗ PSF (r). (5.2)

Finally, the signal computed on the fine grid is interpolated to the values of r and t matching
those collected in the experiment. MATLAB’s nonlinear least squares optimizer lsqnonlin
is then used to iteratively solve the PDE to minimize the residuals of S(r, t) by varying the
parameters D, γ, ρ0, σ0, σIRF and t0. The results of these fits are shown in Table 5.1.

The optimized fits for each fluence are also plotted in Fig. 5.4(c), with quite good
agreement between the data and the fits. Of note, in all cases the fits report diffusivities of
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Fluence D γ ρ0 σIRF

(µJ/cm2) (µm2/ps) (10−8 cm3/s) (10−4 AU) σ0 (µm) (ps) t0 (ps)
36 0.0(6) 5.7(5) 18.8(2) 0.242(2) 0.1(1) 0.49(3)
17 0.0(7) 5.1(7) 22.6(4) 0.205(3) 0.55(9) 0.54(2)
2.9 0.0(6) 8(2) 8.7(2) 0.187(3) 0.1(2) 0.57(4)

Table 5.1: Parameters from partial differential equation fits for pump fluence stroboSCAT
series.

0 cm2/s , implying that the apparent “expansion” is in fact entirely due to EEA. As will be
explored below, it would still be possible to extract a diffusivity from such measurements
with some improvements to the stability of the apparatus and the measurement configuration,
but in the current regime, the effect of annihilation dominates the relatively smaller effect
of diffusion. Now, in practice the quantity ρ fit in this scheme is not the veritable exciton
density, but rather the “true” ∆R/R signal corresponding to a given exciton density ρ,
prior to spatiotemporal averaging caused by the IRF and PSF. The exact exciton density is
difficult to determine exactly, but by using the reported135 chlorophyll concentration in the
thylakoid membrane of approximately 240 mM and the peak molar absorption coefficient136

of chlorophyll a of 31441 cm-1M-1, the fluences can be converted to exciton densities, with
an approximate conversion factor of 4.9 × 1016 cm-3. From this estimate we express the
value of γ from the fit in units of cm3/s, as shown in Fig. 5.4(d), recovering values between
5.1-8.4×10−8 cm3/s.

The exciton-exciton annihilation rate constant in thylakoid membranes has been reported
previously to be as low as 2.5×10−10 cm3/s (in isolated LHCII complexes),137 to 5-15×10−9

cm3/s,138,139 and as high as 1-1.6×10−7cm3/s.140 Our values lie exactly within this range,
promisingly indicating that stroboSCAT is capable of accurately measuring this rate in
thylakoid membranes. Of course, we have made several assumptions in arriving at this
value, particularly in the estimation of charge carrier densities, yet the literature has hardly
established a single undisputed value for this rate. stroboSCAT has an added advantage over
previous techniques, however, which is its spatial resolution. As shown here, stroboSCAT
allows us to distinguish the effects of EEA and diffusion separate from one another, without
having to infer from, e.g., a signal’s decay, how the excitations are evolving in space and
time.

The current set of measurements are, of course, in the EEA-dominated regime and do
not spatially resolve the pure diffusion of the excitons. In fact, one common approach to
measuring the exciton diffusivity in non-spatially-resolved measurements relies on measuring
EEA and inferring the diffusion coefficient from it. This approach makes the assumption
that the true EEA rate γ is much faster than the diffusion rate D, such that EEA proceeds
as a diffusion-limited reaction. Then, the quantity measured is not in fact γ, but a diffusion-
dependent rate k = 4πrrxnD,140,141 where rrxn is the reaction radius, or the distance beneath
which any two excitons will undergo annihilation (almost) immediately. Typically rrxn is
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taken to be the average distance between chlorophyll molecules in the thylakoid. If we make
this approximation in our system, using a reaction radius of 1.5 nm (chlorophyll distances
vary between 0.5-2 nm across the various proteins in the light harvesting complex) we arrive
at diffusion coefficients of 6-9×10−2 cm2/s, which is close to previously reported values.138

It is exciting to report the first such direct images of excitons in thylakoid membranes,
and at the same time there is much still to explore in these systems. The holy grail would be
to directly measure exciton diffusion in thylakoid membranes, without relying on secondary
reporters such as annihilation, and with these initial measurements made such a measurement
is in reach.

5.3 Feasibility study and recommendations for future

experiments

We attempt now to lay out a roadmap for future experiments on this system, including a
set of simulations to model the feasiblity of directly measuring the diffusion in thylakoid
membranes. We find that, while certainly a challenging experiment, we expect the diffusion
to be resolvable and quantifiable with our apparatus, and we identify key improvements to
the microscope and measurement that will assist in achieving this difficult task.

5.3.1 On the feasibility of resolving diffusivity in thylakoid
membranes on small scales

To predict whether or not the stroboSCAT microscope is capable of resolving diffusion in
thylakoids as we seek to do, we constructed a set of simulations to model the response of
our apparatus to realistic expectations of diffusion in these samples. We use a diffusivity of
7× 10−2 cm2/s to match the values extracted from our annihilation model above (6-9×10−2

cm2/s) as a starting point.
First, there is the question of whether diffusion on the scale expected is resolvable in

our microscope. To answer this question, we construct a simple diffusion simulation. 40,000
“particles” meant to represent excitons are initialized on a 2D plane with an initially Gaussian
distribution by sampling 40,000 x and y coordinates from a normal distribution with a width
given by the diffraction limit of the 540 nm pump laser pulse, i.e., a full width at half
maximum of λ/(2NA) with a numerical aperture of 1.4. The particles are then evolved via
a Wiener process, i.e., for each time step ∆t each particle is offset by normally distributed
distances ∆x and ∆y with a distribution width in each dimension of σ =

√
2D∆t. Then,

this distribution of points can be “imaged” in two steps. First, a 2D histogram of the pixel
positions over a 2 µm × 2 µm area is taken and multiplied by a biexponential decay in time
with parameters derived from the biexponential fit to the integrated intensity decay of the
stroboSCAT data taken at 36 µJ/cm2, as shown in Fig. 5.5(a). Finally, this histogram is
convolved with a Gaussian spatiotemporal instrument response function, with a PSF width
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Figure 5.5: Simulated stroboSCAT data based on simple diffusion model. (a) Integrated
intensity of the thylakoid stroboSCAT data taken at 36 µJ/cm2 pump fluence (blue dots) and
biexponential reconvolution fit (black curve). (b) Top: Fits (colored curves) to azimuthally
averaged simulated data (colored dots) Bottom: Widths of fits above plotted over time for
selected time points (red dots, error bars±1σ fit error), with linear fit (black curve) compared
to actual mean squared expansion extracted from simulated points (light red dashed curve,
shown divided by two to normalize out dimensionality). (c) 100× repeated simulation results
with 820 nm probe (red translucent curves) and 540 nm probe (blue translucent curves) as
well as averages of both sets (red and blue solid curves).

given by the diffraction limit of the probe and a temporal IRF width of 0.7 ps, matching
the experimentally measured IRF, likewise obtained from fitting the experimental data. We
note that this is a first-order approximation, as the EEA contributes to this decay and likely
contributes significantly to the faster, 20 ps decay component. EEA itself has spatial effects
(peak flattening) noted above, that are not captured by this model, but it serves as a first
approximation. Finally, the histogram is downsampled to a pixel size of 37.2 nm × 37.2 nm
to match the camera in the apparatus, and Gaussian noise is added to achieve a specified
SNR to match SNRs achieved thus far.

As expected, this results in a 2D Gaussian signal that expands with time, which when
azimuthally averaged and fit to a Gaussian expands with the characteristic σ2(t) = σ2

0(t) +
2Dt of diffusion. As shown in Fig. 5.5(b), through this process we are able to measure
a diffusivity of 6.0(7)×10−2 cm2/s, close to the true diffusivity of 7 ×10−2 cm2/s though
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Figure 5.6: Diffusion simulation with circular “grana” domains. (a) Snapshot of simulation,
with grana depicted as translucent green circles and diffusing particles depicted as black
points. (b) Mean squared expansion from simulation, compared without grana (gray curve)
and with grana (light green curve), as well as exponential fit (dashed green curve).

with considerable uncertainty. Part of this uncertainty arises due to the artificial noise
introduced in the simulation, and increasing the SNR of the measurement will be important
for accurately resolving diffusion, as detailed below. An additional important aspect is the
point spread function of the probe. While probing at 820 nm, the initially excited population
is sub-diffraction limited, which limits our ability to resolved diffusion in early times, as was
explored previously in silicon. If, instead, we probe with a shorter wavelength than the
probe, this would no longer be the case and we would expect to be able to fully resolve the
diffusion. This is explored by re-doing the simulation with a 540 nm probe, as shown in
Fig. 5.5(c), where the fits from individual realizations are shown in translucent curves, with
820 nm (red) and 540 nm (blue) probe wavelengths. While both give an average value of
2D = 1.4 × 10−2 cm2/s as expected, the increased uncertainty is visible in the translucent
red curves owing to the lower spatial sensitivity.

Second, there is the question of how the spatial configuration of the thylakoid membrane
would affect the expected signal. Thylakoid membranes in green plants are arranged in stacks
of disk-shaped structures known as grana (singular: granum) approximately 300 nm across,
connected by helical stroma lamellae.142 As an exciton is unlikely to leave the thylakoid disk
that it begins on, there is a question of whether the size of the thylakoid grana would limit
the observed expansion by an unresolvable amount. To test this possibility, the simulation
is modified by generating a set of “grana” in the form of randomly-distributed circular
domains of diameter 300 nm, as depicted in the snapshot of the simulation in Fig. 5.6(a).
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Each particle is assigned a granum at the outset by randomly selecting one granum from
the set of grana that overlap the particle. Then, during the simulation, the particles are
restricted from exiting their grana by rejecting any step that would exit the circular domain
and by re-drawing from the normal distribution.

As shown in Fig. 5.6, in comparison to the previous simulation, which demonstrated a
linear mean squared expansion in time, the mean squared expansion when diffusing particles
are restricted to the granum that they begin on has an exponential decay in time, which is
fit to the form σ2(t)− σ2(0) = σ2

∞ − et/τ with a time constant τ of 660 ps. Intuitively, this
gradual slowing is caused by the finite domain that each particle is permitted to explore.
However, as is shown, this effect should only become relevant on timescales of 660 ps or
more, and while it does further limit the resolvable diffusion, it does not limit it below our
limit of detection. Indeed, the degree to which we observe such a decay may report on how
restricted the excitations truly are to their original grana.

5.3.2 Recommendations for future stroboSCAT experiments on
thylakoid membranes

A good number of recommendations for future study of thylakoid membranes via stro-
boSCAT microscopy have become apparent, which we now wish to identify and explore.

The first set of recommendations can be categorized as broad improvements to the stro-
boSCAT microscope that would be a boon to all measurements performed on the apparatus
but would be of particular value to thylakoid measurements, where achieving acceptable
SNR is currently possible yet challenging. We note that while the pixel noise is not particu-
larly high after sufficient averaging, the main source of background noise is due to improper
background subtraction as a result of shot-to-shot instability in the sample resulting in back-
ground artifacts. These artifacts can most clearly be seen in the data in Fig. 5.3(a), with
the uneven shape of the stroboSCAT signal caused by incorrect background subtraction.
Eliminating this instability will be important for improving data quality.

One such improvement to address this challenge would be to relocate the stroboSCAT
microscope stage closer to the laser sources. Currently, the microscope stage is placed far
away (a total path length of around 8 meters) from the 2H and 3H NOPAs, as can be seen
in the beam diagram in Fig. B.1 in Appendix B. Originally a necessary compromise due to
the initial distance of the diode laser-based microscope from the ultrafast laser source, this
distance likely contributes to the poor SNR in thylakoid measurements. For one, the long
path length includes a large number of mirrors, each of which is susceptible to environmental
noise (e.g., vibrations and thermal drift). In addition, a longer path length creates a longer
“lever arm,” as small changes in the pointing of the beam are amplified over long distances.
Together these effects result in noticeable fluctuation of the probe beam spot on the sample
and on the camera, which is unideal for background subtraction. Last, even an ideal Gaussian
beam can only remain collimated over a distance of twice the Raleigh length, or 2πw2

0/λ,
where w0 is the 1/e2 radius at the beam waist and λ is the wavelength of light. In our case,
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Figure 5.7: Sample vibration in x and y directions extracted from a 500-frame iSCAT movie
of a thylakoid sample.

with beam waists around 1-2 mm and wavelengths in the 500-800 nm range, this distance
is around 8-40 m, which is on the same order of magnitude as the ∼8-meter path length
between laser source and microscope and thus presents difficulty in keeping the beam from
diverging on this scale.

To address this problem, we would recommend moving the microscope closer to the laser
sources, and a proposed configuration for this setup is shown in Fig. B.2 in Appendix B.
This proposed setup would eliminate two mirrors from the probe path and five mirrors from
the pump path, and significantly reduce the path length of both paths by approximately
3±1 meters, improving overall stability. Considering that the angular deviation of the beam
scales approximately linearly with the distance from the vibrating optic, we expect a roughly
linear improvement in beam stability as a result of path shortening. Of note, some excess
path length is unavoidable due to the time delay inherent to the different path lengths in
the two NOPAs, which causes the 2H pulses to be delayed by approximately 2.3 ns (or 70
cm of path length) relative to the 3H. In fact, this is the reason for the circuitous path taken
by the 3H beam when routed to the probe path (i.e., the 3HPr mirrors in Fig. B.2), as the
swap must add twice this distance to the 3H path (approximately 140 cm), first to match the
added path length in the pump path and again to account for the inherent delay. For this
reason, the proposed reconfiguration would allow the arbitrary addition of path length to the
pump path by movement of mirrors Pu-M3 and Pu-M4. The new configuration would also
maintain the ability to swap between laser sources by use of removable mirrors on kinematic
mounts.

In addition to the long path causing instability in the pointing of the probe beam, the
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sample stage presents issues in high quality imaging of thylakoids, as the sample itself is
prone to vibration. This can be seen in Fig. 5.7, where the frame-by-frame displacement
was extracted by registering to the first frame every frame of a 500 frame iSCAT movie
of a thylakoid membrane, revealing vibrations with a standard deviation in the sample
plane of 9.2 nm, or about a quarter of a pixel. These frame-to-frame vibrations create
an uneven baseline in the calculation of the differential signal Ion/Ioff, as the background
features are not perfectly overlapping. While this is not an issue when imaging a smooth
sample such as silicon, thylakoid membranes have many features that make this vibration
issue particularly challenging. The home-built stage used in stroboSCAT is diagrammed
in Fig. 4.3. Of note, the sample stage is currently mounted to the z-stage by way of an
L-bracket attached to an extension plate bolted onto the edge of the y-stage, which creates
a large cantilevered mass that exacerbates sample vibration. Replacing this homebuilt stage
with an integrated xyz stage would significantly ameliorate this issue. Currently, the xy-
stage is a manual micrometer stage (OptoSigma TSD-1202SHUU), while the z-stage is a
piezoelectric micrometer stage (Thorlabs NFL5DP20) typically operated manually by use of
a micrometer screw. An integrated xyz stage designed for microscopy would eliminate the
large lever arm presented by the current setup. If further stabilization is required, sub-pixel
image registration before performing the differential calculation is another option. In this
approach, before taking the differential measurement, every image is shifted to overlap the
initial image, by subpixel amounts if necessary, removing spurious background subtraction
artifacts. We developed an implementation of this strategy in LabVIEW that exists as a
toggleable option in the microscope software for future measurements.

The second set of recommendations are for experimental parameters. Perhaps most
importantly, we recommend pumping with a longer wavelength than the probe. As shown
previously, while we expect diffusion to be resolvable on a sub-nanosecond time scale, the
scale of diffusion is expected to be quite small. As demonstrated previously in Section 4.3.4,
when probing red of the pump, we are limited in our ability to resolve small early-time
diffusion because it is occurring below the diffraction limit of the probe. Thus, by pumping
redder than the probe, we can resolve all diffusion that is occurring because the initial pump
spot will be larger than the diffraction limit of the probe. The trade-off here is that the initial
pump spot will be larger, though this could be minimized by probing as close to the pump
as possible. In practice, the only limitation is the need to filter out pump light from the
measurement, which would require separating the pump and probe wavelengths by around
twice their bandwidths of around 10 nm. After some reconfiguration of the setup and laser
tune-up, we have prepared the setup for such future thylakoid measurements, with the ability
to pump at 670 nm using the 2H NOPA and probe near 540 with the 3H NOPA. Probing
at this wavelength will have an added benefit that the camera’s quantum efficiency peaks at
80% at 500 nm and is above 70% at 540 nm, whereas the previous probe wavelength (820
nm) is at under 20%. 540 nm is also closer to the excited state resonances of chlorophyll,143

which should correspond to a stronger stroboSCAT signal. A higher quantum efficiency and
stronger stroboSCAT signal will increase SNR effectively for free.

After improving SNR and reducing background artifacts, measuring hydrated samples
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must become a priority. Hydrated samples (i.e., strongly adsorbed thylakoids re-immersed in
imaging buffer), as discussed previously, present one challenge in terms of sample preparation—
how to remove oxygen without removing water—and one in terms of the measurement—the
lower SNR caused by reduced reflection at the glass-water interface as compared to glass-air.
From a sample preparation perspective, we would recommend a procedure of encapsulat-
ing the sample immersed in degassed buffer within a water-free environment such as an N2

glovebag. With the improvements discussed above, it should be possible to overcome the
lower SNR. In case it is not, another option to explore would be to artificially increase the
strength of the reflected field, e.g., by sandwiching the sample between the substrate and
a reflective material such as silicon to reference, instead, to the stronger reflection of the
water-silicon interface.

Last, we recommend taking annihilation-free stroboSCAT measurements of thylakoid
membranes. Based on a transient absorption technique recently developed by Malý et al.,144

it is possible to eliminate the effects of higher-order processes from pump-probe measure-
ments by measuring at multiple pump fluences in a specific set of ratios. Applying this
technique to stroboSCAT would allow the unambiguous extraction of pure unimolecular
processes, such as diffusion and linear decay, in the absence of exciton-exciton annihilation.

Taken together, despite the notable data collected on thylakoid membranes thus far,
there are many routes to explore toward improving these measurements. To perform a brief
cost-benefit analysis, we believe that taking measurements with a probe laser bluer (540 nm)
than the pump laser will afford significant improvement to the data quality with little cost
and should be attempted first and foremost. Second, replacing the homebuilt stage with
an integrated xyz-stage will require more investment to configure, but the potential gains
afforded in preventing sample vibration are great. Relocation of the sample stage has the
highest cost, with a significant overhaul of the optical path requiring considerable effort,
for relatively lower potential gains. The remaining recommendations, such as measuring
hydrated samples and attempting annihilation-free stroboSCAT, contain too many unknowns
to analyze their costs and benefits at this stage, but exploring these routes will no doubt
yield exciting findings along the way.
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Chapter 6

Concluding Remarks

In this work, we have explored photosynthetic light-harvesting through a variety of lenses
that allowed us to understand how the underlying structural factors impacted the emergent
energy transfer behavior exhibited by these systems. Chapter 1 introduced these systems
and the various challenges associated with characterizing them. We ask the central question:
what factors of these systems’ designs lead to efficient light-harvesting, and we motivate our
approaches in the subsequent chapters to answer this question.

Chapter 2 described ultrafast transient absorption and transient absorption anisotropy
spectroscopy in theory and practice. TAA spectroscopy proved invaluable for studying en-
ergy transfer between spectrally indistinguishable chromophores in our model LHC, but
achieving the requisite signal-to-noise ratio proved challenging. We nevertheless success-
fully implemented a high SNR TAA apparatus by using a balanced photodetector and lock-
in amplification, capable of performing single-wavelength TAA spectroscopy measurements
suitable to the study of artificial LHCs.

Chapter 3 presented a study of the role of disorder in energy transfer in an artificial LHC
consisting of a protein scaffold based on the tobacco mosaic virus coat protein with covalently-
attached chromophores. By developing a kinetic Monte Carlo model of the system, we found
that though we had eliminated dynamic disorder by the engineering of rigid linker molecules.
The measurements and model together also revealed that considerable static disorder in
the chromophore orientation, energy, and degree of coupling were key factors presenting
barriers to long-range energy transfer in these complexes. We were able to quantify the
relative amounts of each type of disorder and their effects on energy transfer and anisotropy
decay, and we identified a size-dependent effect suggesting that smaller ring-shaped structures
present higher equilibrium exciton diffusivity in the presence of such disorder. We concluded
that control over these sources of disorder will be key in the development of efficient artificial
light harvesting complexes.

Chapter 4 introduced stroboSCAT, a time-resolved, label-free, widefield microscopic tech-
nique for imaging the migration of photogenerated energy carriers. We detailed the imple-
mentation of a major improvement in the time resolution of our apparatus by introduction
of an ultrafast pulsed laser source, which brought the time resolution of the instrument down
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from 150 ps to ≤ 1 ps. We used this capability to measure the migration of photogenerated
charge carriers in silicon, and characterized a density-dependent charge carrier diffusivity in
this material due to carrier-carrier scattering at high densities. Furthermore, we identified
an artifact of the instrument that arises when pumping blue of the probe wavelength due
to an initially sub-diffraction limited volume. This effect is little discussed in the literature,
but as demonstrated in silicon can result in spurious results and thus must be considered
carefully.

Chapter 5 presented the first-ever stroboSCAT measurements of exciton migration in
natural LHCs in green plants. These measurements were made possible by development of
an appropriate sample preparation protocol for stroboSCAT, which, for these early mea-
surements, necessitated encapsulation under nitrogen, and dehydration as an unintended
consequence, to remove oxygen which was causing near-instant photobleaching. We recom-
mend to improve this sample preparation in future experiments by encapsulating the samples
under nitrogen but without dehydration, to increase the biological relevance of the measure-
ment. Analysis of the stroboSCAT data revealed the measurable dynamics are presently
dominated by exciton-exciton annihilation, which we are able to model spatiotemporally
using a partial differential equation model that can fit both diffusion and annihilation at
the same time. An initial study of the impact of chemical closure of the reaction centers
via DCMU revealed no effect on the observed behavior, likely indicating that other methods
of controlling reaction center closure will be important in the future. We recommended a
number of other improvements to the setup and the measurement parameters to maximize
signal-to-noise ratio and to better elucidate subtle effects.

Together, these studies highlight the value in developing high signal-to-noise spectro-
scopies and microscopies for studying energy transfer in artificial and natural photosynthetic
light-harvesting systems. These systems present some of the most challenging light-matter
interactions to study, yet the wealth of knowledge provided by hundreds of millions of years
of evolution is worth the effort. There is still much to understand in terms of how plants
acheive efficient energy transfer, and these large steps in spatiotemporally resolving this
process lay the groundwork for exciting future exploration.
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Appendix A

Practical guide to alignment and
taking measurements on TAA
apparatus

A detailed diagram of the high-SNR TAA apparatus is shown in Fig. A.1. We now describe
the alignment and operation procedures for this apparatus in as much practical detail as
possible. Except when noted otherwise, we refer to directions in the following frame of
reference: z-axis in the direction of beam propagation, x-axis parallel to the table surface,
and y-axis normal to the table surface.

A.1 Probe path alignment

Alignment of the probe path should be undertaken first. Typically, experiment duration is
limited by the stability of the pump beam due to the tendency of the output power and
beam quality of the homebuilt NOPA to remain stable only on the order of an hour or two.
The probe path is generally stable on longer time scales, so alignment of the probe path first
usually affords a longer time to collect data. Before proceeding, it is important to ensure
all beam blocks are in place, and in particular a block should be placed directly before the
CaF2 white light generation (WLG) crystal (R-WLG) to avoid burning this optic.

Up until the neutral density (ND) wheel (R-ND), the optical path of the probe beam
simply meanders back and forth in order to match the path lengths of the two beams.
So, alignment of this path is not as critical as the portion closer to the sample. As such,
alignment simply proceeds with R-M1 up through R-M12 by aligning each mirror to the next
iris position marked in the figure (red dots), with the exceptions of R-M3, R-M5, and R-M7,
which are placed so close before the next mirrors in the path that they may be left as-is.
R-M13 and R-M14 are then aligned to the two irises following the retroreflector (R-RR).
Astigmatism in the 800 nm fundamental beam is not unusual, and may result in elongation
of the beam into an elliptical shape by the time the beam reaches R-M15. This could be
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Figure A.1: Optics diagram of high signal-to-noise ratio transient absorption anisotropy
apparatus. All mirrors shown are protected silver. All mounted transmissive optics have a
circular aperture diameter of 25 mm, with the exceptions of R-P (12.5 mm diameter), U-P
and R-PrW, which have 10 mm × 10 mm square apertures, and R-ND which is a 100 mm
diameter wheel.
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corrected by addition of cylindrical lenses into the beam path, but such a fix has not as of
yet been necessary to achieve high-quality data.

R-M15 should then be aligned to the iris immediately before the WLG focusing lens
(R-L1). To aid in this it is useful to reduce the ND wheel to minimum attenuation, but
it is important to ensure a beam block is placed before R-WLG before allowing the full
beam power through. The microcontroller that controls the translation mount of R-WLG
should now be powered on by turning on the connected 5V DC power supply to proceed
with alignment of the WLG stage. This will begin rastering the CaF2 crystal back and
forth laterally, to prevent burning by the high intensity focused 800 nm beam. The key
to achieving stable white light is to find the correct combination of neutral density (that
purely controls the power) and the size of the iris before R-L1 (that controls both power and
beam mode) to the point just above the threshold of stable WLG. To begin, with the input
beam blocked, it is best to clamp down the input iris to just small enough to give the beam
a circular shape. Then the ND wheel can be set to maximum attenuation and the beam
unblocked. At this point, input power will be too low for WLG to occur; the attenuation
can then be gradually decreased via the ND wheel up until the point that WLG is observed.
Then, iterative adjustment of the ND wheel and the input iris allow optimization of the
white light quality. Generally, the power should be high enough to avoid unstable output,
but not so high as to produce heterogeneous output (such as a bright spot in the center) or
excessive 400 nm second harmonic generation. A spectrometer may be placed in the path to
monitor the quality of the white light spectrum, with an ideal spectrum demonstrating no
wavelength-dependent fluctuations (i.e., the spectrum may fluctuate in total intensity, but
the shape of the spectrum is constant over time).

Following WLG, the white light probe beam is collimated by an off-axis parabolic mirror
(R-MP), and can then be aligned to the two irises following R-M18 with R-M17 and R-M18.
Finally, the probe beam is aligned through the sample (magenta rectangle) by aligning the
spherical focusing mirror and R-M19 through the removable iris directly after R-M19 and
the iris immediately before R-L2. With the probe path aligned, it is best to block the beam
before the WLG stage to protect the CaF2 crystal from burning while aligning the pump
path.

A.2 Pump path alignment

The pump path alignment proceeds through three stages: the compressor, the delay stage,
and the sample. First, the pump pulses are compressed in time by use of a dual prism
compressor, which adds negative group delay dispersion to compensate for dispersive optics
stretching the pulses along the beam path. The beam is aligned through the two irises
following U-M2 using U-M1 and U-M2. U-M3 is then aligned to pass the beam through tip
of the first prism (U-Pr1), which should also pass it through the center of the iris between
the two prisms (if it does not, the iris should be moved). U-M4 then reflects the beam
back through the prisms and is aligned horizontally onto the same center iris with a small
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downward vertical offset. Due to this offset, the outgoing beam is picked off by the square
mirror (U-MS), which along with U-M5 can be used to align through the two irises around
the telescope. Following the telescope, the periscope translates the beam up into sample
plane, and can be aligned by use of U-M6 and U-M7 to the following two irises. U-M8 is
then aligned to the iris immediately before the delay stage.

Alignment of the delay stage can be counterintuitive. The key to understanding this
process is understanding that any beam incident on the retroreflector (U-RR), which is
composed of three mirrors meeting at right angles, always emerges parallel to the incoming
beam, regardless of the direction of the incoming beam. Thus, when the retroreflector moves
on the delay stage, the outgoing beam is guaranteed to not change direction (i.e., pitch or
yaw). However, if the incoming beam is not parallel to the direction of the delay stage’s
translation, then the incoming beam will strike the retroreflector at a different position
depending on the delay stage’s position, resulting in a translation of the outgoing beam. To
align U-M9 into the delay stage, the flip mirror U-MF is flipped down, allowing the beam
to propagate to the far iris behind it (path indicated by dashed yellow line). Then, starting
with U-RR all the way forward, U-RR is moved all the way back, noting the magnitude and
direction of any movement by the laser spot on the far iris. Such motion indicates that the
incoming beam is not parallel to the axis of movement. To correct a deviation in x, U-RR
is brought all the way forward again and a small change is made in the x pointing (yaw)
of U-M8, and a corresponding correction is made with U-M9 to bring the spot on-center
for the far iris. U-RR is then moved all the way back again, and the motion of the spot is
once again noted; the x deviation should either decrease (if the change was in the correct
direction) or increase (if it was not). U-RR is then brought forward and the process is
repeated as necessary until no x deviation is observed, indicating the beam is parallel to the
axis of motion in the xz plane. The same process can be repeated to remove y deviation, at
which point the beam is parallel to the delay stage’s axis of motion.

Alignment of the pump path proceeds to the sample stage by aligning U-MF, U-M10,
and U-M11 to the marked iriss. U-M12 is then used to aim the pump beam at the sample,
as described below.

A.3 Sample stage and detection alignment

To configure the detector for TAA measurement, the three outputs of the BPD (P+, P−,
and D as described in Section 2.3.1) are connected to three lock-in amplifiers, through a
100 kHz BNC lowpass filter to average over the slight differences in the temporal responses
of the BPD photodiodes. The reference signal for all is the same triggering signal used to
reference the chopper. The first step to aligning the detector is to rotate the Wollaston
prism (R-PrW), which splits the parallel and perpendicular polarization components of an
incoming beam (relative to its own optical axis) into two diverging beams. With the probe
beam unblocked and no sample in place, R-PrW is rotated about the z-axis until the plane
of two outcoming beams is parallel to the laser table, and the BPD is placed such that one
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beam is incident on each photodiode.
The next step is to set the polarization of the probe beam to 45° relative to the optical

axis of the Wollaston prism. Importantly, note the positions of both R-P and U-P; the
polarizers must be placed directly before the sample, to remove any spurious depolarizing
effects of reflection or other optics. To do so, the lock-in amplifier for the differential signal
D is temporarily referenced to a 5 kHz triggering signal (i.e., the repetition rate of the
laser) rather than to the chopping frequency, such that the voltage readout is proportional
to the magnitude of the shot-to-shot difference between the two polarization components
of the beam. R-P is then rotated until this differential signal reaches a minimum (near 0),
indicating the intensity of the two polarization components is equal and thus the polarization
of the probe is 45° relative to the R-PrW.

Lastly, the polarization of the pump is set to 45° relative to the probe. To do so, a
temporary third “analyzer” polarizer is placed after the probe polarizer R-P. The rotation
of the analyzer is set to the point of full extinction, indicating it is set exactly 90° relative
to the probe. The analyzer is then rotated exactly 45° relative to this position using the
Vernier scale on the mount. Then, the analyzer is moved after the pump polarizer U-P, and
the rotation of U-P is set to full extinction, thus set 45° relative to the probe.

Last, the pump and probe must be overlapped in space and time. The reference frequency
of all lock-in amplifiers is set back to the pump chopping frequency, and the sample is placed
in the sample holder. It may be useful to use a reference sample with a long-lived TA signal
for this procedure. The delay stage is set to a relatively large positive time delay, and U-
M12 is used to aim the pump beam to overlap the probe while monitoring the three lock-in
outputs on an oscilloscope. When overlap is achieved, a signal will appear on the P+ and
P− channels, and likely the D channel unless the anisotropy is very short-lived. This signal
is maximized by alignment of U-M12 to overlap the pump with the probe. Then, time t = 0
is found by reducing the delay until the exact time of signal onset is found. The time of
maximum signal is then found, and the gains of the lock-in amplifiers are set based on this
signal. The gains of the P+ and P− lock-ins should be equal and set just low enough to avoid
saturation of either signal. The gain of the D lock-in should be set low enough to avoid
saturation.

With these parameters set, the apparatus is prepared to take a transient absorption
anisotropy measurement.
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Appendix B

Optics diagrams of stroboSCAT
microscope
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