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Abstract

Quantum Defects from First Principles

by

Mark E. Turiansky

Point defects in semiconductors or insulators are a promising platform to realize

quantum information science, composed of quantum computing, quantum commu-

nication, and quantum metrology. These so-called quantum defects are particularly

appealing because they are fixed in a controlled solid-state environment, hold the

promise of room temperature operation, and will benefit from mature semiconductor

fabrication techniques for integration and scaling. First-principles calculations based

on density functional theory have been indispensable for the study of point defects:

such calculations provide crucial microscopic insight that may be inaccessible in ex-

periments. In this dissertation, we develop and apply first-principles methodologies

to treat quantum defects.

Nonradiative transitions are integral to the control and operation of quantum de-

fects. Indeed, nonradiative transitions dissipate energy through vibrations and thus

can impact the quantum efficiency of a given quantum defect. We developed the

Nonrad code, which implements a quantum-mechanical formalism to evaluate the

nonradiative transition rate from first principles. We also put into effect several im-

portant modifications that are essential for attaining accurate rates.

Identifying novel quantum defects is of vital importance for their widespread uti-

lization in quantum information science. Boron nitride is an ultra-wide-band-gap ma-

terial with excellent thermal and chemical stability, making it a promising host for

xiii



quantum defects and for applications in electronic devices. Control over conductivity

is essential to utilize boron nitride in the proposed applications. In cubic boron nitride,

we assess potential dopants and their ability to produce n-type conductivity.

In hexagonal boron nitride, bright single-photon emitters have been observed in

the visible spectrum; however the microscopic origin of the emission has eluded re-

searchers. Here we propose boron dangling bonds as the origin of the emission and

provide a thorough characterization of their properties. We find that boron dangling

bonds possess an optical transition with minimal coupling to phonons; we also calcu-

late the magnetic-field dependence and show it to be in agreement with experiments.

In a monolayer, we find that the boron dangling bond will behave similarly to when

it is embedded in bulk material. Furthermore, we demonstrate the importance of

out-of-plane distortions on the dangling bond, a result that has implications for other

quantum defects in two-dimensional materials. Finally, in a fruitful collaboration with

the experimental group of Prof. Lee Bassett at the University of Pennsylvania, we elu-

cidated the optical dynamics of boron dangling bonds.

In total, this work advances the study of quantum defects through the develop-

ment and application of first-principles techniques.

xiv
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Chapter 1

Introduction

Harnessing the power of quantum mechanics has been heralded as an enabler for a

variety of technologies. The first quantum revolution provided us with an under-

standing of the materials and devices that underpin modern society: transistors for

the computers we have in our pockets, light-emitting diodes for efficient light pro-

duction that has drastically cut global energy costs, and photovoltaics for harvesting

sunlight, which will be essential if humanity is to avoid a climate catastrophe.

All of these technologies rely on an understanding of quantum mechanics. The

fact that a particle such as an electron may also act as a wave (wave-particle duality)

enables us to understand chemical bonding. Wave-particle duality also explains how

electrons tunnel through a barrier, a process fundamental to many electronic devices.

The need for an improved understanding and control of quantum-mechanical effects

continues to grow as we push devices to nanometer length scales.

In parallel, we are witnessing a second quantum revolution [1, 2], where we utilize

single quantum states to create new technologies. Much of the promise of the second

quantum revolution is embodied by the field of quantum information science, com-
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posed of quantum computing, quantum communication, and quantum metrology.

Quantum computing takes advantage of the exponential scaling of the Hilbert space

to perform exceedingly complex calculations at unprecedented speeds [3]. Quantum

communication uses the fact that observation of a quantum system leads to wavefunc-

tion collapse; secure communication channels exploit this property to ensure no one is

listening in [4, 5]. Lastly, quantum metrology builds upon the fact that quantum states

are inherently sensitive to their environment and, with their small size, enable sensing

at the nanoscale [6]. Interestingly, the inherent sensitivity that makes quantum states

suitable for metrology renders realizing quantum computation difficult.

Quantum metrology is the most advanced incarnation of quantum information

science, already at the stage of commercialization. On the other hand, the feasibility

of large-scale quantum computing has yet to be demonstrated. It is an open question

whether the errors inherent in performing quantum computations can be controlled

and overcome [7]. Quantum computing is at a nascent stage similar to where classical

computing was in the 1940s and 50s; current quantum computers are large, bulky

machines designed to control just a few units of information. There is no doubt that

classical computers have revolutionized our lives, and there is considerable hope that

quantum computers may one day do the same.

At the center of all of this is the qubit, a two-state quantum system that is the ba-

sic unit of quantum information. A major focus of the field is on improving existing

qubits and designing new ones with better properties. A particularly promising plat-

form is based on point defects embedded in a semiconductor or insulator [8]. In this

dissertation, I use “point defect” to refer to both intrinsic defects, such as single-atom

vacancies, and extrinsic impurities. Point defects, in contrast to extended defects, con-

sist of one or a few atoms and can be understood as a molecule fixed in the lattice.

2
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From this perspective, point defects are extremely attractive [8, 9]: there is no need

for complicated ion traps to hold the qubit in place, and each defect is exposed to a

controlled environment defined by the host lattice. Point-defect-based qubits hold the

promise of room-temperature operation, in contrast to most other qubit incarnations

that require extremely low temperatures. A point-defect-based technology also ben-

efits from mature semiconductor fabrication techniques, which will facilitate scaling

and integration.

Point defects that are useful for quantum applications are referred to as “quan-

tum defects”, and those that are interfaced optically fall into two categories (that are

not mutually exclusive) [10]: single-photon emitters, which emit a photon in a well-

defined quantum state to be used as the qubit; and spin centers, which use the ground-

state electronic spin as the qubit. The prototype quantum defect is the NV center in

diamond (a nitrogen atom next to a carbon vacancy) [11], which has been used to

demonstrate feats of sensing [12–14], quantum networking [15], and long-range en-

tanglement [16, 17].

The NV center has many limitations, however. Its optical interface is extremely

lossy with 97.6% of the photons produced not capable of transmitting quantum infor-

mation due to coupling to phonons [18]. Diamond is also a difficult material to work

with [19], exemplified by the many years of failed attempts at integrating diamond

into electronic devices. On top of this, the diamond surface is extremely “noisy”, in-

troducing sources of decoherence that limit the sensitivity and coherence time of the

NV center [20, 21]. While an understanding of the various transitions and quantum

states comprising the NV center has been built [11], a fully first-principles description

is still lacking. This problem goes beyond the NV center in diamond: the ability not

only to characterize but to predict the properties of quantum defects from first princi-
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ples would greatly accelerate the design of better qubits.

We thus identify two outstanding issues in the field: (i) the need for first-principles

methodologies to describe quantum defects and (ii) the prediction of novel quan-

tum defects with superior properties. In this dissertation, I address both these issues

with first-principles calculations based on density functional theory. Density func-

tional theory has become an indispensable tool for providing atomistic insight into

quantum-mechanical processes in materials. The foundations of density functional

theory and their application to quantum defects are discussed in Chapter 2. First I

describe an open-source code I developed for calculating nonradiative transitions to

address issue (i). Nonradiative transitions are fundamental to the understanding of

quantum defects, dictating the efficiency and operation of a given qubit. Second I

apply these methodologies to novel host materials, in particular cubic and hexagonal

boron nitride, to uncover new quantum defects and address issue (ii). For cubic boron

nitride, I first elucidate the role of impurities in attaining controlled doping. In hexag-

onal boron nitride, single-photon emitters have been observed that are ultra-bright,

stable, and have minimal coupling to phonons, making them extremely appealing.

However the microscopic origin of these emitters is intensely debated. I propose a

specific defect, the boron dangling bond, as the microscopic origin and utilize the

developed first-principles methodologies to build a coherent understanding of the ex-

perimental results. In the following sections, I describe in detail the improvements to

the nonradiative transition methodology and my efforts in characterizing novel quan-

tum defects.
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1.1 Computing Nonradiative Rates from First-Principles

Semiconductors and insulators are defined by the presence of a band gap, a win-

dow of energy where no electron states exist. Point defects break the symmetry of the

crystal and can introduce states in the band gap. The level structure that is possible

from these states can be extremely rich, as shown in Fig. 1.1. A variety of transi-

tions between the levels are available; some of these are radiative, i.e., they emit light

(photons), and others are nonradiative, i.e., they dissipate energy in the form of heat

(phonons). Evaluating the transition rates is crucial to characterize a given quantum

defect, for example to determine the quantum efficiency.

|CB⟩

|1 A1⟩

|1B1⟩

|3B1⟩

|I⟩
Γ13

Γ12

Γ23

Γ21

κ32

κ24

κ41

Γ43 κ34

κ35 Γ53

Figure 1.1: Most general level diagram for the boron dangling bond, a quantum de-
fect in hexagonal boron nitride. Black lines indicate quantum states and are labeled
by the irreducible representation of the C2v point group that the state transforms as.
|CB⟩ is the conduction band and |I⟩ is a general, nearby impurity. Orange arrows
indicate absorption or photoionization transitions. Red wavy arrows indicate radia-
tive transitions. Blue dashed arrows indicate nonradiative transitions.

I developed the Nonrad code to implement a first-principles approach for the eval-

uation of nonradiative transition rates [22], which is discussed in Chapter 3. This

implementation is based on a quantum-mechanical description of the process utiliz-

ing Fermi’s golden rule within the static coupling approximation [23]. I present an
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approach for evaluating electron-phonon coupling within the projector augmented-

wave formalism. This formalism is regarded as the most accurate method within

pseudopotential theory because it retains the full all-electron wavefunction; however,

this accuracy comes at the expense of considerable complexity, which I comprehen-

sively address in my formalism. I also critically evaluate the common procedure of

replacing Dirac delta functions with Gaussians to account for the variety of broaden-

ing mechanisms that are present in real crystals. This approach is widely used not

only in the evaluation of nonradiative transition rates, but also in a variety of other

calculations, from scattering rates to absorption spectra. I found, however, that this

procedure can introduce inaccuracies in the resulting transition rates, and I therefore

developed an alternative scheme based on interpolation.

An additional issue I had to address relates to the fact that nonradiative transitions

often occur at charged defects, which attract or repel free carriers due to the Coulomb

potential. This interaction impacts the nonradiative transition rate and is described by

the “Sommerfeld parameter”. An analytic approximation of this parameter is com-

monly used, which I found to be inadequate in some cases; I therefore propose to

replace the approximation with a rigorous numerical evaluation.

These developments greatly improve the accuracy and reliability with which non-

radiative transition rates can be evaluated from first principles. The Nonrad code has

been made publicly available [24], making the calculation of nonradiative rates acces-

sible to a wide community of researchers. Beyond the field of quantum defects, non-

radiative transitions have important implications for the operation of electronic and

optoelectronic devices. For example, a first-principles understanding of defects in the

halide perovskites will be essential to push the limits of photovoltaic efficiency [25–

29].
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1.2 Novel Quantum Defects

Identifying novel host materials for quantum defects is an outstanding challenge

of vital importance to quantum information science. Boron nitride is an excellent can-

didate material due to its ultrawide band gap, as well as chemical and thermal stabil-

ity. Boron nitride can crystallize in a variety of crystal structures (polymorphs). The

cubic form, which is the III-V compound analogue to diamond, is a natural starting

place for the design of novel quantum defects. However, to utilize cubic boron nitride

as a host for quantum defects, as well as for other electronic or optoelectronic appli-

cations, control of its conductivity is required. The conductivity of semiconductors

is governed by the addition of small amounts of “dopant” impurities. I performed a

thorough investigation of n-type dopants in cubic boron nitride and identified ON and

SiB as promising dopants [30]. Compensation from boron vacancies poses a problem,

and I outline an approach to control the growth kinetics to overcome this issue. Based

on my comprehensive survey, I propose complexes between dopants and vacancies,

such as VB-ON and VB-SiB, as potential quantum defects. The details of this study are

discussed in Chapter 4.

To utilize a quantum defect for quantum metrology, it is necessary to generate the

defect as close to the sensing target as possible. In a three-dimensional material such

as diamond, this necessitates placing the defect close to the surface. Unfortunately

the surface is a major source of decoherence due to broken bonds and other surface

defects. Two-dimensional materials, in which the bonding character avoids the for-

mation of electrically active surface states, have been proposed as an alternative to

avoid noisy surfaces. In a two-dimensional material, the defect can even be placed

in a single monolayer, free from the surface defects that plague three-dimensional
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materials. Hexagonal boron nitride is a leading candidate material and ultra-bright

single-photon emitters have been observed by a number of experimental groups. One

class of emitters is found in the visible spectrum near 2 eV. They have minimal cou-

pling to phonons and are stable up to 800 K. Furthermore, experiments have found

that the emitters respond to a magnetic field, which is necessary to act as a spin qubit

or for spin-based sensing.

The microscopic origin of these single-photon emitters has eluded researchers.

This is largely because the emitters are notoriously heterogeneous, exhibiting a range

of properties with seemingly contradictory observations. Overcoming this hetero-

geneity is clearly essential to enable applications in quantum information science; the

crucial first step is to identify the chemical and structural nature of the emitter, which I

have addressed by performing first-principles calculations. Based on my hybrid func-

tional density functional theory calculations, I propose boron dangling bonds (broken

bonds resulting from a defect within the layer, depicted in Fig. 1.2) as the likely mi-

croscopic origin [31]. Dangling bonds and their properties are discussed in Chapter 5.

The observed single-photon emission is attributed to an optical transition where an

electron is excited from a doubly-occupied boron dangling bond to a localized B pz

state; this gives rise to a fundamental transition (the “zero-phonon line”) at 2.06 eV

and emission with a Huang-Rhys factor (the parameter that characterizes the cou-

pling to phonons) of 2.3, in good agreement with the experimental values. A unique

feature of the dangling-bond model is that it allows photoionization to occur due to

the proximity of the defect state to the conduction band. The photoionization process

provides an explanation for the experimental observation that the alignment of the

absorptive and emissive dipole depends on the excitation energy. The dangling-bond

model also agrees with the observed magnetic-field dependence, predicting a singlet
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Figure 1.2: An artistic depiction of the boron dangling bond embedded in hexagonal
boron nitride emitting a single photon.

ground state and a metastable triplet state.

The above calculations focused on the dangling bond in samples consisting of mul-

tiple layers of hexagonal boron nitride (effectively the same as bulk), consistent with

what is used in the majority of experiments. However, as noted above, it is desir-

able for applications to position the quantum defect in a single monolayer. I therefore

also investigated the dangling bond in a single monolayer [32] and found that most

of the properties, such as the zero-phonon line and coupling to phonons, are largely

unchanged from their bulk values. One exception is the triplet-state geometry, which

slightly differs and hence may influence the magnetic-field dependence. An important

aspect of these monolayer calculations is that charged defects in reduced dimensions

need to be very carefully treated; my work has addressed how to correctly handle the

compensating background charge in periodic boundary conditions. These results and

a discussion of charged defects in reduced dimensions are presented in Chapter 6.

A major feature of two-dimensional materials that is commonly disregarded is
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the fact that they exist in three dimensions: relevant physics from the bending and

twisting of the two-dimensional plane is often overlooked. I explicitly investigate the

effects of an out-of-plane distortion on the quantum defect [33] in Chapter 7. I ac-

complish this by deforming a plane neighboring the dangling bond, and studying the

resulting relaxation of the defect. The zero-phonon line and coupling to phonons shift

as a result, demonstrating that the dangling bond is sensitive to the local environment.

I propose this is the major source of the heterogeneity observed in experiments.

My work on quantum defects in hexagonal boron nitride culminated in a joint the-

oretical and experimental effort to characterize the full optical dynamics of the single-

photon emitters [34]. Our experimental collaborators in the group of Prof. L. Bas-

sett (U. Pennsylvania) utilized photon emission correlation spectroscopy to extract the

level structure and transition pathways through the levels. The general level diagram

for the dangling-bond defect (shown in Fig. 1.1) is in very good agreement with the

experimental results. The calculated radiative rate is close to the experimental value;

for nonradiative transitions, I utilized the developments in the Nonrad code. I calcu-

lated the nonradiative transition rate for capture of an electron in the conduction band

directly into the excited state and compare to capture into the ground state. Capture

into the excited state is favored by several orders of magnitude, and the calculated

rate is in agreement with the value extracted from experiment. This result confirms

our prediction of the role of photoionization. The overall agreement of the calculated

rates with experiment, including for photoionized electrons, provides strong support

for the attribution of the 2 eV single-photon emission to the boron dangling bond. A

detailed overview of the experiments and our interpretation in the presence of my

first-principles calculations of the dangling bond are presented in Chapter 8.

10
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1.3 Summary

Quantum defects are a leading platform to power the second quantum revolution.

I developed the Nonrad code and improved the methodology for treating nonradia-

tive transitions from first principles, thus supplying an essential tool for a fully first-

principles treatment of quantum defects. I then applied our methodologies to defects

in cubic and hexagonal boron nitride to address the need for novel quantum defects.

In cubic boron nitride, I predicted which dopants could be effective donors, and pro-

posed several potential quantum defects. For hexagonal boron nitride, I proposed

boron dangling bonds as the microscopic origin of the 2 eV single-photon emission. I

extensively characterized the level structure of this quantum defect, finding very fa-

vorable agreement with experiments. Overall, this work constitutes a significant step

forward in the methodology and design of quantum defects. The insights developed

here will not only benefit the technologies of the second quantum revolution but also

impact the first quantum revolution: enhanced understanding and control of nonra-

diative processes will enable better electronic and optoelectronic devices.

11



Chapter 2

Theoretical Background

2.1 The Many-Body Problem

The study of quantum defects from first principles begins with a firm grounding

in the quantum-mechanical foundations. A natural starting place is with the time-

dependent Schrödinger equation in Dirac notation,

ih̄
d
dt

|Ψ(t)⟩ = Ĥ |Ψ(t)⟩ , (2.1)

where h̄ is the reduced Planck’s constant and |Ψ(t)⟩ is the many-body state of our sys-

tem of interest. In the position representation, the many-body wavefunction is given

by Ψ(r1, r2, . . . ; t) = ⟨r1, r2, . . . |Ψ(t)⟩. We see that the many-body wavefunction is a

function of the positions of each of the electrons and is therefore an unwieldy object

to utilize, as we will discuss later. The Hamiltonian Ĥ = T̂ + V̂ contains contributions

of both the kinetic energy T̂ and potential energy V̂, which in general may depend on

both space and time.

Practical calculations typically utilize a time-independent potential. (The effects of

time-dependent quantities are usually studied perturbatively, as described in Sec. 2.6.2.)
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In this case, separation of variables allows us to write |Ψ(t)⟩ = e−iEt/h̄ |Ψ⟩. E is then

the eigenenergy of the time-independent Schrödinger equation,

Ĥ |Ψ⟩ = E |Ψ⟩ , (2.2)

which has the form of an eigenvalue problem.

Here the system of interest is a collection of atomic nuclei and electrons. We may

write down the Hamiltonian for this system (in SI units) as [35]

Ĥ =− h̄2

2me
∑

i
∇̂2

i +
1
2 ∑

i ̸=j

1
4πϵ0

e2

|r̂i − r̂j|
− ∑

i,I

1
4πϵ0

ZIe2

|r̂i − RI |

− ∑
I

h̄2

2MI
∇2

I +
1
2 ∑

I ̸=J

1
4πϵ0

ZIZJe2

|RI − RJ |
, (2.3)

where lowercase subscripts label electrons and uppercase subscripts label nuclei. me

is the electron mass, e is the fundamental charge, and ϵ0 is the vacuum permittivity.

MI is the atomic mass and ZI is the atomic charge of the Ith nuclei.

Atomic nuclei are much heavier than the electrons (MI ≫ me). In Eq. 2.3, we may

therefore assume that the kinetic energy of the nuclei is negligible. This assumption is

known as the Born-Oppenheimer or adiabatic approximation [36]. The interaction be-

tween nuclei (the fifth term of Eq. 2.3) is treated as a classical electrostatic interaction,

which contributes an energy EI I but is not germane to the description of the electrons.

The remaining terms in Eq. 2.3 may be identified as

Ĥ = T̂ + V̂int + V̂ext + EI I , (2.4)

where the kinetic energy for the electrons is

T̂ = − h̄2

2me
∑

i
∇̂2

i , (2.5)

13



Theoretical Background Chapter 2

the electron-electron interaction is

V̂int =
1
2

1
4πϵ0

∑
i ̸=j

e2

|r̂i − r̂j|
. (2.6)

and the external potential felt by the electrons provided by the nuclei is,

V̂ext = − 1
4πϵ0

∑
i,I

ZIe2

|r̂i − RI |
, (2.7)

Thus the Hamiltonian describes electrons quantum-mechanically in the external po-

tential of the nuclei, which are fixed in place from the point of view of the electrons.

It is the electron-electron interaction V̂int that poses a problem for practical calcu-

lations. Without it, the Hamiltonian only contains one-electron terms, and we would

have a system of non-interacting, independent electrons. Such a system may be de-

coupled with each electron treated individually, and the wavefunction could be easily

factorized. The electron-electron interaction is a two-electron operator, which allows

pairs of electrons to “communicate” with one another and introduces correlations be-

tween electrons. Exchange is a well-defined form of correlation and is a manifestation

of the Pauli exclusion principle: two or more electrons, which are fermions, cannot

occupy the same quantum state. Understanding and treating electronic correlation is

one of the outstanding problems in condensed matter physics [35, 37, 38].

This problem is most clearly illustrated by examining the many-body wavefunc-

tion Ψ. Consider solving Eq. 2.2 directly for the Hamiltonian in Eq. 2.3 using a grid-

based method. With a coarse grid of just 10 points per spatial coordinate, the many-

body wavefunction would require 103Ne grid points to represent, where Ne is the

number of electrons. Already by the cobalt atom (Ne = 27), we will have more grid

points than there are atoms in the universe (≈ 1080) [39]. Therefore, just storing the

wavefunction—let alone solving for it—would be intractable.
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Instead, imagine we had a system of non-interacting, independent electrons (e.g.,

neglecting Vint in Eq. 2.3). In this case, our electrons no longer “communicate” and

can be solved individually. Each electron’s wavefunction is represented with 103 grid

points, and our total system requires just Ne × 103 grid points. In other words, we

have turned our exponential problem into a linear one. This is one of the foundational

ideas of the Kohn-Sham approach [40], utilizing an independent system to provide

insight into the interacting system. The Kohn-Sham approach, which is grounded in

density functional theory [41], has become the workhorse computational method for

practical first-principles calculations. It has been widely used to study defects [42–44],

alloys [45, 46], and a variety of other systems [35].

To define this independent system, we first need to shift our focus away from the

many-body wavefunction. Instead, we concentrate on the electron density n(r):

n(r) = ∑
i
⟨Ψ|δ(r̂ − r̂i)|Ψ⟩ . (2.8)

The electron density is a simple function of the spatial coordinates. (It would require

only 103 grid points to represent in the above example!) In the following section, we

show the importance of the electron density through the Hohenberg-Kohn theorems.

2.2 Hohenberg-Kohn Theorems

Pierre Hohenberg and Walter Kohn laid the foundations of density functional the-

ory in 1964 [41]. Their work is summarized by two theorems, which demonstrate the

importance of the ground-state density. The proofs of these theorems are disarmingly

simple.1

1The proof is left as an exercise for the reader.

15



Theoretical Background Chapter 2

The first theorem is as follows:

Theorem 1 For any system of interacting particles in an external potential Vext, the potential

Vext is uniquely determined (up to a constant) by the ground-state density n0.

In other words, there is a one-to-one mapping between the external potential Vext

and the ground-state density n0. Since the external potential is determined from the

ground-state density, the Hamiltonian of the system is also determined. And since

the Hamiltonian is determined, the many-body wavefunctions for all excited and

ground states are determined. Therefore, all properties of the system are determined

by the ground-state density. This clearly highlights the importance of the ground-

state density. However, we are still left with a many-body problem that needs to be

solved, since we only know how to obtain the ground-state density from the many-

body wavefunction (Eq. 2.8).

The second theorem addresses this problem by providing an alternative way to

obtain the ground-state density.

Theorem 2 A universal functional for the energy E[n] can be defined in terms of the density

n, which is valid for any Vext. For a given Vext, the exact ground-state energy is obtained by

minimizing the functional, and the density that minimizes the functional is the exact ground-

state density n0.

The energy functional E[n] in Theorem 2 is given by

E[n] = T[n] + Eint[n] +
∫

d3r Vext(r)n(r) + EI I , (2.9)

which is analogous to Eq. 2.4. Such a functional is universal because the kinetic energy

T[n] and interaction energy Eint[n] are defined the same for all electron systems. The

explicit form of the kinetic and interaction energy functionals, however, is unknown.
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If they were known, we could minimize Eq. 2.9 with respect to variations in the elec-

tron density n to obtain the ground-state energy and density. Following Theorem 1,

all properties of the system would then be determined.

The work of Hohenberg and Kohn constitutes a major shift in focus towards the

ground-state density as the fundamental quantity. Still, these theorems do not enable

practical calculations on their own because there are many unknowns. Most notably,

we don’t know how to derive all properties of the system from the density alone.

To overcome this, we return to the notion from Sec. 2.1 that an independent-particle

system is easier to solve.

2.3 Kohn-Sham Equations

In 1965, Walter Kohn and Lu Jeu Sham provided an ansatz that the ground-state

density of the interacting system is equivalent to that of a well-chosen non-interacting,

independent-particle system [40]. For this independent-particle system, the effect of

interactions is included through the exchange-correlation functional Exc[n]. In this

way, we define the energy functional for the auxiliary Kohn-Sham system as

EKS = Ts[n] + EHar[n] + Exc[n] +
∫

d3r Vext(r)n(r) + EI I . (2.10)

The independent-particle kinetic energy Ts is given by

Ts =
h̄2

2me
∑
σ,i

∫
d3r |∇ψσ

i (r)|2 , (2.11)

where ψσ
i is the wavefunction solution to the one-electron Schrödinger for the aux-

iliary Kohn-Sham system (given below in Eq. 2.14). σ labels the electron spin. The

Hartree interaction energy EHar is given by

EHar[n] =
1
2

1
4πϵ0

∫
d3r d3r′

n(r)n(r′)
|r − r′| , (2.12)
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which is a classical Coulomb interaction of the electron density.

The exchange-correlation functional Exc[n] is defined by comparing Eq. 2.10 to

Eq. 2.9. We therefore obtain that

Exc[n] = (T[n]− Ts[n]) + (Eint[n]− EHar[n]) . (2.13)

The first term is the difference between the full interacting system’s kinetic energy and

the independent-particle kinetic energy. The second term is the difference between the

interaction energy, which includes all quantum-mechanical effects, and the Hartree

interaction, which is classical. In this way, the mapping between the full interacting

system and the auxiliary Kohn-Sham system is exact. As noted in Sec. 2.2 however,

the functional form of T and Eint is unknown, so we must make an approximation for

Exc. 2 These approximations are discussed in depth in the following section.

But first, we derive the Kohn-Sham equations by taking a functional derivative of

EKS (Eq. 2.10) with respect to ψσ∗
i . The independent-particle wavefunctions ψσ

i are

subject to orthonormality (⟨ψσ
i |ψσ′

j ⟩ = δijδσσ′). We arrive at the Kohn-Sham equations,

Ĥσ
KS |ψσ

i ⟩ = εσ
i |ψσ

i ⟩ , (2.14)

where εσ
i are the eigenvalues. The Kohn-Sham Hamiltonian HKS is given by

Ĥσ
KS = − h̄2

2me
∇̂2

i +
δExc

δnσ
+

δEHar

δnσ
+ V̂ext , (2.15)

where δ indicates a functional derivative and nσ is the electron density for spin σ.

In practical calculations, Eq. 2.14 is solved numerically. The electron density for the

independent-particle system is then obtained by

n(r) = ∑
i,σ
|ψσ

i (r)|2 . (2.16)

2Another way to understand the Kohn-Sham formalism is as a carefully chosen mean-field
approximation.
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Notably, the Kohn-Sham equations need to be solved self-consistently due to the fact

that the potentials depend on the electron density, which is derived from the wave-

functions. Via the Kohn-Sham ansatz, the above density is equivalent to that of the

interacting system’s density. Following Hohenberg and Kohn, all properties of the

system are therefore determined.

2.4 Exchange-Correlation Functionals

Integral to the application of density functional theory is the choice of the exchange-

correlation functional. Ideally, we would make the choice that maximizes the accuracy

of our calculation, but this is usually not feasible computationally. Thus there is a

compromise to be made, which balances computation time and accuracy. The lowest

level approximation for the exchange-correlation functional is that of the local density

approximation (LDA), provided by Kohn and Sham [40]. In the LDA, the exchange-

correlation functional is written as

Exc[n] =
∫

d3r n(r)ϵxc([n], r) , (2.17)

where ϵxc is the energy per electron at the point r and depends only on the density in

the vicinity of this point. (In other words, it is local.) Since the exchange-correlation

functional must be universal, the form of ϵxc can be obtained from the homogeneous

electron gas.

The power of the LDA lies in its simplicity (largely in the fact that it is cheap com-

putationally). The LDA enabled practical calculations and is still used today, par-

ticularly for structural properties. A natural way to improve the LDA is to include
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information on the gradient of the density [40],

Exc[n] =
∫

d3r n(r)ϵxc([n,∇n], r) . (2.18)

Such an assumption for the exchange-correlation functional is known as the gener-

alized gradient approximation (GGA). The most well-known and widely used GGA

was developed by Perdew, Burke, and Ernzerhof (PBE) [47]. In this way, we step up

the “rungs of the ladder of exchange-correlation approximations” shown in Fig. 2.1.

Hybrid functionals are an important rung because they enable quantitative calcula-

tions of quantum defects and are discussed in the following section.

LDA – n(r)

GGA – ∇n(r)

Meta-GGA – τ(r), ∇2n(r)

Hybrid – occupied ψσ
i (r)

RPA – unoccupied ψσ
i (r)

Increasing Accuracy

Decreasing Cost

Figure 2.1: The “ladder” of exchange-correlation approximations from the LDA
to the random-phase approximation (RPA). τ(r) is the kinetic energy density and
τ(r) ∝ |∇n(r)|2/n(r). Adapted from Ref. [48].

2.4.1 Hybrid Functionals

A particularly important approximation for the exchange-correlation functional is

known as the hybrid functional. Hybrid functionals include a fraction of exact ex-
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change within Hartree-Fock theory [49]. The term “hybrid” is used because Hartree-

Fock exchange is orbital dependent and not strictly a functional of the density. Hybrid

functionals are widely employed, as they enable accurate evaluation of energetics and

atomic geometries of a variety of systems. Most importantly, hybrid functionals over-

come the well-known band-gap problem of local and semi-local functionals [50–52],

which is intimately tied to the description of charge localization [53].

In the most general hybrid functional, the Coulomb interaction is split into a short-

range (SR) and long-range (LR) component using the identity [52, 54],

1
r
=

erfc(µr)
r︸ ︷︷ ︸

SR

+
erf(µr)

r︸ ︷︷ ︸
LR

, (2.19)

where µ is the screening parameter that defines the range separation. Next, we intro-

duce two mixing parameters, which specify the fraction of Hartree-Fock exchange to

be included: one is the short-range mixing parameter αs, and the other is the long-

range mixing parameter αl. Therefore, the exchange-correlation functional for the

most general hybrid functional Ehyb
xc is given by

Ehyb
xc (αs, αl; µ) = αsESR,HF

x (µ) + (1 − αs)ESR,PBE
x (µ)

+ αlELR,HF
x (µ) + (1 − αl)ELR,PBE

x (µ) + EPBE
c , (2.20)

where Ex is the long-range or short-range exchange contribution calculated at the

Hartree-Fock (HF) or PBE level, following the decomposition in Eq. 2.19. EPBE
c is the

correlation energy calculated at the PBE level.

In Eq. 2.20, three parameters must be determined. It has been shown that the long-

range mixing parameter αl is inversely related to the electronic dielectric constant ϵ∞

(i.e., αl = ϵ−1
∞ ) [55]. The screening parameter µ can be approximated through Thomas-
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Fermi screening [56]:

µ =
8

3b(1 − ϵ−1
∞ )

(
3Nval

Ωπ

)1/3

, (2.21)

where b = 1.563 is an empirical parameter [57], Nval is the number of valence elec-

trons, and Ω is the cell volume. The short-range mixing parameter αs may be taken

to be 0.25, based on the arguments of Perdew, Burke, and Ernzerhof [58]; on the other

hand, αs may be taken to be 1, in connection with the Coulomb-hole static-exchange

approximation from many-body perturbation theory [59]. Alternatively, any one of

these parameters may be tuned to enforce the generalized Koopmans’ condition [60]

on a localized state [61, 62].

The above arguments demonstrate that the parametrization of the hybrid func-

tional is material-dependent. As a result, utilizing these methods to determine the pa-

rameters can significantly improve the predictive capability of the hybrid functional,

compared to a naive material-independent parametrization. Indeed these methods

predict band gaps in good agreement with the experimental value [56, 61], although

the “best” method is not clear. In many cases, it has become common practice to in-

stead choose the parameters that reproduce the experimental band gap.

In this dissertation, I utilize the hybrid functional parameterization of Heyd, Scusce-

ria, and Ernzerhof (HSE) [63, 64]. The HSE functional is widely used for solid-state

systems due to its excellent accuracy and computational expediency, thanks to the ex-

clusion of long-range exact exchange. The exchange-correlation energy for the HSE

functional is given by EHSE
xc (α; µ) = Ehyb

xc (α, 0; µ). Motivated by physical arguments,

the original parameterization utilized α = 0.25 and µ = 0.2 Å−1. Here, we keep the

screening parameter the same, but tune the mixing parameter α to match the compu-

tational band gap to the experimental band gap. In specific cases, we also verified that

this choice results in Koopmans’ condition being obeyed.
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2.5 Projector Augmented Wave Pseudopotentials

For solid-state systems that are typically simulated with periodic boundary con-

ditions, a plane-wave basis is natural. However the use of plane waves is potentially

problematic from a numerical point of view. The Coulomb potential diverges at each

nucleus in the system, and as a result, introduces rapid oscillations of the wavefunc-

tion near the nucleus. These oscillations require high-frequency plane waves to ac-

curately describe; this would render calculations with a plane-wave basis extremely

expensive computationally.

To overcome this issue, the notion of “pseudopotentials” has been introduced. We

can distinguish between two types of electrons: core electrons, which are strongly lo-

calized near the nucleus; and valence electrons, which may be more delocalized and

participate in bonding. It is the valence electrons that are most relevant for describing

the properties of the system. We therefore construct a pseudopotential in which the

core electrons are removed and the valence electrons feel an effective ionic potential.

The projector augmented wave (PAW) method [65] has become increasingly pop-

ular. PAW pseudopotentials are defined by a linear transformation in which the core

electrons are “frozen in”. As a result, the full all-electron wavefunction is still acces-

sible. For this reason, PAW pseudopotentials are widely regarded as one of the most

accurate pseudopotential methods. The main drawback to PAW pseudopotentials is

the complexity for implementation, since the core wavefunctions are represented on a

radial grid.

The PAW linear transformation T̂ is given by [65, 66]

|ψ⟩ = T̂ |ψ̃⟩ , (2.22)

where ψ is the all-electron wavefunction that solves Eq. 2.14 (with the indices are
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dropped for notational convenience) and ψ̃ is the pseudo-wavefunction. The trans-

formation is chosen such that ψ̃ is smooth and can be represented on a modest plane-

wave basis,

|ψ̃⟩ = 1√
Ω

∑
|q|<qcut

cq |q⟩ , (2.23)

where Ω is the volume of the simulation cell, q is a reciprocal-space wavevector, qcut

is the cutoff for the plane-wave basis, and cq is the Fourier component.

As noted above, the wavefunction oscillates close to the nucleus. We introduce the

notion of a PAW sphere, which is a small volume surrounding the nucleus, and the

operator T̂ (I), which is non-zero only in the PAW sphere centered on the Ith nucleus.

Therefore, we may write

T̂ = 1̂ + ∑
I
T̂ (I) . (2.24)

Next we introduce a complete set of partial waves ϕ
(I)
n and their smooth counterparts

ϕ̃
(I)
n . The partial wave is the rapidly oscillating component of the all-electron wave-

function that we want to replace with its smooth counterpart to obtain the pseudo-

wavefunction. Lastly, we introduce the projector function p(I)
m , which maps the pseudo-

wavefunction onto the partial waves. The projector must satisfy the completeness

relation

∑
n
|ϕ̃(I)

n ⟩ ⟨p(I)
n | = 1̂ (2.25)

and orthogonality

⟨p(I)
m |ϕ̃(I)

m ⟩ = δm,n , (2.26)

inside the PAW sphere. It is important to note that Eq. 2.25 is only satisfied approxi-

mately in typical implementations because a finite number of projectors are used [67].

Ensuring that an appropriate number of projectors are included is important for the

accuracy of the PAW transformation.
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We may write the PAW transformation as

T̂ = 1̂ + ∑
I
T̂ (I) = 1̂ + ∑

I,n

(
|ϕ(I)

n ⟩ − |ϕ̃(I)
n ⟩

)
⟨p(I)

n | . (2.27)

For T̂ (I) to be non-zero only inside the PAW sphere, we require that ϕ
(I)
n = ϕ̃

(I)
n outside

the PAW sphere. With this transformation, instead of solving Eq. 2.14, we now solve

a generalized eigenvalue problem in the pseudo-wavefunctions,

ˆ̃Hσ
KS |ψ̃σ

i ⟩ = εσ
i Ŝ |ψ̃σ

i ⟩ , (2.28)

where ˆ̃Hσ
KS = T̂ †Ĥσ

KST̂ and the overlap matrix Ŝ = T̂ †T̂ .

The expectation value of a general operator Ô is given by

⟨Ô⟩ = ∑
i,σ

f σ
i ⟨ψσ

i |Ô|ψσ
i ⟩ , (2.29)

where f σ
i is the occupation factor and the other term in the sum is the one-electron

expectation value. If we assume the operator is also local, the one-electron expectation

value (again dropping the indices for notational convenience) is expressed as

⟨ψ|Ô|ψ⟩ = ⟨ψ̃|T †ÔT |ψ̃⟩

= ⟨ψ̃|Ô|ψ̃⟩+ ∑
m,n,I

(
⟨ϕ(I)

m |Ô|ϕ(I)
n ⟩ − ⟨ϕ̃(I)

m |Ô|ϕ̃(I)
n ⟩

)
⟨ψ̃|p(I)

m ⟩ ⟨p(I)
n |ψ̃⟩ . (2.30)

Thus we see that the expectation value must be evaluated in the pseudo-wavefunction

basis, the partial-wave basis, and the smooth partial-wave basis. In this way, the ex-

pectation value of the operator includes the pseudo-wavefunction contribution (the

first term) and a correction from the core (the second term). Non-local operators re-

quire careful treatment because they introduce cross-terms between PAW spheres; this

issue is discussed in Refs. [65, 66]. The overlap operator Ŝ is the special case of Eq. 2.30

with Ô = 1̂.
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2.6 Point Defects

The previous sections have developed the formalism regarding general density

functional theory calculations. Here we turn our attention to the treatment of point

defect calculations within this framework, highlighting the details that are important

for quantum defects.

2.6.1 Formalism

Crystalline solid-state systems are best simulated within periodic boundary con-

ditions. Point defects, on the other hand, break the translational symmetry and thus

have no periodicity. Various approaches have been developed to overcome this dis-

parity [68, 69]. The most widely used is the supercell approach, which I employ in this

dissertation. Within this approach, a point defect is embedded in a large supercell, a

simulation cell that is some multiple of the unit cell, and modeled within periodic

boundary conditions. The construction of a supercell is depicted in Fig. 2.2. Care is

taken to minimize periodic interactions between images of the defect or to explicitly

correct for them.

The supercell formalism was carefully reviewed by Freysoldt et al. [42]. The central

quantity of interest is the defect formation energy E f and is given by

E f [Xq] = Etot[Xq]− Etot[Bulk]− ∑
i

niµi + q(EVBM + EF) + ∆q , (2.31)

where Etot[Xq] is the total energy of the supercell containing the defect X in charge

state q and Etot[Bulk] is the total energy of the pristine supercell. EVBM is the energy

of the valence-band maximum and EF is the Fermi level. ∆q is a correction term that

accounts for the effects that arise from the use of a charged finite-size supercell [70, 71].
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a

b

(a)

a b

a + b

(b)
2a 2b

3a + 3b

(c)

Figure 2.2: The construction of a supercell where the (a) unit cell is first transformed
to an (b) orthogonal basis before (c) scaling to a supercell. This construction results
in (approximately) isotropic defect interactions. Black dots are lattice points. The
arrows correspond to the lattice vectors from which the lattice points are generated.
Grey lines indicate the simulation cell. The lattice vectors in (a) correspond to the
in-plane lattice vectors of a hexagonal crystal.

Charged interactions in a two-dimensional material require extra care to treat and are

discussed in Chapter 6. The chemical potential µi accounts for the addition (ni > 0)

or removal (ni < 0) of species in forming the defect. We determine the chemical

potentials by considering the growth conditions and potential limiting phases that

may form.

The thermodynamic transition level is the Fermi-level position where the defect

changes its charge state; it is an electronic property of the defect and is given by

ε(q/q′) =
E f [Xq; EF = 0]− E f [Xq′ ; EF = 0]

q′ − q
, (2.32)

where E f [Xq; EF = 0] is the formation energy at the valence-band maximum (EF = 0).

Using Eq. 2.31, Eq. 2.32 can be rewritten as

ε(q/q′) =
(Etot[Xq] + ∆q)− (Etot[Xq′ ] + ∆q′)

q′ − q
− EVBM . (2.33)

We see that the thermodynamic transition level does not depend on the chemical po-

tentials nor the energy of the bulk. This demonstrates that the thermodynamic transi-
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tion level is an electronic property of the defect itself.

Excited states of a point defect are particularly important for the study of quan-

tum defects: such excited states give rise to a rich level structure (e.g., see Fig. 1.1)

with a variety of possible transitions. We utilize the constrained-occupation ∆SCF

method [72] to study excited states. The evaluation of the rates of possible transitions

is discussed in the following section.

2.6.2 Transitions Involving Defects

The above formalism lays the foundation for the study of point defects; in partic-

ular, it enables us to study the electronic structure of a given defect. In the study of

quantum defects, we are not only interested in the electronic structure but also how

the system can transition between the electronic states. The rate at which photons are

emitted is essential to characterizing a single-photon emitter. Similarly, the dynamics

in a magnetic field are integral to the operation of a spin center. Thus a description of

the time-dependent quantities of a point defect is imperative. The density-functional-

theory formalism utilized so far is time-independent but provides a basis for pertur-

bation theory. Fermi’s golden rule [73, 74] is then utilized to evaluate the transition

rate.

Below, we briefly discuss the possible transitions that are relevant for the under-

standing of quantum defects. We can distinguish between two types of transitions:

bound-to-bound transitions, which are sometimes referred to as internal transitions and

occur between localized defect orbitals; and free-to-bound transitions, which occur be-

tween a localized defect orbital and a delocalized bulk state. Both an excitation and

de-excitation process is possible for each transition type. For internal transitions, there

is a natural symmetry between excitation and de-excitation; the same cannot be said
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for free-to-bound transitions, which involve delocalized bulk states. The de-excitation

process for free-to-bound transitions is referred to as capture, and the excitation process

is referred to as emission. Capture processes are described with a capture coefficient C

in units of cm3 s−1. The rate at which electrons (holes) are captured at the defect is Cn

(Cp) where n (p) is the density of free electrons (holes).

Radiative Capture

Radiative capture is a capture process in which a photon is emitted and a carrier

is trapped at a defect site. The expression for the radiative capture coefficient is given

by

CRad = f ηspV
e2nr

3m2
e ϵ0πc3h̄4 |pi f |2Eopt , (2.34)

where f is the Sommerfeld parameter [75], V is the supercell volume, nr is the index

of refraction, pi f is the momentum matrix element between the defect and band-edge

wavefunction, and Eopt is the energy of the optical transition. ηsp is a factor that ac-

counts for the spin selection rules. If the total spin of the defect is initially a singlet and,

after capturing a carrier, is a doublet, then ηsp = 1. Similarly, ηsp = 0.5 for a transition

from a doublet to a singlet or from a triplet to a doublet. A first-principles approach for

evaluating the radiative capture coefficient was studied by Dreyer et al. [76]. Typical

radiative capture coefficients are ≈ 10−14 − 10−13 cm3 s−1.

Photoionization

Photoionization is an emission process where a photon is absorbed, placing a car-

rier in a bulk band state. The photoionization rate is given by [77]:

ΓPI = nνvν σPI(h̄ων) , (2.35)
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where nν is the density of photons with phase velocity vν and frequency ων. Thus the

photoionization rate depends on the details of the light excitation in a given measure-

ment. The photoionization cross section σPI(h̄ω) however is intrinsic to the defect; it

is treated with Fermi’s golden rule and is given by

σPI(h̄ω) =
4π2α

nr
h̄ω ∑

j
|µij|2δ(h̄ω − εij) , (2.36)

where α is the fine-structure constant and εij = ε j − εi is the energy difference of the

transition. i labels the defect state and j runs over the bulk bands of interest. µij

is the transition dipole moment and is related to the momentum matrix element by

pij = (imeεij/h̄)µij. (A factor of 1/3 sometimes appears in Eq. 2.36 when assum-

ing either the photons or defects are randomly oriented with respect to one another.)

A first-principles evaluation of the photoionization cross section was provided by

Razinkovas et al. [78]. Importantly, they included the effect of coupling to phonons

via a convolution of the cross section with the electron-phonon spectral function.

Nonradiative Capture via Multiphonon Emission

Nonradiative capture via multiphonon emission is a capture process in which

phonons are emitted and a carrier is trapped at a defect site. Semiclassically, the non-

radiative capture process can be understood as a thermally activated process where

the system must first overcome a barrier, followed by the emission of phonons. Alka-

uskas et al. provided a formalism to evaluate the nonradiative capture coefficient from

first principles [23]. In it, a single-mode approximation is employed, and the capture

coefficient is evaluated based on quantum-mechanical principles. The nonradiative

capture coefficient is given by

CNR = f
2π

h̄
gVW2

i f ∑
m

wm ∑
n
|⟨χim|Q̂ − Q0|χ f n⟩|

2
δ(∆E + mh̄Ωi − nh̄Ω f ) . (2.37)

30



Theoretical Background Chapter 2

g is the configurational degeneracy, f is a scaling factor to account for charge inter-

actions in a periodic cell, V is the volume of the supercell, and wm is the thermal oc-

cupation factor for the mth vibrational mode of the initial state. Ωi/ f are the phonon

frequencies of the initial (i) and final ( f ) state derived from the configuration coordi-

nate diagram, and Q0 is the geometry for the perturbative expansion. ∆E is the energy

difference between the initial and final state, and Wi f is the electron-phonon coupling

matrix element. Nonradiative capture coefficients can span many orders of magnitude

(≈ 10−14 − 10−4 cm3 s−1) [79] and as a result, often dominate over radiative capture.

Evaluating the nonradiative capture coefficient is the subject of Chapter 3. In Chap-

ter 3, I discuss the development of a python code Nonrad [22, 24], which implements

the above equation. I also discuss several improvements to the methodology.

Thermal Emission

Thermal emission is a nonradiative emission process in which an electron or hole

from a defect state is thermally excited into the bulk bands. Under thermodynamic

equilibrium, the rate of thermal emission should be proportional to the rate of nonra-

diative capture [79–81]. (We implicitly assume that nonradiative capture dominates.)

The thermal emission rate is expressed as

ΓEm =
CNRNs

gv
exp

(
−∆Ei

kBT

)
, (2.38)

where Ns is the density of states of the valence or conduction band, gv is the valley

degeneracy, and ∆Ei is the ionization energy of the defect. The exponential term in

Eq. 2.38 strongly suppresses thermal emission from defect states deep in the band

gap. Since thermal emission would destroy the quantum state, having defect states

far from the band edges is a desired property for quantum defects [9].
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Defect Auger

Defect Auger 3 is another type of nonradiative capture process. However, unlike a

multiphonon emission process, defect Auger gives the excess energy to a second free

carrier through the screened Coulomb interaction. In this way, defect Auger depends

on the carrier density squared and can become more important than capture via mul-

tiphonon emission at higher carrier densities. Four distinct defect Auger processes

can be identified (Fig. 2.3). The Auger coefficient for each of these processes is given

by

T1 =
2π

h̄
1
n2 ∑

1,2,4
f1 f2(1 − f4)|M12d4|2δ(ε1 + ε2 − εd − ε4) , (2.39)

T2 =
2π

h̄
1
p2 ∑

1,2,4
(1 − f1)(1 − f2) f4|M12d4|2δ(ε1 + ε2 − εd − ε4) , (2.40)

T3 =
2π

h̄
1

np ∑
1,2,4

f1(1 − f2)(1 − f4)|M1d24|2δ(ε1 + εd − ε2 − ε4) , (2.41)

T4 =
2π

h̄
1

np ∑
1,2,4

f1(1 − f2) f4|M2d41|2δ(ε2 + εd − ε4 − ε1) , (2.42)

where Mijkl = ⟨ij|Ŵ|kl⟩ − ⟨ij|Ŵ|lk⟩ and Ŵ is the screened Coulomb interaction. d

labels the defect state, and the bold integers are a composite index for the band in-

dex and spin of the bulk bands. fi is the Fermi occupation factor for state i. A first-

principles evaluation of the defect Auger process is being developed [82].

Radiative Internal Transition

A radiative internal transition occurs between two localized defect orbitals and

emits a photon in the process. The rate is given by a Fermi’s golden rule expression

based on the spontaneous emission process. The radiative transition rate is expressed

3Defect Auger is also commonly referred to as Impurity Auger.
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Figure 2.3: Schematic diagram for the defect Auger (a) T1, (b) T2, (c) T3, and (d)
T4 processes. The conduction band is shown in orange, and the valence band is
shown in blue. The conduction-band minimum (CBM) and valence-band maximum
(VBM) are labeled. A single defect state is shown by a black line in the band gap.
Occupied states are depicted with filled red circles, and unoccupied states are shown
with unfilled circles.

as [76, 79]

ΓRad =
nrE3

ZPLµ2

3πϵ0c3h̄4 , (2.43)

where nr is the index of refraction, EZPL is the zero-phonon line energy, and µ is the

transition dipole moment. The transition rate is straightforward to evaluate from first

principles and is applied to the boron dangling-bond defect in h-BN in Chapter 7.

Absorptive Internal Transition

In an absorptive internal transition, a photon excites an electron between two lo-

calized defect orbitals. Similar to photoionization, the rate for an absorptive internal

transition is [77]

ΓAbs = nνvν σAbs(h̄ων) . (2.44)
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where σAbs(h̄ω) is the absorption cross section and is given by [77, 78]

σ(h̄ω) = g
4π2α

nr
h̄ω |µ|2δ(h̄ω − EZPL) , (2.45)

where g is the orbital degeneracy. The absorption cross section was evaluated by

Razinkovas et al. for the NV center in diamond [78].

Nonradiative Internal Transition

Nonradiative internal transitions are similar to nonradiative capture but occur be-

tween two localized defect orbitals. The expression for the nonradiative transition rate

takes a similar form to the that of the capture coefficient [23, 79]:

ΓNR =
2π

h̄
gW2

i f ∑
m

wm ∑
n
|⟨χim|Q̂ − Q0|χ f n⟩|

2
δ(∆E + mh̄Ωi − nh̄Ω f ) . (2.46)

However, an important difference is the absence of the volume V in the expression.

As a result, input parameters that would lead to a negligible capture coefficient can

lead to a sizable internal transition rate. (In other words, relatively weak electron-

phonon coupling can still lead to an internal transition rate that cannot be ignored.) A

first-principles evaluation of Eq. 2.46 can be performed with the Nonrad code [22, 24];

however, the applicability of the single-mode approximation for nonradiative internal

transitions has not been assessed. The single-mode approximation works best when

electron-phonon coupling is strong [83], which is not always the case for nonradia-

tive internal transitions. Furthermore, coupling to a symmetric phonon mode, which

the single-mode approximation corresponds to, may be forbidden by symmetry for

nonradiative internal transitions.
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Intersystem Crossing

The transitions considered to this point were those in which the total spin of the

defect is conserved. Intersystem crossing is an internal transition that is nonradiative

and involves a change in the total spin of the defect. In contrast to the nonradiative in-

ternal transition, spin-orbit coupling mediates the transition. The intersystem crossing

rate is given by [79]

ΓISC =
2π

h̄ ∑
m,n

wm |ĥSOC|2 |⟨χm|χn⟩|2δ(mh̄Ωi − nh̄Ω f + ∆E) , (2.47)

where ĥSOC is the spin-orbit coupling matrix element. A first-principles evaluation

of the intersystem crossing rate has been applied [84, 85]; Thiering et al. calculated

the intersystem crossing rates for the NV center in diamond, but relied on empirical

parameters to match experiment [84]. In Ref. [85], a first-principles approach was ap-

plied transition-metal defects in h-BN, but mixed computational methods were neces-

sary. Similar to nonradiative internal transitions, the single-mode approximation has

not been assessed.

Optical Dynamics

Given the first-principles evaluation of the above transition rates, the temporal re-

sponse of the quantum defect to optical excitation can be determined. The optical

dynamics depend sensitively on the interplay of the possible transitions and their rel-

ative magnitudes. We can solve for the full quantum dynamics using the Lindblad

master equation approach [86]; however a semiclassical approximation is sufficient

for the behavior of quantum defects. In the semiclassical approach, the individual

transitions are treated quantum-mechanically, while the dynamics are treated with a
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classical master equation [87–89],

d
dt

P = R · P , (2.48)

where P(t) = {p0(t), p1(t), . . . } is the vector of time-dependent state populations

pi(t), and R is the rate matrix that describes the possible transitions. P has length

N, and R has size N × N, where N is the number of quantum states being consid-

ered. Rij is the transition rate from state j to state i, and the diagonal matrix elements

Rii = −∑j Rji to conserve probability.

Equation 2.48 may then be solved numerically for the initial condition given by

P(0) = {1, 0, . . . }, where we’ve assumed the first state is the ground state. The solu-

tion gives us the population of each state as a function of time. In typical experiments,

the second-order photon autocorrelation function g(2)(τ) is measured. Assuming we

have seen a photon, g(2)(τ) would be given by the normalized population of the emis-

sive state. Thus, we may calculate

g(2)(τ) =
pn(τ)

pn(∞)
, (2.49)

where n is the index of the emissive quantum state and the population is normalized

at infinity.

A first-principles evaluation of the optical dynamics is predicated on the ability to

predict each transition from first principles. As highlighted above, this is in principle

possible, although some approximations and assumptions are still necessary. The op-

tical dynamics of single-photon emitters in hexagonal boron nitride are investigated

in Chapter 8, supplemented by experimental information.
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Chapter 3

Nonrad: Computing Nonradiative

Capture Coefficients from First

Principles

3.1 Introduction

In semiconducting or insulating material, any injected or excited carriers that do

not leave the material eventually decay through radiative or nonradiative recombina-

tion. Point defects provide a path for nonradiative transitions, with important impli-

cations for device performance. In optoelectronic devices, point defects allow carri-

ers to recombine nonradiatively through the Shockley-Read-Hall (SRH) process [90].

SRH recombination limits the efficiency of light-emitting diodes, lasers, and pho-

tovoltaic cells, transferring the excitation energy into lattice vibrations or, in other

words, heat. Similarly, point defects may act as charge traps or recombination cen-

ters in electronic devices such as transistors, degrading performance. For quantum
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defects, nonradiative transitions enable manipulations of the spin and determine the

quantum efficiency of their optical interfaces. Control of nonradiative recombination

is of paramount importance for enhancing the performance of devices.

Many authors have contributed to the theoretical foundations of nonradiative pro-

cesses in solids [91–95], dating back several decades. The work of Henry and Lang [94]

was particularly influential; it used a semi-classical description and empirical param-

eters to ascertain the temperature dependence of the nonradiative rates. While these

early works were limited in predictive power, they provided the foundations for a full

treatment of the capture process. Indeed, their limitation was largely due to the fact

that they did not take into account the specific electronic and vibronic structure of a

given point defect.

First-principles calculations based on state-of-the-art hybrid density functional the-

ory provide an accurate description of the electronic structure of point defects [42]

and a rigorous framework for incorporating atomistic insight into the nonradiative

capture process. The first-principles approach for point defects was discussed in

Sec. 2.6. A formalism for computing nonradiative capture rates from first principles

was developed by Alkauskas et al. [23]: nonradiative recombination rates are com-

puted quantum-mechanically using Fermi’s golden rule within the static-coupling

approximation. While the formalism is general, the full multidimensional treatment

is computationally extremely expensive. Alkauskas et al. demonstrated that a one-

dimensional approximation based on a single phonon mode (known as the accept-

ing mode [95]) yields very good results, particularly for defects with strong electron-

phonon coupling. Good agreement was demonstrated both with experiment [23, 96]

and with multidimensional calculations [97, 98].

Here, we present Nonrad [24], an open-source Python implementation for the
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computation of nonradiative capture coefficients based on the formalism of Alkauskas

et al. Nonrad relies on standard Python libraries such as NumPy [99] and SciPy [100]

to perform calculations of the nonradiative capture coefficients, as well as Pymat-

gen [101] to interface with common first-principles codes. In addition, Nonrad pro-

vides various utilities for preparing and parsing configuration coordinate diagrams.

These utilities facilitate the process of generating input files for these calculations.

Phonon integrals are evaluated using an analytic formula for the overlap between

two displaced harmonic oscillator wavefunctions or by direct numerical integration

of the analytic wavefunctions.

In addition to the implementation of the approach described in Ref. [23], the present

work includes three important extensions of the methodology: (i) a method for eval-

uating electron-phonon matrix elements within the projector augmented wave (PAW)

formalism [65], (ii) an interpolation scheme to obtain a smooth spectral function, and

(iii) numerical evaluation of the Sommerfeld parameters. The interpolation scheme of

extension (ii) is an alternative to replacing the Dirac delta functions with Gaussians,

which mimics broadening effects on the energy conservation condition; our scheme

provides consistent lineshapes without any tuning parameters. In extension (iii), we

remove the approximation associated with using an analytic form for the Sommer-

feld parameter. We show that this approximation is valid only over a limited range

of temperatures, and instead numerically evaluate the integral form of the Sommer-

feld parameter. In total, Nonrad provides a powerful and easy-to-use interface for the

evaluation of nonradiative capture coefficients and will enable researchers to reliably

investigate nonradiative capture in a range of materials.
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3.2 Implementation

3.2.1 Basic Theory

Calculations of nonradiative capture begin with accurate modeling of the point de-

fect using the standard methodology [42] in which charged point defects are studied

within a supercell and finite-size corrections are included [70] (discussed in Sec. 2.6).

The nonradiative capture coefficient C describes capture of a carrier at the band edge

onto the defect and is given by Eq. 2.37. The summations in Eq. 2.37 are over the

quantum numbers of the special phonon mode known as the accepting mode [95].

This mode corresponds to the mass-weighted configuration coordinate Q used to con-

struct the configuration coordinate diagram in Fig. 3.1. We define ∆Q as the difference

in the equilibrium geometries of the initial and final state along this configuration

coordinate; it is given by

(∆Q)2 = ∑
I

MI |RI,i − RI, f |2 , (3.1)

where I labels the atomic sites, MI is the atomic mass of site I, and RI,i/g are the

coordinates of the Ith site in the initial (i) or final ( f ) state. Such diagrams describe

the change in energy as the atomic coordinates change for a given charge state of

a defect. In Eq. 2.37, Q0 is the atomic configuration used as the starting point for the

perturbative expansion. This can be chosen to correspond to the equilibrium geometry

of either the initial or the final state, as will be discussed in Sec. 3.3.4.

In this Chapter, we focus on the case where the initial state corresponds to a de-

localized band-edge state. In this case, V is the volume of the supercell used for the

simulation. The Nonrad code, however, is equally applicable to the case where the

initial state is a localized excited state of the defect. In that case, V and the scaling
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Figure 3.1: A schematic configuration coordinate diagram. The blue parabola cor-
responds to the initial state with a phonon frequency Ωi centered at the equilibrium
geometry, defined to be Q = ∆Q. The orange parabola corresponds to the final state
with frequency Ω f and equilibrium geometry Q = 0. For the initial state, harmonic
oscillator probability densities are shown, offset by the energy of the state. The opac-
ity of the probability densities correspond to the thermal occupation of each state wm
at a temperature kBT = 2h̄Ωi.

function f (discussed below) should both be set equal to 1, and a rate is obtained (in

units of s−1) as opposed to a capture coefficient (in units of cm3s−1).

The phonon matrix elements ⟨χim|Q̂ − Q0|χ f n⟩ are evaluated within the Nonrad

code by writing them in terms of wavefunction overlaps through the ladder operators

Q̂ =
√

h̄/2Ω(â† + â), where â† and â are the raising and lowering operators. The

resulting overlaps are calculated using either the analytic formula of Zapol [102] or

by direct numerical integration of the harmonic oscillator wavefunctions, which is the

default. These two approaches produce numerically identical results, but differ in

their computational cost. For small vibronic quantum numbers, the analytic formula

is faster, while numerical integration becomes faster in the opposite limit.
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The scaling function f in Eq. 2.37 accounts for two contributions: (i) the Coulom-

bic interaction between the defect and delocalized carrier if the defect is charged, and

(ii) the perturbation of the band-edge wavefunction due to the interaction with the

charged defect level in a finite-size supercell. In previous works, a more general form

of the scaling function was defined (see Eq. 14 in Ref. [23]); the more general form

reduces to those described below for typical simulation conditions. Contribution (i)

has been described in the literature and is known as the Sommerfeld parameter [75].

The Sommerfeld parameter may be calculated using the sommerfeld_parameter

function available in the Nonrad code. We examine the accuracy of the commonly

used analytic form of the Sommerfeld parameter in Sec. 3.2.4. The effect of contribu-

tion (ii) can be estimated by comparing the band-edge wavefunction in the supercell

to a homogeneous distribution, where the integrated radial charge density goes as

(4/3)πR3/V. If we define α as the ratio of the integrated radial distribution of the

band-edge charge density to the homogeneous case, then the resulting scaling of the

capture coefficient is α−1. The procedure for calculating this contribution is encapsu-

lated in the charged_supercell_scaling function in the Nonrad code. The final

scaling function is the product of contributions (i) and (ii), and we set it to 1 for cap-

ture of a carrier in the neutral charge state with the electron-phonon matrix element

evaluated in a neutral cell.

The electron-phonon matrix element Wi f needs to be computed from first princi-

ples. The PAW pseudopotential formalism has become a prominent framework for

computation because it provides a large reduction in computational complexity while

still retaining an effective full-potential wavefunction, albeit with the core electrons

frozen. To compute matrix elements within the PAW formalism, the contribution from

the overlap operator needs to be accounted for. In Sec. 3.2.2, we present a linear re-
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sponse theory for evaluating the electron-phonon matrix elements within the PAW for-

malism. Finally, we examine the common practice of replacing the energy-conserving

delta functions in Eq. 2.37 with Gaussians and show that it may introduce signifi-

cant errors in the resulting capture coefficients. We propose an alternative scheme in

Sec. 3.2.3.

3.2.2 PAW Formalism

We presented an overview of the PAW formalism in Sec. 2.5; here we derive the

electron-phonon coupling matrix element within this formalism. We begin by writing

the matrix element in terms of the pseudo-wavefunctions:

Wi f = ⟨ψi|∂QĤ|ψ f ⟩ ≈ ⟨ψ̃i|∂Q
ˆ̃H − ϵ f ∂Q

ˆ̃S|ψ̃ f ⟩ , (3.2)

where ψj is the single-particle wavefunction and Ĥ is the full-potential Kohn-Sham

Hamiltonian. ˆ̃H is the Kohn-Sham Hamiltonian for the pseudo-wavefunctions af-

ter applying the PAW transformation, ˆ̃S is the overlap matrix arising from the non-

orthogonality of the pseudo-wavefunctions, and ϵj is the energy eigenvalue corre-

sponding to the pseudo-wavefunction ψ̃j. ψ̃i and ψ̃ f are taken from the same cal-

culation (the static approximation, Ref. [23]). The right-hand side of the equation is

obtained by first performing the PAW transformation (T̂ ψ̃j = ψj), then using the PAW

completeness relation, and finally taking derivatives. This results in an approxima-

tion, where the term ⟨ψ̃i|T̂ †∂QT̂ |ψ̃ f ⟩ is assumed to be negligible. Chaput and cowork-

ers [103] recently suggested an alternative approach, which first takes the derivative

on the left-hand side, then performs the PAW transformation, and finally uses the

completeness relation. The relation between these two approaches is discussed else-

where [104].
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Equation 3.2 is unwieldy to evaluate directly, and a more tractable form may be de-

rived from linear response theory. The effective Kohn-Sham equation for the pseudo-

wavefunctions,

( ˆ̃H − ϵ f
ˆ̃S) |ψ̃ f ⟩ = 0 , (3.3)

is expanded to linear order in the perturbation:

[
( ˆ̃H + ∂Q

ˆ̃H)− (ϵ f + ∂Qϵ f )(
ˆ̃S + ∂Q

ˆ̃S)
]
|ψ̃ f + ∂Qψ̃ f ⟩ = 0 . (3.4)

Collecting terms that are linear in the perturbation and equating them to 0 gives

( ˆ̃H − ϵ f
ˆ̃S) |∂Qψ̃ f ⟩ = −(∂Q

ˆ̃H − ϵ f ∂Q
ˆ̃S) |ψ̃ f ⟩+ (∂Qϵ f )

ˆ̃S |ψ̃ f ⟩ . (3.5)

Finally, we multiply by ⟨ψ̃i|, obtaining

⟨ψ̃i| ˆ̃H − ϵ f
ˆ̃S|∂Qψ̃ f ⟩ = − ⟨ψ̃i|∂Q

ˆ̃H − ϵ f ∂Q
ˆ̃S|ψ̃ f ⟩+ (∂Qϵ f ) ⟨ψ̃i| ˆ̃S|ψ̃ f ⟩ (3.6)

or

(ϵ f − ϵi) ⟨ψ̃i| ˆ̃S|∂Qψ̃ f ⟩ = ⟨ψ̃i|∂Q
ˆ̃H − ϵ f ∂Q

ˆ̃S|ψ̃ f ⟩ , (3.7)

where we have used Eq. 3.3 and the orthogonality relation ⟨ψ̃i| ˆ̃S|ψ̃j⟩ = δij. We can

now plug this into Eq. 3.2 to arrive at the final form for the electron-phonon matrix

element:

Wi f = (ϵ f − ϵi) ⟨ψ̃i| ˆ̃S|∂Qψ̃ f ⟩ . (3.8)

In practice, Eq. 3.8 is evaluated by computing the slope of ⟨ψ̃i(0)| ˆ̃S(0)|ψ̃ f (Q)⟩ as a

function of Q. This evaluation is in the spirit of finite differences, for which an arbi-

trary phase factor may present itself. However, the matrix element only enters as a

modulus squared, for which we can focus on the magnitude of the matrix element,

without the need to specifically address the phase factor.
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Other methods for evaluating the electron-phonon coupling within the PAW for-

malism have been described in the literature, for instance in Refs. [103] and [104] and

in Appendix C of Ref. [105]; however, they rely on computing structure factors result-

ing from the displacement of the PAW spheres or implementing the more involved

Eq. 3.2. The method described here is straightforward, very efficient and has been

implemented in the VASP code version 5.4.4, as well as version 6.

3.2.3 Broadening of the Delta Functions

The delta functions in Eq. 2.37 impose energy conservation on the vibronic tran-

sitions. In reality, the delta functions are too restrictive: various mechanisms act to

broaden the energies of the transitions, producing a continuous spectral function. In

solids the dominant sources of broadening are random internal fields and the finite

lifetime of the states involved in the transition, which leads to energy uncertainty [79].

To simulate this broadening, the delta functions are typically replaced with Gaussians,

whose width is characterized by a smearing parameter. Within the one-dimensional

approximation, the broadening is relatively large because it needs to reflect the con-

tributions from many phonon modes; unfortunately, this renders the results highly

sensitive to the choice of the smearing parameter. This effect was examined in the

case of luminescence lineshapes within the single-phonon-mode approximation [106].

In the context of nonradiative capture, this effect can be understood by examining the

vibrational lineshape function, defined as [95]:

Gm(ω) = ∑
n
|⟨χim|Q̂ − Q0|χ f n⟩|

2
δ(ω + mΩi − nΩ f ) . (3.9)

When we replace the delta function in Eq. 3.9 with a Gaussian, we are left with

conflicting requirements for the choice of the smearing parameter σ. On the one hand,
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if σ is too small, the lineshape function will not be smooth and will perform barely

better than the delta functions. Too large a value for σ, on the other hand, results in the

“tails” of the Gaussians from various transitions adding up and creating an artificial

enhancement of the function at high and low energies. These effects are illustrated

in Fig. 3.2, where the lineshape function for the lowest transition G0(ω) is shown for

various choices of σ. In Fig. 3.2, we have assumed that the phonon frequencies are

identical in the initial and final state (Ωi = Ω f = Ω), and that the Huang-Rhys factor

S, a dimensionless parameter quantifying the electron-phonon coupling strength, is

an integer. Under these assumptions, the lineshape function can be obtained from the

Pekarian function [107]:

G0(ω) = ∑
n

e−SSn

n!
δ(ω − nΩ) . (3.10)

To obtain a continuous function, we treat n as a continuous variable. We use the

identity n! = Γ(n + 1), replace the summation over n with an integral, and integrate

to obtain

G0(ω) =
e−SSω/Ω

Γ(ω/Ω + 1)
. (3.11)

This function is shown for comparison in Fig. 3.2.

Our solution is to use cubic spline interpolation to produce a smooth lineshape

function, gm(ω). In practice, the function gm(ω) is obtained by interpolating the data

points given by
(

nΩ f − mΩi, |⟨χim|Q̂ − Q0|χ f n⟩|
2
)

. The use of cubic splines ensures

the smoothness of gm and removes the need for a smearing parameter. To ensure

consistency between the interpolated function and the true lineshape, we normalize

gm such that

∫
dω gm(ω) =

∫
dω Gm(ω) = ∑

n
|⟨χim|Q̂ − Q0|χ f n⟩|

2
. (3.12)
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Figure 3.2: The lineshape function G0 for h̄Ω = 0.05 eV and with Huang-Rhys factor
S = 8. In the figure, the black, dashed line comes from the analytic form of the line-
shape function (Eq. 3.11) from the Pekarian function [107]. The red line corresponds
to the lineshape function resulting from our proposed interpolation scheme. The re-
maining lines are generated using Gaussians for the delta functions, with the color
corresponding to the smearing parameter σ. If the smearing parameter is too small,
the lineshape function is not sufficiently smooth. For too large a smearing parame-
ter, the tails of the Gaussians add up, which can be seen in the low- and high-energy
portions of the lineshape function.

The proposed interpolation scheme provides a reliable representation of the lineshape

function, reproducing Eq. 3.11 for the conditions stated above (see Fig. 3.2).

The method for treating the delta functions impacts not only the lineshape function

but also the nonradiative capture coefficient. A comparison of the capture coefficient

obtained with Gaussian smearing and with the new interpolation scheme is shown

in Fig. 3.3. From the figure, it is clear that use of the interpolation scheme prevents

erroneous values in the capture coefficient.
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Figure 3.3: Capture coefficient for the case of h̄Ω = 0.05 eV and with Huang-Rhys
factor S = 8. The red line corresponds to the capture coefficient determined using
the proposed interpolation scheme. The remaining lines are generated using Gaus-
sians to replace the delta functions in Eq. 2.37, with the color corresponding to the
smearing parameter σ. Large deviations are seen for the Gaussian scheme.

3.2.4 Sommerfeld Parameter

The Sommerfeld parameter describes the enhancement or suppression of a delo-

calized wavefunction near a charge. When a carrier is captured by a charged defect,

the Sommerfeld parameter must be included to scale the capture coefficient correctly.

Typically, an analytic form for the Sommerfeld parameter is used, given by [75]:

s(T) =


4√
π

[
Z2θb

T

]1/2
Z < 0

8√
3

[
Z2θb

T

]2/3
exp

(
−3

[
Z2θb

T

]1/3
)

Z > 0
, (3.13)

where θb = mbe4/32kBϵ2
0h̄2 is a temperature parameter, e is the fundamental charge,

mb is the band effective mass, ϵ0 is the static dielectric constant, kB is the Boltzmann

constant, and Z is the ratio of the defect charge to the carrier charge (Z > 0 corre-
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sponds to a repulsive center).

In deriving Eq. 3.13, the Sommerfeld parameter is first obtained as a function of

momentum and written as

s(k) = − 2πZ
ab|k|

1
1 − e2πZ/ab|k|

, (3.14)

where ab = 4πϵ0h̄2/mbe2 is an effective Bohr radius. Temperature averaging is then

performed to give

s(T) =

∫ ∞
0 d|k| 4π|k|2 s(k)e−h̄2|k|2/2mbkBT∫ ∞

0 d|k| 4π|k|2 e−h̄2|k|2/2mbkBT
. (3.15)

At this point, an approximation is necessary to obtain the analytic form given in

Eq. 3.13. It is assumed that |k| ≪ 2π|Z|/ab, allowing to write s(k) in Eq. 3.14 as

s(k) ≈ 2π|Z|
ab|k|


1 Z < 0

e−2πZ/ab|k| Z > 0
. (3.16)

The integrals in Eq. 3.15 may then be evaluated analytically to give the form of s(T)

in Eq. 3.13.

While the analytic form is simple to work with, the assumptions made in its deriva-

tion may not be valid for the temperatures where it is applied. Instead of making the

approximation above, Eq. 3.15 can be evaluated numerically to give a more exact value

for the Sommerfeld parameter. A comparison of the analytic form and direct numer-

ical evaluation of the Sommerfeld parameter for the example of electron capture at a

defect in GaN is shown in Fig. 3.4. In the case of a repulsive interaction, the analytic

form leads to errors exceeding 15% at high temperature; even at room temperature,

an error of 7.7% is made. For attractive interactions, the errors are less severe, only

surpassing 2% at high temperatures. For the implementation in Nonrad, direct nu-
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merical integration of the Sommerfeld parameter is utilized, with the analytic form

provided for comparison.
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Figure 3.4: The Sommerfeld parameter in the (a) attractive and (b) repulsive cases
with the parameters of GaN (mb = 0.18 and ϵ0 = 8.9). Blue solid lines correspond
to the numerical integration of Eq. 3.15, and orange dashed lines correspond to the
analytic form of Eq. 3.13. Significant deviations are apparent for the repulsive case.

3.3 Numerical Example

In this section, we provide an example calculation of the nonradiative capture rate

for a well-studied defect system: a carbon atom substituting on a nitrogen site (CN)

in GaN. We show how the utilities provided by Nonrad can simplify the procedure.

This information is also available as a Jupyter notebook [108] distributed with the

Nonrad code.1 While the example here is performed with the VASP code [109], we

emphasize that the final evaluation of the capture coefficient relies only on the derived

1Accessible at https://github.com/mturiansky/nonrad/blob/master/notebooks/
tutorial.ipynb
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parameters that may be obtained from any first-principles code that implements a

method to obtain the electron-phonon coupling.

3.3.1 Computational Details

Calculations of the capture coefficient are sensitive to the quality of the input

parameters; therefore, highly accurate first-principles methods should be employed

(summarized in Chapter 2). In this dissertation, we utilize density functional theory

as implemented in version 5.4.4 of the VASP code [109] with the hybrid functional

of Heyd, Scuseria, and Ernzerhof (HSE) [64]. For the present study, the HSE mixing

parameter of 0.31 is chosen to yield a band gap (Eg = 3.54 eV) and lattice parameters

(a = 3.20 Å and c = 5.19 Å) in agreement with the experimental values [110, 111].

Calculations are performed within the PAW formalism [65] with an energy cutoff of

400 eV. Ga d states are included in the core. The atomic configurations are relaxed

until forces are below 5 meV/Å. A 96-atom supercell is used to simulate the defect:

the 4-atom primitive cell is transformed to an 8-atom orthorhombic cell, and then a

3 × 2 × 2 multiple of this orthorhombic cell produces the 96-atom supercell. A sin-

gle special k point is used for the Brillouin-zone sampling [112] to obtain the atomic

structure. Electron-phonon matrix elements are evaluated at the Γ point. With these

choices, we find that in the neutral charge state the structure is distorted along one

of the planar bonds; the C-Ga bond lengths are 1.97 Å (axial) and 2.03 Å, 2.00 Å, and

1.98 Å, compared to the N-Ga bulk values of 1.96 Å (axial) and 1.95 Å (planar). In

the negative charge state, atomic displacements correspond to a breathing relaxation,

with C-Ga bond lengths of 1.94 Å (axial) and 1.93 Å (planar).

Carrier capture involves the capture of a single carrier at a time, and therefore,

will inevitably involve a magnetic defect configuration. As such, it is necessary to
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include the effects of spin polarization in the defect calculation. For CN, the negative

charge state is non-magnetic, and the neutral charge state is magnetic with a doublet

configuration.

3.3.2 Energetics

The formalism for performing point-defect calculations and extracting the relevant

energetics was described in Sec. 2.6. The formation energy and transition level for the

CN defect in GaN are shown in Fig. 3.5(a). We find a ε(0/−) value of 1.06 eV; this

value differs slightly from previous work (1.02 eV) due to minor differences in the

finite-size correction [23].

In this tutorial example, we will calculate the hole capture rate; for hole capture,

the energy difference between the initial and the final state corresponds to the thermo-

dynamic transition level, i.e., ∆E = ε(0/−). If we were considering electron capture,

the energy difference should be taken with respect to the conduction-band minimum,

i.e., ∆E = Eg − ε(0/−), where Eg is the band gap. ∆E is one input parameter to the

Nonrad code.

3.3.3 Configuration Coordinate Diagram

The configuration coordinate diagram (CCD) in Fig. 3.5(b) not only provides a con-

venient illustration of the nonradiative capture process but also allows us to derive

important input parameters for the Nonrad code. The CCD is prepared by linearly

interpolating between the equilibrium structures of the two charge states involved

in the nonradiative transition. These interpolated structures can be generated using

the get_cc_structures function provided by Nonrad. The energy of each inter-
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Figure 3.5: (a) Formation energy diagram and (b) configuration coordinate diagram
for the CN defect system. For the purposes of the plot, the formation energy of the
neutral charge state is set to zero. In both figures, the blue line corresponds to the
neutral charge state and the orange line to the negative charge state. The red crosses
in (b) correspond to actual calculations at interpolated geometries. The coordinate
corresponding to the equilibrium geometry of the final state has been set to zero.
Points 1-4 in (b) label possible configurations for computing the electron-phonon
coupling.

polated structure in the two charge states is plotted as a function of the generalized

configuration coordinate Q. As mentioned in Sec. 3.2.1, this coordinate Q corresponds

to the special phonon mode used in the one-dimensional approximation. Based on the

potential energy surfaces plotted along Q, we can extract the phonon frequencies in

the initial and final states.

Figure 3.5(b) for CN was prepared using the utilities provided by Nonrad. The

initial state corresponds to the CN defect in the negative charge state and a hole in the

valence band, and the final state corresponds to the defect in the neutral charge state.

From the CCD, we extract the separation between the equilibrium structures along the

configuration coordinate ∆Q in units of
√

amu Å, using the get_dQ function. Also,

we find the phonon frequencies in the initial and final states, Ω{i, f } in eV, using the
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get_PES_from_vaspruns and get_omega_from_PES functions. For this system,

we obtain the values ∆Q = 1.69
√

amu Å, h̄Ωi = 0.0375 eV, and h̄Ω f = 0.0336 eV.

3.3.4 Electron-Phonon Coupling

Next we compute the electron-phonon coupling using the implementation in VASP.

We need to determine the atomic configuration Q0 and charge state of the defect that

will be used for computing the electron-phonon matrix elements; this gives us four

points to choose from, labeled 1-4 in Fig. 3.5(b). Points 1 and 2 correspond to the

equilibrium geometry of the final state (Q = 0), while points 3 and 4 correspond to

the geometry of the initial state (Q = ∆Q). For evaluating the electron-phonon cou-

pling, it is important to identify an equilibrium geometry with a clearly identifiable

defect state in the band gap. For CN, a Kohn-Sham state associated with the defect

state into which the hole is being captured can be clearly identified in the calculations

performed for the geometry of the neutral charge state; therefore the geometry of the

final state is a good choice for Q0. We still need to choose between points 1 and 2;

these points differ in the charge of the supercell. Point 1 is most convenient to use

because we already have the wavefunctions available at displaced geometries from

the preparation of the CCD. Furthermore, point 1 corresponds to the neutral charge

state and avoids the complications that come with the use of a charged supercell. If we

were to choose the negative charge state (point 2), we would need to include contri-

bution (ii) of the scaling function to account for the interaction between the defect and

the band-edge wavefunctions, as discussed in Sec. 3.2.1. Assuming the methods are

consistently applied, this choice does not affect the accuracy of the resulting capture

coefficient and should be made to facilitate calculation.

To prepare the VASP calculation of the overlaps for the electron-phonon coupling,
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the KPOINTS and POTCAR files from the calculation of point 1 are used. The INCAR

file should now contain LWSWQ = True and ALGO = None. The WAVECAR files for

each of the displaced geometries around point 1 are then copied to WAVECAR.qqq

and VASP is executed once for each available WAVECAR.qqq file (the POSCAR and

WAVECAR files must correspond to the undisplaced geometries at point 1, and VASP

will read both WAVECAR files to calculate ⟨ψ̃i(0)| ˆ̃S(0)|ψ̃ f (Q)⟩). These calculations will

prepare a series of WSWQ files, one for each displacement. The Nonrad code provides

the get_Wif_from_WSWQ function to process these files. In GaN, the VBM contains

three (nearly degenerate) bands; we mean-square average over the electron-phonon

matrix elements with these bands. This procedure yields the electron-phonon matrix

element Wi f = 0.050 eV amu−1/2 Å−1 for the CN defect.

3.3.5 Capture Coefficient

With the input parameters extracted above, we are now ready to compute the cap-

ture coefficient. We need to specify the volume of the supercell, which is 1100 Å3,

and the configurational degeneracy of the final state g, which takes a value of 4 here

because there are 4 (approximately) equivalent bond directions the defect state may

relax to. The get_C function returns the unscaled capture coefficient, i.e., we still need

to determine f in Eq. 2.37. For this defect system, the hole is captured by the nega-

tively charged defect, so there will be a long-range Coulombic attraction that needs

to be accounted for with the Sommerfeld parameter [contribution (i) of the scaling

function]. If we had calculated the electron-phonon coupling in the negative charge

state (point 2), we would also need to account for the perturbation of the band-edge

wavefunction by the charged defect here [contribution (ii) of the scaling function].

The resulting hole capture coefficient Cp and cross section σ are shown in Fig. 3.6(a)
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and Fig. 3.6(b), respectively. The capture cross section σ = Cp/ ⟨v⟩, where ⟨v⟩ is the

average thermal velocity, may be obtained using the thermal_velocity function

provided by Nonrad.
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Figure 3.6: The nonradiative (a) capture coefficient Cp and (b) capture cross section
σ for the CN defect in GaN computed with the Nonrad code.

3.4 Summary

We have presented the Nonrad code [24] for the evaluation of nonradiative capture

coefficients from first principles. Nonrad implements the methodology developed by

Alkauskas et al. [23], which provides a quantum-mechanical description of the process

of carrier capture at point defects. We also presented a straightforward and tractable

method for computing electron-phonon coupling to linear order within the PAW for-

malism. Furthermore, we have shown that the process of replacing the Dirac delta

functions by Gaussians can introduce significant errors; our proposed interpolation

scheme provides reliable results, even at low temperatures. We also demonstrated
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that the analytic form of the Sommerfeld parameter may be insufficiently accurate:

instead, we implement direct numerical integration to avoid troublesome approxi-

mations. The Nonrad code provides a series of utilities, which facilitate the process

of evaluating nonradiative capture coefficients. This work will enable researchers to

perform reliable studies of nonradiative capture in a range of materials.

Permissions and Attributions

The content of Chapter 3 follows from work that has previously appeared in Com-

puter Physics Communications (Ref. [22]). This work was performed in collaboration

with Prof. Audrius Alkauskas, Manuel Engel, Prof. Georg Kresse, Dr. Darshana

Wickramaratne, Dr. Jimmy-Xuan Shen, and Prof. Cyrus E. Dreyer. The derivation of

Sec. 3.2.2 was initially provided by Manuel Engel and Prof. Georg Kresse.
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Chapter 4

Prospects for n-Type Conductivity in

Cubic Boron Nitride

4.1 Introduction

The combination of wide band gap, high breakdown field, high thermal conductiv-

ity, chemical stability, and attainable n-type and p-type doping has made cubic boron

nitride (c-BN) a compelling candidate for applications ranging from power electronics

to deep-ultraviolet optoelectronics, and as a host for single photon emitters [113–115].

Establishing control over the conductivity of c-BN is required to ensure that c-BN can

be successfully deployed.

Experimental efforts to attain n-type doping in c-BN have relied on Si and S as can-

didate donors [116, 117]. Indeed, n-type doping with Si [116, 118] has led to electron

concentrations up to 1018 cm−3 with an activation energy of 0.2 eV [118], while the use

of S has been less successful, leading to material with carrier concentrations limited to

1014 cm−3 [117].
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Impurities can also be incorporated unintentionally during the growth of c-BN,

and it is unclear if they may be a source of conductivity. Carbon and oxygen have been

reported to be unintentionally present during the growth of c-BN using molecular-

beam epitaxy [119] and ion-beam-assisted deposition [118]. A range of other tech-

niques have been employed to grow c-BN, as reviewed in Ref. [120] and may also

lead to the unintentional incorporation of impurities. Lithium could also be incorpo-

rated, since lithiated BN is a common precursor for high-pressure, high-temperature

growth [121]. Fluorine is another candidate, since thin-film growth of c-BN relies on

fluorine for selective etching of the non-cubic phase [120]. Furthermore, there may be

other donor dopants beyond those that have been explored to date. First-principles

calculations provide a means to determine whether any of these impurities can in fact

yield n-type conductivity in c-BN and to screen additional candidates.

Dopants that contribute to conductivity need to have high solubility under n-type

conditions (quantified by a low formation energy), small ionization energies, and

not be impacted by compensation, which would pin the Fermi level away from the

conduction-band minimum (CBM). Compensation can be due to native point defects,

such as boron vacancies that act as deep acceptors, or due to self-compensation. The

latter can occur because of incorporation of the dopant on a competing site (e.g., SiB

acts as a donor but SiN acts as a deep acceptor) or due to the formation of DX centers,

which occur when a donor impurity undergoes a large lattice relaxation and captures

two electrons, converting it to an acceptor [122].

Previous first-principles calculations have attempted to offer insight into these

questions by investigating O, Si, Ge, S and C impurities [123–127] in c-BN. Si, Ge,

and S were predicted to be shallow donors [125–127], while O and C lead to levels

that are deep in the band gap [127]. These studies did not report any large lattice
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relaxations that would be indicative of DX center formation. However, the accuracy

of these previous studies is limited due to the reliance on functionals (such as the lo-

cal density approximation or generalized gradient approximation) that underestimate

the band gap [50], which can lead to errors in formation energies and thermodynamic

transition levels [42]. In addition, such functionals fail to correctly describe charge

localization [53], which can be essential for obtaining accurate atomic geometries, for

instance in the case of DX centers.

In this Chapter, we use hybrid density functional theory (DFT) to address potential

n-type dopants and compensating centers in c-BN. The hybrid functional overcomes

the shortcomings of traditional functionals related to band-gap underestimation and

charge localization. Donor doping in c-BN can be achieved by either substituting

group-IV elements on the B site or group-VI elements on the N site. We examine a

wide variety of donors: SiB, GeB, CB, SN, SeN and ON, FN and Lii. Suitable n-type

dopants have low formation energies under n-type conditions and small ionization

energies (i.e., the positive charge state is stable over the majority of the band gap). We

also assess compensation by native defects and self-compensation due to wrong-site

incorporation or DX-center formation. Based on these criteria, we identify SiB and

ON as potential n-type dopants. However, we find that boron vacancies act as deep

acceptors. We discuss this result in the context of experimental growth methods and

suggest that control of growth kinetics is necessary to enhance n-type conductivity in

c-BN.
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4.2 Methodology

We utilize the point-defect formalism for our calculations, which is summarized in

Sec. 2.6. For the present study, the fraction of non-local Hartree-Fock exchange is set

to 33%, and the energy cutoff for the plane-wave basis is set to 520 eV. These choices

result in an indirect band gap of 6.26 eV and lattice parameter a = 3.59 Å, close to the

experimental values of 6.36 eV [128] and a = 3.62 Å [129]. A plot of the band structure

of c-BN can be found in Ref. [130]. The VBM at Γ is derived primarily from N p states

while the CBM at X contains an equal admixture of B p states and N s states. The

electron effective mass is anisotropic, with a value of 1.05 m0 along X-Γ and 0.19 m0

along X-K (with m0 the free electron mass).

Defects and impurities are investigated in a 216-atom supercell, which is a 3 ×
3 × 3 multiple of the 8-atom conventional unit cell. Lattice parameters of the super-

cell are held fixed while the atomic coordinates are relaxed until forces are below 10

meV/Å. Brillouin-zone integration is performed with a single special point (1/4, 1/4,

1/4) [112]. Spin polarization is explicitly taken into account. Migration barriers are

computed using the climbing-image nudged elastic band (NEB) method [131].

The formation energy E f (Eq. 2.31) is the central quantity that determines the

stability of native defects or impurities and their various charge states. The chemi-

cal potentials µi in Eq. 2.31 represent the abundance of the various species in actual

growth or processing conditions [42]. We express the chemical potentials relative to

the appropriate single-atom energy for a reference phase: µi = Ei + ∆µi, where Ei

is based on the energy of bulk B for µB and on the N2 molecule for µN. Thermody-

namic equilibrium then demands ∆µB + ∆µN = ∆H f (c-BN), where ∆H f (c-BN) is the

formation enthalpy of cubic BN (calculated to be −2.79 eV). We define two extreme
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limits that span the growth or processing conditions: (i) N-rich conditions are defined

by ∆µN = 0 and (ii) N-poor conditions are given by ∆µN = ∆H f (c-BN). We will

present results for these limiting conditions; results for intermediate conditions can

be obtained from Eq. 2.31. For the chemical potentials of the impurities, we consider

the secondary phases, specifically (with calculated ∆H f values in parentheses): B2S3

(−2.43 eV), BSe2 (−0.40 eV), B2O3 (−12.74 eV), BF3 (−11.78 eV), Li3BN2 (−5.44 eV),

B13C2 (−0.82 eV), Si3N4 (−9.12 eV), and Ge3N4 (−0.77 eV).

4.3 Results

We first examine the properties of Si, Ge, S, and Se, which are the main candidates

for intentional doping of c-BN. The formation energies of these dopants incorporated

on the B and N site are shown in Fig. 4.1. Due to the large size mismatch, GeN and SeB

are highly unfavorable and therefore not included here.

We find that SN, SeN and GeB are stable only in the positive charge state over the

entire range of the c-BN band gap, and therefore act as shallow donors. However,

their formation energies are exceedingly high (E f > 5 eV) under n-type conditions,

rendering them unlikely to occur in appreciable concentrations in equilibrium. SB is a

deep triple donor with a high formation energy when the Fermi level is near the CBM.

For SiB, the formation energy is somewhat lower, but we find that the negative

charge state is more stable for Fermi levels close to the CBM. In fact, SiB forms a DX

center, in which the (+/0) charge-state transition level is above the (0/−) level, lead-

ing to a negative U parameter [42] of −209 meV. Still, the (+/−) transition level is only

0.11 eV below the CBM, which means that SiB is a potential n-type dopant in c-BN. In

the positive charge state, SiB stays close to the substitutional site, and the neighboring
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Figure 4.1: Formation energies for Si, Ge, S, and Se substitutional impurities for (a)
N-poor and (b) N-rich conditions.

Si-N bonds expand by 8% compared to the equilibrium B-N bond length. In the nega-

tive charge state, two B atoms that are second-nearest neighbors to SiB undergo a large

lattice relaxation, forming a dimer [Fig. 4.2(a)]. This configuration corresponds to the

“cation-cation bonded” DX state observed in GaAs [132]. Our calculated (+/−) tran-

sition level is in reasonable agreement with the measured activation energy of 0.2 eV

for Si-doped samples [118].

Next, we turn to impurities that may be incorporated unintentionally, including

Li, F, C, and O. For Li and F [Fig. 4.3] we include configurations where the impurities

are substituting either on the B or the N site, and also interstitials (Lii and Fi), which

are expected to be more favorable because of the small size of the impurities. LiN

and FB are not included because the size mismatch makes them very unfavorable. Lii

is a shallow donor, but its formation energy is high under n-type conditions. Under
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(a) SiB- (b) CB
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Figure 4.2: Atomic configuration of (a) Si−B , (b) C−
B , (c) O−

N. The charge density
isosurface of the highest occupied molecular orbital for each impurity is shown. The
isosurface corresponds to 10% of the maximal charge density and is colored by the
sign of the wavefunction with blue and yellow indicating opposite signs. Pairs of
black arrows point to boron atoms that have formed a dimer configuration.

those conditions, the formation energy of LiB, which acts as a deep acceptor, is much

lower. LiB thus compensates and the Fermi level ends up far from the CBM. To avoid

compensation by LiB, Lii could be introduced by diffusion; we compute a migration

barrier for Lii of only 1.86 eV. For F, we find FN to be the most stable configuration,

acting as a deep donor with a (+/0) level more than 1 eV below the CBM. Furthermore,

its formation energy is high under n-type conditions.

The formation energies of C and O are illustrated in Fig. 4.4. CB behaves as a DX

center, but with a small magnitude of U. In the positive charge state, CB exhibits

only a small breathing relaxation, with the C–N bond lengths changing by 3.9%. In

the negative charge state, a C–N bond is broken [Fig. 4.2(b)], and CB is displaced by

0.64 Å from its substitutional site. Three C-N bonds with a bond length of 1.46 Å

are formed with nearest-neighbor N atoms, and the fourth N neighbor is displaced

outwards by 0.17 Å. This configuration is analogous to Si and O DX centers reported

previously for AlN [133, 134], and similar to the so-called “trigonal broken-bond” DX

center configuration previously described in GaAs [135]. We also find a localized state
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Figure 4.3: Formation energies for Li and F species under (a) N-poor and (b) N-rich
conditions.

for the neutral charge state, with CB again forming three C–N bonds with a bond

length of 1.45 Å and the fourth N atom displaced outward by 0.18 Å. The neutral

charge state is always higher in energy than either the positive or negative charge

state, and hence CB is a DX center with U = −73 meV and a (+/-) level at 0.64 eV

below the CBM. This level is probably too deep to lead to any appreciable ionization at

room temperature. An equally severe problem is that CB is strongly self-compensated

by CN.

Oxygen is very close to being a DX center, but the neutral charge state of ON is

actually stable over a very narrow range of Fermi levels: we find the (+/0) level at

0.43 eV and the (0/−) level at 0.42 eV below the CBM. In the positive charge state,

a breathing relaxation occurs where the bonds expand by 5.2%. In the neutral charge

state, an O–B bond is effectively broken: one of the nearest-neighbor B atoms is moved
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Figure 4.4: Formation energies for O and C impurities under (a) N-poor and (b)
N-rich conditions.

outwards by 0.41 Å, while O forms B–O bonds with a bond length of 1.54 Å with the

three remaining nearest-neighbor B atoms. In the negative charge state one of the

B-O bonds is 40% longer than the equilibrium B-N bond length. In addition, two

second-nearest neighbor B atoms move off site to form a dimer with a 1.63 Å bond, as

illustrated in Fig. 4.2(c).

A striking difference between the acceptor state associated with C−
B versus O−

N is

that in the case of O−
N, the charge density of the occupied gap state is not centered

on the O impurity. Instead, for O−
N charge is localized around nearest-neighbor B and

third-nearest-neighbor N atoms with respect to the O impurity. It is also distinct from

behavior reported previously for the ON DX center in AlN [133], for which charge

localization on O was observed. Instead, the configuration of O−
N is more similar to

Si−B or the “cation-cation bonded” DX state in GaAs [132]. However, for ON in c-BN
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the dimer occurs next to a bulk N atom that is a second-nearest neighbor to ON. (A

similar structure was reported for TeAs DX centers in AlxGa1−xAs [132].)

Since the (+/0) and (0/−) levels of ON are “only” 0.42-0.43 eV below the CBM,

there is some likelihood of ionization. Assuming that oxygen exclusively incorporates

on the N site, and based on a model of carrier statistics [136] that uses the effective

density of states of the conduction band Nc=2×1019 cm−3 from Ref. [137], an O con-

centration of 1016 cm−3 leads to a carrier concentration around 1014 cm−3 at room

temperature. This carrier concentration is in line with experimental observations of n-

type conductivity in S-doped and unintentionally doped c-BN [117]. The (+/0) level

of 0.42 eV below the CBM is also in agreement with the extracted activation energies

of 0.32 eV for S-doped and 0.47 eV for unintentionally doped c-BN.

Based on our calculations, we have thus identified SiB and ON to be candidate

donors as they have relatively low ionization energies, have lower formation energies

than other impurities, and are not impacted by self-compensation due to substitution

on a competing site. We still have to determine whether native point defects can either

contribute to n-type conductivity or counteract the intended n-type doping.

We focus on vacancy defects, since previous studies [138, 139] have determined

that other types of point defects are significantly higher in energy under n-type con-

ditions. In Fig. 4.5 we show the formation energies of boron vacancies (VB) and nitro-

gen vacancies (VN) and compare them with the formation energies of the candidate

donors, ON and SiB. We find that VN is a deep donor that cannot contribute to n-type

conductivity. VB, on the other hand, acts as a deep acceptor and has a low formation

energy under n-type conditions, even in a N-poor environment.

Therefore, in equilibrium conditions VB will strongly compensate SiB or ON, pin-

ning the Fermi level far below the CBM. Additionally, complex formation can occur
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(see Fig. 4.5). The (VB–ON)
−2 complex has a binding energy of 4.38 eV (referenced

to V−3
B and O+

N) and also acts as a deep acceptor. The (VB–SiB)−2 complex behaves

similarly with a binding energy of 2.89 eV.
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Figure 4.5: Formation energies for native vacancies, oxygen and silicon donors, and
their complexes under (a) N-poor and (b) N-rich conditions.

Given that the boron vacancy is such a strong compensating center, the question

remains as to how the experimentally observed [117, 118] n-type conductivity can

be attained. We attribute this to dopant and defect incorporation being governed

by non-equilibrium conditions during growth. Two key effects are of importance

here: band bending and kinetics. It is likely that at the surface the Fermi level is

pinned well below the CBM; this drastically raises the formation energy (and hence

reduce the concentration) of compensating VB, while increasing the incorporation of

donors. Whether these non-equilibrium concentrations can be maintained as the ma-

terial keeps growing (and the surface region becomes bulk) depends on the second
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key effect, which is kinetics: a non-equilibrium concentration of dopants or defects

may be “frozen in” if at the temperature of interest migration is suppressed.

To investigate this effect, we compute the migration barrier of VB using NEB [131].

We obtain barriers of 3.68 eV for the −2 charge state and 3.61 eV for −3. The temper-

ature where VB becomes mobile is estimated using transition-state theory [140]:

Γ = Γ0e−Eb/kBT , (4.1)

where Γ is the hopping rate, Γ0 is a prefactor that is approximated as 1014 s−1 (on the

order of phonon frequencies in c-BN), Eb is the migration barrier energy, and kB is

Boltzmann’s constant. We then solve Eq. 4.1 for the temperature T where we would

expect a given defect to become mobile (assuming Γ = 1 s−1). The chosen parameters

for our estimate are consistent with previous studies of boron nitride [138]. We find

that the VB becomes mobile above 1300 K.

In the high-pressure, high-temperature growth of c-BN, much higher temperatures

are used, ranging from 1473 to 2273 K [121]; therefore, the concentration of VB can be

assumed to be in thermodynamic equilibrium. Thin-film growth, on the other hand,

tends to use temperatures from room temperature up to 1200 K [118, 141]. For these

temperatures, VB is not mobile and would be “frozen-in” at lower concentrations than

those corresponding to equilibrium in bulk n-type material. Band bending would then

favor incorporation of the n-type dopants, and suppress formation of the compensat-

ing VB.

Lastly, it is useful to point out that the vacancy complexes, VB-ON and VB-SiB, are

potentially interesting quantum defects. Both complexes possess Kohn-Sham states

within the band gap, which may allow for radiative internal transitions. Such tran-

sitions could be used for single-photon emission or to manipulate the spin state of
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the complex. Indeed VB-ON and VB-SiB have a non-zero ground-state spin in the −1

charge state. The ground-state spin enables applications as a spin qubit. VB-ON has

been previously proposed as an analogue to the diamond NV center [142].

4.4 Conclusions

In summary, our work provides a consistent understanding of n-type dopants in c-

BN. Our survey of Si, Ge, S, Se, C, O, F, and Li highlighted the potential of SiB and ON

as candidate donors as they have the lowest formation energies and are not impacted

by self-compensation. Compensation by VB, which acts as a deep acceptor, poses a

challenge; however, we showed that since VB has a large migration barrier, it may ef-

fectively be suppressed due to non-equilibrium conditions near the surface. Our work

demonstrates that preparation of n-type c-BN will benefit from control of growth ki-

netics to enhance the incorporation of n-type dopants and limit the detrimental effect

of VB.

Permissions and Attributions

The content of Chapter 4 follows from work that has previously appeared in Ap-

plied Physics Letters (Ref. [30]). This work was performed in collaboration with Dr.

Darshana Wickramaratne and Dr. John L. Lyons. Dr. Darshana Wickramaratne and

Dr. John L. Lyons performed calculations of Ge and Se impurities.
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Chapter 5

Dangling Bonds in Hexagonal Boron

Nitride as Single-Photon Emitters

5.1 Introduction

Hexagonal boron nitride (h-BN) displays numerous desirable properties, such as

a wide band gap [143] and excellent stability [144]; thanks to advances in growth

techniques [145], h-BN has been incorporated into electronic and optoelectronic de-

vices [146]. Several distinct single-photon emitters have been observed in h-BN; car-

bon dimers are the suspected origin of the emission near 4 eV [147]. Ultra-bright

single-photon emission in the visible spectrum has also been reported [148]. The

emission features strong zero-phonon lines (ZPLs) near 2 eV with modest coupling

to phonon modes [149], rendering these sources extremely attractive for applications

in quantum information science. However, in spite of extensive experimental efforts,

the microscopic origin of these single-photon emitters (SPEs) has not been identified.

It has been found that the SPEs with ZPLs ranging from 1.6 to 2.2 eV can be created

71



Dangling Bonds in Hexagonal Boron Nitride as Single-Photon Emitters Chapter 5

with electron irradiation or with a high-temperature anneal [148], and ion implanta-

tion can be used to increase the formation probability of emitters [150]. Interestingly,

h-BN samples grown with low pressure chemical vapor deposition (CVD) already

have the emitters present, with ZPLs ranging from 2.10 to 2.18 eV [151]. Weak cou-

pling to phonons is desirable for SPEs, since it concentrates intensity into a sharp

zero-phonon line. The experimentally observed Huang-Rhys factor, a dimensionless

parameter that characterizes the strength of electron-phonon coupling, is low for the

SPEs in h-BN [149]. Furthermore, the emitters are linearly polarized [149, 150]. Some

information about the spin state is also available: Exarhos et al. found that some emit-

ters exhibit magnetic field dependence and suggested a singlet-to-triplet intersystem

crossing model [88]. Coupling to magnetic fields is an important attribute since it

enables spin qubits and spin-based sensing [8].

Theoretical studies have proposed a variety of different centers as potential candi-

dates for the SPEs. A negatively charged boron vacancy (VB) has been suggested to

explain the emission [152]. However, this defect has recently been shown to have very

broad luminescence with peak emission at 1.46 eV [153]; it is more consistent with

the spin qubits observed in Ref. [154] rather than with the 2-eV emitters. Another

proposal was for a complex between a nitrogen vacancy and a nitrogen antisite (VN-

NB) [152, 155]; recent calculations demonstrate a large strain dependence that was

suggested to explain the range of emission energies observed experimentally [156].

However, this center suffers from a lack of stability: for Fermi-level positions where

the neutral VN-NB is stable, the VB defect is lower in energy [152]. The VN-NB defect is

therefore unlikely to be seen in experiment. A complex with carbon impurities, VN-CB,

has also been proposed to explain the 2-eV emission [157]. Similar to other vacancy

complexes, this defect has a high formation energy, and the neutral charge state (cor-
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responding to the S = 0 spin state) is stable over only a narrow range of Fermi-level

energies [158, 159], making it unlikely to be seen in experiment.

Here we propose that dangling bonds (DBs) are the source of the observed single-

photon emission in h-BN. DBs are different and distinct from the many other sources

proposed to date, and exhibit properties in excellent agreement with experimental ob-

servations. DBs are formed when the regular bonding arrangement in a crystalline

material is disrupted; they can be found at surfaces, interfaces, grain boundaries,

and in voids. Experimental support for the attribution of SPEs to dangling-bond-like

defects comes from the observation that emitters are typically localized near crystal

edges or grain boundaries [150, 160, 161]. While DBs may be sensitive to their local

environment, they can be extremely stable and plentiful, e.g., they are the primary

defect in Si/SiO2 interfaces [162].

To our knowledge, our present study is the first to examine DBs in h-BN. We will

demonstrate that DBs act as single-photon emitters with characteristics that are consis-

tent with experimental observations. This new view of DBs, as quantum defects with

controllable properties, may be extended to other systems for which single-photon

emission has been observed without attribution. In addition, the information gener-

ated here is also valuable in the context of using h-BN in electronic devices, since the

presence of DBs can seriously impact device performance [163, 164].

In this dissertation, we uncover the physics of DBs in h-BN through first-principles

calculations. We focus on B DBs; we will show that N DBs do not possess the neces-

sary level structure to give rise to 2-eV emission. It has been shown that h-BN flakes

are predominantly N terminated [165–167]. Boron DBs will therefore be relatively

rare (occurring, e.g., at corners or kinks [168]), in agreement with experimental obser-

vations. In the ground state, the B DB is doubly occupied. An internal transition can
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occur where one of the electrons is excited into a localized pz state on the B atom, as

shown by the calculated configuration coordinate diagram in Fig. 5.1, which will be

explained later. The properties of these transitions are in excellent agreement with the

observed characteristics of the SPEs: luminescence occurs with a ZPL of 2.06 eV and

a Huang-Rhys factor of 2.3. With regard to polarization, direct excitation into the pz

state leads to emissive dipoles aligned with absorption, but modest increases in the ex-

citation energy lead to excitation into extended states and a consequent lack of dipole

alignment, in good agreement with experimental observations of polarization [169].

The ground state of the doubly occupied B DB is a singlet, and the optical transitions

described above are spin-conserving; however, we find that an intersystem crossing

to a metastable triplet state exists [88]. All of these calculated properties indicate that

doubly-occupied B DBs are the likely microscopic origin of the observed 2-eV SPEs.

5.2 Methodology

We utilize the point-defect formalism, described in Sec. 2.6, to study dangling

bonds. For the present study, the energy cutoff for the plane-wave basis set is 520

eV. We use the hybrid functional of Heyd, Scuseria, and Ernzerhof [63, 64] with the

Grimme-D3 scheme to correct for the van der Waals interactions [170]. This approach

has been extensively tested, both in the context of the present study and as part of

previous work on h-BN [138, 171]. The fraction of non-local Hartree-Fock exchange α

is set to 0.40; this results in a band gap of 6.41 eV which is consistent with the experi-

mentally observed gap [143] when zero-point renormalization due to electron-phonon

interactions [172, 173] is taken into account. This value of the mixing parameter is

also close to satisfying Koopmans’ condition [61]. The resulting lattice parameters are
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Figure 5.1: (a) Calculated configuration coordinate diagram for the 1A1 → 1B1 inter-
nal transition of the doubly occupied B DB. (b) Charge density isosurface of the B pz
state that becomes localized upon excitation. (c) Charge density isosurface of the B
DB state that the electron occupies in the ground state. The isosurfaces correspond to
10% of the maximal charge density and are colored by the sign of the wavefunction,
with red and blue indicating opposite signs.

a = 2.48 Å and c = 6.57 Å, within 1.2% of the experimental values (a = 2.50 Å and

c = 6.65 Å [174]). Defects are investigated in a 240-atom supercell, constructed by

first building an orthorhombic cell (a × a
√

3 × c) from two h-BN primitive cells and

then scaling by 5 × 3 × 2. The lattice vectors are held fixed, and atomic coordinates

are relaxed until forces are below 0.01 eV/Å. Brillouin-zone sampling is performed

using a single special k point (1/4, 1/4, 1/4). Spin polarization is explicitly taken into

account.

Removing a single host atom, i.e., forming a vacancy, creates three DBs; however,

the close spacing of atoms surrounding the vacancy leads to strong interactions that

significantly modify the electronic structure. As we will see, the properties of isolated

75



Dangling Bonds in Hexagonal Boron Nitride as Single-Photon Emitters Chapter 5

DBs are very different from those of vacancy centers. To simulate the properties of an

isolated DB, we employ the geometry of Ref. [175]. For instance, to construct a B DB

we remove a neighboring N atom, as well as two additional B atoms [see Fig. 5.2(a)].

This process creates a small void, containing the primary B DB that we wish to study,

plus four secondary N DBs. In order to create a reference structure, all five DBs are

passivated with hydrogen, and the atomic coordinates are relaxed allowing only in-

plane degrees of freedom. In subsequent calculations, the B DB is studied by removing

the hydrogen from the B-H bond, and relaxing atoms up to second-nearest neighbors,

keeping all other atoms in the reference structure fixed. All relevant parameters are

obtained as energy differences, in which the contributions from the fixed atoms in the

reference structure cancel.
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Figure 5.2: Equilibrium structures for the (a) boron and (b) nitrogen DBs. Boron
atoms are shown in green, nitrogen in gray, and hydrogen in white. (c) Calculated
thermodynamic transition levels for both DBs. The valence and conduction band are
highlighted in blue and orange.
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5.3 Results

Equilibrium structures for the B and N DBs are shown in Fig. 5.2(a) and (b). Our

calculations indicate that in this idealized geometry the DBs have C2v symmetry with

the two-fold rotation axis pointing in-plane, along the DB. We choose a coordinate sys-

tem with x pointing along the C2v symmetry axis and adopt a convention where the

B1 irreducible representation transforms like the vector z (out of plane), and B2 trans-

forms like y (in plane). DBs may be occupied with zero, one, or two electrons, which

in our calculations correspond to a positive, neutral, and negative charge state. The

relative energies of these charge states depend on the Fermi level, and the Fermi-level

positions where the transitions between different charge states occur are the thermo-

dynamic transition levels, given in Eq. 2.33.

The computed thermodynamic levels for both the B and the N DBs are shown in

Fig. 5.2(c). For the B DB, both the (+/0) and (0/−) thermodynamic levels are found

within the band gap; therefore, the B DB may be unoccupied, singly occupied, or

doubly occupied, depending on the Fermi-level position in the material. For the N

DB, on the other hand, the (+/0) level is slightly below the VBM, indicating that the

N DB will never be completely unoccupied in equilibrium. Kohn-Sham (KS) states for

the two types of DBs are shown in Fig. 5.3. In the neutral charge state, the occupied

KS state associated with the N DB is below the VBM. In the negative charge state, the

N DB is fully occupied and has a1 symmetry [Fig. 5.3(a)]; interestingly, a KS state with

b1 symmetry associated with the pz state on the N atom has become localized and has

moved into the band gap. No spin-conserving excitations to localized defect states

can occur for either the singly or doubly-occupied N DB, and hence this DB cannot

give rise to strong optical emission.
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Figure 5.3: Schematic depiction of the KS states for (a) the N DB in the negative
charge state, and (b) the B DB in the positive, neutral, and negative charge states.
The valence and conduction band are highlighted in blue and orange. Solid arrows
depict occupied states, and open arrows depict unoccupied states.

The KS states for the B DB in all three charge states are shown in Fig. 5.3(b). In

the positive charge state, the B DB is unoccupied, and KS states associated with the B

pz state (with b1 symmetry) are also in the gap. Upon addition of one electron to the

DB, the B pz KS state shifts higher in energy and occupies a position just below the

conduction-band minimum (CBM). Therefore, the neutral charge state of the B DB has

the possibility of an internal transition, where the electron in the B DB can be excited

into the B pz state. In the negative charge state, two electrons occupy the DB; the B

pz state moves above the CBM and becomes delocalized. While this may seem to rule

out the possibility of an internal transition, we will see that upon excitation (which

leaves the a1 state half occupied) the B pz state becomes localized.

To study internal transitions we employ the ∆SCF methodology [72] in which exci-
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tation energies are computed as a total-energy difference between two calculations in

which the occupations are constrained, each including full atomic relaxation. We em-

ploy configuration coordinate diagrams to schematically depict the coupling of these

electronic transitions to lattice vibrations [8] and to compute the Huang-Rhys factors

within the one-dimensional approximation [83]. The computed ZPL for the internal

transition in the neutral charge state is 3.27 eV, with a Huang-Rhys factor of 7.9; this

ZPL does not correspond to any observed single-photon emission.

In the negatively charged ground state, two electrons occupy the B DB in a singlet

state, transforming like the A1 irreducible representation of C2v. We label the state

1A1, where the superscript refers to the multiplicity 2S + 1 for a system of total spin

S. We first consider the spin-conserving excitation of an electron from the DB to a B pz

state. The computed configuration coordinate diagram for this transition is shown in

Fig. 5.1(a). Upon excitation the B pz state becomes localized, transforming like the B1

irreducible representation [shown in Fig. 5.1(b)]; we therefore label the excited state

1B1. In the excited-state calculation, the KS state of the B pz occurs just below the

CBM, similar to the b1 state in the neutral charge state. The ZPL for the 1A1 → 1B1

transition is calculated to be 2.06 eV, in excellent agreement with the experimental

reports [148, 151]. The Huang-Rhys factor for this transition is 2.3, on par with the

range of experimental values reported in Ref. [149]. The B DB is therefore a good

candidate for the SPE, provided it occurs in a negative charge state, requiring the

Fermi level to be sufficiently high in the band gap. Such a position is plausible, given

the likelihood of oxygen contamination of the samples [176]. Oxygen impurities act

as donors and drive the Fermi level towards the CBM [138].

One might expect that the emissive and absorptive dipoles would be aligned, but it

has been reported that this is not necessarily the case [149]. Jungwirth and Fuchs [169]
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demonstrated that for resonant excitation the dipoles are aligned, but that misalign-

ment occurs for higher excitation energies. The characteristics of B DBs nicely explain

these observations. For excitations at or slightly above the resonant absorption energy

[Fig. 5.1(a)], the alignment of the dipole is maintained. But because of the proximity

of the b1 state to the CBM, absorption at higher energy will place the electron in the

conduction band, leading to a loss of polarization. The subsequent emission process,

after the electron is captured into the excited state, then occurs with a polarization that

is unrelated to the absorption dipole.
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Figure 5.4: Intersystem crossing of the doubly-occupied B DB. The solid blue line in-
dicates an optical transition, and dashed orange lines indicate nonradiative crossings
between spin channels. Alternative labels under Cs symmetry are given in parenthe-
sis. Each transition is labeled with the transition energy and the Huang-Rhys factor
S.

Our model of the negatively-charged B DB also predicts the presence of a metastable

shelving state. The intersystem crossing to the shelving state is shown in Fig. 5.4. In

addition to the 1B1 excited state that occurs within the spin-singlet manifold, we can
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consider a 3B1 triplet state where one electron occupies the DB and one occupies the B

pz state in a high-spin configuration. Our calculated level structure in Fig. 5.4 is similar

to the singlet-to-triplet intersystem crossing proposed by Exarhos et al. [88] based on

their study of the magnetic-field dependence of the SPEs, differing in the definition of

B1 and B2 and the fact that they only considered diagrams with in-plane polarization.

Intersystem crossings depend on spin-orbit coupling to induce transitions. The

spin-orbit coupling operator is given by HSO = ∑i li · si, where i labels the electrons, si

is the spin angular momentum operator, and the orbital angular momentum operator

li is (1/2m2c2)∇V(ri)× pj, where V is the nuclear Coulomb potential [152]. Within

C2v symmetry, orbital angular momentum transforms like an axial vector with no A1

component, and B1 ⊗ B1 = A1. Therefore, spin-orbit matrix elements between the 1B1

and 3B1 states are zero. In a lower symmetry, such as Cs, spin-orbit matrix elements

between these states are non-zero and the intersystem crossing becomes allowed.

Indeed, such symmetry lowering should be expected for the dangling-bond de-

fects proposed here. Given that these defects occur at the edge of flakes or near grain

boundaries [150, 160, 161], the perfect C2v symmetry as assumed in our idealized ge-

ometry will be broken. Local distortions and interactions will distort the DB out of

plane and into a lower symmetry, such as Cs. This is in agreement with recent ex-

periments that demonstrated Stark tuning of the SPEs in h-BN and suggested that

an out-of-plane, permanent dipole is necessary to couple to the electric field [177].

The sensitivity of the properties of these DBs to the local environment explains why

experimentally a range of SPEs with slightly different emission wavelengths are ob-

served [148, 160, 161]. The identification of SPEs as DB defects actually allows us to

propose an explanation for the mechanism by which nanopillars activate emitters in

h-BN [178]: the induced curvature acts to bend the DBs out of plane.
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Deviations from C2v symmetry also account for the polarization of the optical tran-

sition. Selection rules for electric dipole transitions would indicate that the 1A1 → 1B1

transition is allowed only for out-of-plane polarization, while experiments report in-

plane polarization [149, 150]. With Cs symmetry, both the ground and excited state

orbitals will transform like A′, and in-plane polarized transitions are allowed.

5.4 Conclusions

In summary, our calculations provide valuable information about the physics of

DBs in h-BN. Doubly-occupied B DBs exhibit many of the experimentally reported

features of single-photon emission. With a singlet ground state, an electron can be

excited from the DB to a B pz state; this internal transition has a ZPL at 2.06 eV. The

calculated electronic structure of the DB explains why alignment of the absorptive

and emissive dipoles depends on the excitation energy [169]. The dangling-bond sys-

tem exhibits an intersystem crossing to a metastable triplet state, in agreement with

experiment [88]. The sensitivity of DBs to the local environment explains why SPEs

with a range of wavelengths have been observed [148, 160, 161], but offers exciting

prospects for controlling and manipulating SPEs now that the microscopic origin has

been identified.

Permissions and Attributions

The content of Chapter 5 follows from work that has previously appeared in Phys-

ical Review Letters (Ref. [31]). This work was performed in collaboration with Prof.

Audrius Alkauskas and Prof. Lee C. Bassett.
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Chapter 6

Boron Dangling Bonds in a Monolayer

of Hexagonal Boron Nitride

6.1 Introduction

In Chapter 5, we proposed boron dangling bonds (DBs) as the likely microscopic

origin of the 2-eV single-photon emission in h-BN. Those calculations addressed the

DB in a bulk crystal of h-BN, consistent with the thick flakes that are typically used

in experiment. For applications, monolayers are being envisioned, and it is therefore

important to examine the optical properties of the boron DB in a single monolayer. In-

deed, a main drawback of the prototype nitrogen-vacancy center in diamond is the

decoherence from defects on the diamond surface [20]. Quantum defects in two-

dimensional (2D) materials may avoid these problems and enable extreme sensing,

where the defect is brought atomically close to the sample.

Here we report first-principles calculations based on density functional theory

(DFT) with a hybrid functional for boron DBs in a monolayer of h-BN. We find that
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the optical transition has the same character as in bulk, and occurs at roughly the same

energy (2.02 eV). The coupling to phonons is characterized by a Huang-Rhys factor of

2.4, again close to the value for the bulk defect. We also find that a metastable triplet

state and thus an intersystem crossing (ISC) exists. While the properties of the B DB

in a monolayer are quite similar to those for the DB in bulk h-BN, we provide details

about both the singlet and triplet states that can affect the ISC rates.

6.2 Methodology

The computational methodology employed in the present study follows the details

of Sec. 5.2. For consistency, the fraction of non-local Hartree-Fock exchange α is again

set to 0.40. However as noted in Sec. 2.4.1, the value of α is related to the dielectric

constant of the system [55], and the reduced dielectric environment of a monolayer

might require a higher value of α. We have checked that our results are not sensitive

to the value of α and all our qualitative conclusions are robust. α=0.40 results in an

indirect (K → Γ) fundamental band gap of 6.31 eV. The direct optical gap is at K with

a value of 7.06 eV. The supercell construction also follows Sec. 5.2, but only a single

60-atom layer is retained. A vacuum region of 20 Å is used to separate periodic images

along the ẑ direction.

Our boron DB is negatively charged; the treatment of charged defects in reduced

dimensions requires special care in the handling of the compensating background

charge. In plane-wave DFT, the divergent G = 0 Fourier component of the elec-

trostatic potential is set to zero. For a charged system, this corresponds to adding a

homogeneous background charge, sometimes referred to as the jellium background.

This procedure works very well in three-dimensional solids, as long as appropriate
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correction terms are included to compensate for the interaction of the defect with the

background in a finite cell [70]. Problems arise, however, in simulations of 2D ma-

terials that require a large vacuum region: the jellium background is present in the

vacuum, which is unphysical. We contrast this with the actual physical situation, in

which a charged defect in a monolayer would be compensated by oppositely charged

dopants or defects associated with the same monolayer, rendering the system net neu-

tral.

The unphysical nature of the standard treatment, in which a jellium background

is present in the vacuum, is illustrated in Fig. 6.1. The conduction-band minimum of

monolayer h-BN is a nearly-free electron (NFE) state at Γ. The NFE state has a large

spatial extent above and below the h-BN plane. When a negatively charged defect is

introduced into the system, the NFE state is attracted to the positively charged jellium

background through the Coulomb interaction. The NFE state spreads out over the

entire vacuum region and lowers in energy; as a result, a spurious reduction of the

band gap by 1.0 eV is observed.

One method to correct for this effect would be to only apply a homogeneous back-

ground in the plane of the material, which requires modifying the underlying DFT

implementation [179]. Here, we use a different approach, in the spirit of the virtual-

crystal approximation [180]. The compensating background is applied by modifying

the valence charge Z of the B and N atoms in the cell by an amount ∆Z = −q/Nat,

where q is the charge of the defect and Nat is the number of atoms that the compen-

sating charge is spread over. The result of this procedure is shown in Fig. 6.1, where

the charge distribution of the NFE state more closely resembles that of the pristine su-

percell, with only minor perturbations due to the presence of the defect. Furthermore,

the band gap in the defect supercell now agrees with the primitive-cell value.
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Figure 6.1: The planar-averaged charge density ρ̄(z) of the conduction-band mini-
mum along the direction perpendicular to the h-BN monolayer. The h-BN plane is
at z = 0, and V is the supercell volume. Results are shown for the pristine super-
cell (blue, solid), negatively charged dangling bond with a jellium background (or-
ange, dashed-dotted), and negatively charged dangling bond with the compensating
charge confined to the plane (red, dashed). The correct charge density of the conduc-
tion-band minimum is well reproduced when the compensating charge is confined
to the h-BN plane. The minor difference between the blue and red curves arises from
the perturbation imposed by the defect.

6.3 Results

The relaxed structure of the B DB is shown in Fig. 6.2(a) and Fig. 6.2(b). For our

model, the B DB assumes C2v symmetry in the monolayer; we emphasize that based

on experimental conditions, it is likely that the B DB will attain a lower symmetry, like

C1h, due to out-of-plane distortions. This argument is motivated by the fact that the

emitters tend to be found near flake edges or extended defects [150, 161]. Indeed, the

sensitivity of the DB to its local environment explains why a wide range of emission

energies have been observed in experiments [148].

86



Boron Dangling Bonds in a Monolayer of Hexagonal Boron Nitride Chapter 6

B N H

0

1

2

3

4

5

6

7

E K
S 

[e
V]

(a)

(b)

(c)

a
1

20 Å

zy

x

y x

z

Figure 6.2: (a) Side and (b) top view of the relaxed structure for the boron DB.
Boron atoms are shown in green, nitrogen in grey, and hydrogen in white. (c) The
spin-degenerate Kohn-Sham state for the negatively charged B DB. The valence band
is colored blue and the conduction band orange. Arrows depict occupied states.

We assume a coordinate system where the x axis is along the high-symmetry axis

of the defect and the z axis is orthogonal to the h-BN plane. The coordinate axes

are shown in Fig. 6.2. With these definitions, the irreducible representation A1 of C2v

transforms like the vector x, B1 like z, and B2 like y.

We focus on the negative charge state of the defect, as this was found to host an

internal transition corresponding to the 2-eV emission in bulk h-BN (see Sec. 5.3). A

spin-degenerate Kohn-Sham state associated with the negatively charged B DB is lo-

cated in the gap, as shown in Fig. 6.2(c). The charge-density isosurface for this state is

shown in Fig. 6.3(a). This state transforms like the A1 irreducible representation and

is labeled as a1.

We now explore, using the constrained DFT approach, whether an internal transi-
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Figure 6.3: Charge-density isosurface for (a) the B DB and (b) the localized B pz state.
The isosurface corresponds to 10% of the maximal charge density. Boron atoms are
shown in green, nitrogen in grey, and hydrogen in white. The isosurface is colored
by the sign of the wavefunction, with red and blue indicating opposite signs. (c) The
calculated configuration coordinate diagram for the 1A1 → 1B1 transition.

tion can take place in the negatively charged B DB. We find that, upon excitation, an

electron becomes localized in a pz orbital, as shown in Fig. 6.3(b). This state transforms

like the B1 irreducible representation and is labeled as b1.

In the ground state, two electrons occupy the B DB in a singlet state; this many-

body state is labeled as 1A1 where the superscript is the spin multiplicity 2S + 1 for

total spin S. The excited state has one electron in the B DB and one in the B pz state,

giving a many-body state of 1B1. From our calculations, we find that the transition

1A1 → 1B1 has an energy of 2.02 eV, which corresponds to the zero-phonon line. The

relevant energetics after considering coupling to phonons are displayed as a configu-

ration coordinate diagram in Fig. 6.3(c). We extract a Huang-Rhys parameter of 2.4.

These values for the transition energy and for the Huang-Rhys factor differ only
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slightly from the case of a B DB in bulk h-BN (a zero-phonon line of 2.06 eV and

Huang-Rhys factor of 2.3), and are actually within the computational error bar. The

value of the Huang-Rhys parameter is related to the fraction of light going into the

zero-phonon line compared to the phonon side band. Our extracted Huang-Rhys pa-

rameter compares favorably with experiment, albeit slightly larger than the reported

values of 1-2 [149]; however, it has been suggested that experiments may underesti-

mate the value due to the difficulty in distinguishing between photons from the zero-

phonon line and those coupled to low-energy acoustic phonons [181]. Experimentally,

it has been observed that the linewidth of the zero-phonon line broadens significantly

in a monolayer compared to bulk flakes [155], but we do not attempt to capture this

effect in our calculations.

The transition examined in Fig. 6.3 is spin-conserving. We can also examine the

high-spin configuration of the excited state, where the electrons in the DB and in the

pz state have parallel spins, i.e., S = 1. We label this state 3B1 and show its energetic

position with respect to 1A1 and 1B1 in Fig. 6.4. The state 3B1 is a metastable triplet

state that is accessible through an ISC from the singlet states. The energies are again

close to those calculated for the defect in bulk h-BN, but the Huang-Rhys factors are

slightly different: for the monolayer, we have 0.2 and 1.5 for the upper and lower ISC,

while for the bulk the values are 0.3 and 1.1 (see Sec. 5.3). The difference arises from

small differences in the geometry of the triplet state: the triplet state in the monolayer

is closer in geometry to the excited singlet state, compared to the bulk case. Further

investigations of how this impacts the ISC rates could be fruitful. The presence of

the metastable triplet state would manifest experimentally through a magnetic-field

dependence in the photoluminescence spectrum. When one considers a lower sym-

metry, such as C1h (also shown in Fig. 6.4), the level structure is consistent with the
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experimental observations of magnetic-field dependence in bulk samples [88]. Such

symmetry lowering is quite plausible in realistic samples, in which the emitters tend

to be found near flake edges or near extended defects [150, 161]. Based on our calcu-

lations, we expect a similar dependence will be observed for monolayer samples.
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Figure 6.4: The many-body states of the negatively charged B DB. Each transition
is labeled by an arrow with the energy and Huang-Rhys factor. The solid blue line
corresponds to a spin-conserving optical transition. Orange dashed lines correspond
to intersystem crossings between spin channels. The labels for our model when con-
sidering C1h symmetry are given in parentheses.

6.4 Conclusions

In summary, we described comprehensive hybrid-functional calculations for the

boron DB in monolayer h-BN. The handling of the compensating background charge

was of key importance for correctly assessing the behaviour of defects in monolayer

h-BN. An internal transition where an electron is excited from the doubly occupied
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DB into a localized pz state gives rise to optical emission at 2.02 eV. The coupling to

phonon modes is characterized by a Huang-Rhys factor of 2.4. A metastable triplet

state exists that enables an ISC and may give rise to a magnetic-field-dependent pho-

toluminescence spectrum. While, overall, the properties of the B DB in the monolayer

are similar to those in bulk h-BN, distinct differences exist that will impact the ISC

rates. Our results provide essential information toward utilization of the B DB in

monolayer h-BN for extreme sensing and quantum information applications.

Permissions and Attributions

The content of Chapter 6 follows from work that has previously appeared in the

Journal of Applied Physics (Ref. [32]).
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Chapter 7

Impact of Out-of-Plane Distortions on

Dangling Bonds in Hexagonal Boron

Nitride

7.1 Introduction

An important and commonly disregarded property of 2D materials is the fact that

they exist in three dimensions: relevant physics from the bending and twisting of

the 2D planes is often overlooked. In the boron DB model (developed in Chapter 5

and extended to a monolayer in Chapter 6), this is a key feature for interpreting the

experimental results. Here we treat this effect with computational modeling and ex-

plicitly explore the effects of an out-of-plane displacement on the boron DB in h-BN

with first-principles calculations. The deformation is modeled by bending a plane

that neighbors the DB, inducing a displacement in the defect similar to what can hap-

pen experimentally. We describe the resulting structural changes and energetics of
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the boron DB, as well as the impact on the radiative rate. We also discuss our re-

sults in the broader context of experimental observations on the 2-eV emitters. The

present work strengthens the attribution of the 2-eV emitters to boron DBs, and more

generally highlights the importance of considering out-of-plane displacements in 2D

materials.

7.2 Methodology

We adopt the same approach as described in Sec. 5.2 for the present study. Changes

in the electronic configuration of a system are usually accompanied by a change in the

atomic coordinates: this is a manifestation of electron-phonon coupling. The Huang-

Rhys parameter S quantifies the electron-phonon coupling for a given transition and

allows for comparison with experiment. Within a single-mode approximation, the

Huang-Rhys parameter can be defined as [23]

S =
1

2h̄
(∆Q)2Ω , (7.1)

where Ω is the vibrational frequency of the ground state along the single mode. ∆Q is

the mass-weighted difference in geometries, given by Eq. 3.1. (Here the initial state is

the excited state, and the final state is the ground state.)

We will also study the radiative transition rate ΓRad or equivalently, the radiative

lifetime τRad = Γ−1
Rad. The equation for the radiative transition rate is given in Eq. 2.43.

For the index of refraction nr, we use the experimental value of 2.4 [182]. EZPL and µ

are evaluated explicitly from first principles.
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7.3 Results

7.3.1 Boron dangling bonds

An isolated DB is modeled using a small void, in which other DBs on the internal

surface of the void are passivated by hydrogen, as detailed in Sec. 5.2. The in-plane

structure of the boron DB has C2v symmetry (see Sec. 5.3), as shown in Fig. 7.1(a). For

our coordinate system, x points along the C2v symmetry axis, and z is perpendicular

to the h-BN plane. We adopt the convention where the B1 irreducible representation

of C2v transforms like the vector z, and B2 transforms like y.

zy

x

(a)
(b)

(c)

Figure 7.1: (a) The in-plane structure of the boron DB with the location of the DB
shown as a dashed, red line. (b) Side view of the boron DB in the presence of the
applied distortion, showing a 10% charge-density isosurface of the localized pz state.
The isosurfaces are colored by the sign of the wavefunction, with blue and red in-
dicating opposite signs. (c) Mapping of the bubble geometry onto the h-BN plane
(not to scale). Atoms are moved radially onto the surface of a sphere defined by the
intersection radius R and height above the plane h. Boron atoms are shown in green,
nitrogen in gray, and hydrogen in white.
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Experimentally, the 2-eV emitters are usually found near flake edges, wrinkles, and

extended defects [150, 160, 161]. All of these can be expected to induce out-of-plane

displacements. Extended defects of this type are difficult to study from first principles

because modeling them requires large supercells. Instead, we use an idealized distor-

tion in which the h-BN plane adjacent to the DB is modified to mimic the presence of

a “bubble” directly below the boron atom that hosts the DB [Fig. 7.1(b)]. Nanobubbles

have actually been used experimentally to activate emitters in h-BN [183].

To construct the bubble, atoms from the neighboring h-BN plane are moved out of

the plane to positions on the surface of a sphere [Fig. 7.1(c)]. This sphere is defined

by a length R, which is the radius of the circle from the intersection of a sphere and

the plane, and applied distortion h, which is the height above the h-BN plane that the

bubble protrudes. For the purposes of our study, R is fixed to 5.5 Å, and h will take on

values of 0.2, 0.5, and 1.0 Å.

7.3.2 Effect of distortions

We now examine how the applied distortion in the plane adjacent to the boron

DB influences the properties of the DB. First, we confirm that the applied distortion

indeed results in an out-of-plane displacement for the DB. In Fig. 7.2(a), we show the

displacement of the B atom that hosts the DB, referenced to its nominal position in the

plane. The displacement varies approximately linearly with the applied distortion,

confirming that the model distortion results in an out-of-plane displacement of the

DB. As a result of the displacement, the symmetry is lowered from C2v to C1h, where

the vertical mirror plane is preserved. In the singlet excited state, the displacement

is more significant than in the ground state, due to the occupation of a pz state that

is more extended in the z direction than the ground state of the DB. We also found
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that the displacement in the triplet excited state is similar to that of the singlet excited

state.
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Figure 7.2: (a) Height above the plane of the B atom that hosts the DB as a function
of applied distortion h. Results for the ground state are in blue (down triangles), and
for the singlet excited state in orange (up triangles). (b) Huang-Rhys factor S that
quantifies the electron-phonon coupling for the singlet-singlet optical transition, as a
function of h.

We expect that the coupling to phonons will likely be more significant with a

greater out-of-plane displacement. We compute the Huang-Rhys factor for the singlet-

singlet optical transition by evaluating Eq. 7.1. As shown in Fig. 7.2(b), the Huang-

Rhys factor indeed increases as a function of the out-of-plane displacement. Our

calculated Huang-Rhys factors are slightly larger than the experimentally observed

value [149]. For the in-plane configuration, the Huang-Rhys factor is within the typical

computational uncertainty, but deviates more significantly for large out-of-plane dis-

placements. However, it has been suggested that the experimental Huang-Rhys fac-

tors are underestimated, due to the difficulty in distinguishing between zero-phonon

96



Impact of Out-of-Plane Distortions on Dangling Bonds in Hexagonal Boron Nitride Chapter 7

photons and those coupled to low-energy acoustic phonons [181].

Turning to the energetics, we calculate the zero-phonon line energy for both the

singlet and triplet excited states (Fig. 7.3). The singlet excited state is responsible for

the optical emission seen experimentally. We see that the energy depends quadrat-

ically on the out-of-plane displacement, as one might expect for a typical potential

energy surface. Notably, a shift of up to 200 meV in the zero-phonon line is observed.

This large shift results solely from the out-of-plane displacement; additional shifts

would occur if one takes into account in-plane strain and changes in the dielectric en-

vironment. The magnitude of these shifts renders it very plausible that the DB can

give rise to the range of zero-phonon line energies seen experimentally [148].
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Figure 7.3: Zero-phonon line energy for the singlet (blue, up triangles) and triplet
(orange, down triangles) excited states.

The triplet excited state is relevant for the intersystem crossing and therefore, for

the observed magnetic-field dependence [88]. For the triplet excited state, the zero-
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phonon line also varies quadratically with the out-of-plane displacement. This vari-

ation will inevitably influence the intersystem crossing rate. Along with the fact that

the intersystem crossing is forbidden for C2v symmetry, these results explain the varia-

tions in the magnetic-field dependence seen experimentally. Indeed, Exarhos et al. [88]

noted that some emitters show no magnetic-field dependence, while other emitters

showed a strong dependence, essentially doubling in brightness as a result of the ap-

plied magnetic field.

7.3.3 Radiative lifetime

For the 2-eV emitters, an anti-bunching lifetime of 1-10 ns is typically observed [148,

149]. The anti-bunching lifetime describes the characteristic timescale on which the

emitted photons exhibit anticorrelation [184]. To understand the relation between the

anti-bunching lifetime and the radiative lifetime calculated by Eq. 2.43, we must con-

sider the quantum efficiency. The quantum efficiency η is defined as [87]

η =
Γrad

Γrad + Γnr
, (7.2)

and Γnr is the total rate of nonradiative processes. The denominator in Eq. 7.2 is the to-

tal decay rate and is equivalent to the inverse of the anti-bunching lifetime, assuming

the pump rate in experiments is much less than the decay rate. The 2-eV emitters have

been found to have a quantum efficiency as low as 6-12% [185]; the radiative lifetime

could therefore be as high as 10/0.06 ≈ 167 ns.

To understand the experimental measurements of the radiative lifetime, we first

need to consider the geometry assumed in experiments. Experiments measure the

“in-plane” dipole component, where it is assumed that the incoming light propagates

along the z axis defined in Fig. 7.1(a); this implies the light is polarized in the x-y
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plane. In the following analysis, we take “in-plane” to mean the x-y plane as defined

in Fig. 7.1(a). An undistorted boron DB has C2v symmetry and its dipole is out-of-

plane. In C2v symmetry, the transition for an in-plane dipole is forbidden; this can be

seen from the fact that the ground-state wavefunction of the DB is totally symmetric

within C2v, and the excited-state pz wavefunction is odd with respect to the z axis.

Therefore, only a dipole transition along z is allowed. One might think that the boron

DB cannot result in optical emission in the performed experiments. However, two

additional issues need to be taken into consideration.

First, many experiments have been performed with h-BN flakes [148], which may

be randomly oriented with respect to the incoming light. This means that the incom-

ing light may not be aligned perfectly along the z axis, as defined with respect to

the h-BN planes. We will refer to this situation as misalignment. When the system

is misaligned, the out-of-plane dipole may be excited. We calculate the out-of-plane

dipole to be 0.31 eÅ for the undistorted DB, which gives a radiative lifetime Eq. 2.43

of ≈ 140 ns, within the range of experimentally observed values.

Emitters have also been found to cluster near wrinkles [186]. The wrinkles also

cause misalignment, making it possible for the out-of-plane dipole to be excited.

The second consideration is the fact that an out-of-plane displacement lowers the

symmetry from C2v to C1h. In C1h symmetry, the in-plane dipole transition is no longer

forbidden; this can be understood as the pz state tilting off the z axis, picking up an

in-plane dipole component. In Fig. 7.4, we plot the radiative lifetime computed from

Eq. 2.43 for the in-plane dipole component (as defined above).

Additionally, these two considerations may compound: both out-of-plane dis-

placement and misalignment may be present simultaneously. Therefore, we also con-

sider a 15◦, 30◦, and 45◦ misalignment between the incoming light and the h-BN plane
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in Fig. 7.4. For these misalignment cases, “in-plane” is defined by rotating the coor-

dinate system about the y axis through the misalignment angle. The combination of

displacements and misalignment brings the computed radiative lifetime close to the

experimentally observed values. We have also considered larger misalignment angles;

as expected, the radiative lifetime is reduced even further.
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Figure 7.4: Radiative lifetime τrad computed using Eq. 2.43 for the in-plane (the x-y
plane in Fig. 7.1) projection of the dipole (blue). We also consider a misalignment
between the incoming light and the h-BN plane of 15◦ (orange), 30◦ (red), and 45◦

(green). For these misalignments, “in-plane” is defined by rotating the coordinate
system by the misalignment angle about the y axis. The gray, shaded region is the
range of radiative lifetimes observed in experiments, considering the quantum effi-
ciency may be as low as 6% [185].

7.4 Discussion

The boron DB model provides a compelling explanation for the microscopic origin

of the 2-eV emitters; its properties are consistent with a number of properties that have
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been observed in detailed experimental studies.

The thermodynamic transition level, which determines the Fermi level position at

which the defect changes its charge state, was measured to be in the upper-half of the

band gap [187]. This is in agreement with the boron DB, where the optical transition

is in the negative charge state, and the (0/−) transition level is in the upper-half of

the band gap. Indeed, the fact that the ground-state level is high in the gap means

that for high enough excitation energies, the electron can be excited into the conduc-

tion band. We have proposed that the conduction band is the indirect state that Jung-

wirth and Fuchs [169] invoked to explain the observed misalignment of the absorptive

and emissive dipole. In those experiments, Jungwirth and Fuchs surveyed a range of

emitters with different zero-phonon lines and a fixed excitation energy. Recent exper-

iments [188] confirmed our proposal more directly by using different color excitations

on a single emitter and identifying a photoionization process.

In our calculations of the boron DB, we use a model in which an isolated DB is

located in a small void. This is obviously an idealized situation, allowing us to study

the properties of an (approximately) isolated DB within the constraints of our finite-

size supercells. The actual geometry of realistic DBs may differ. We emphasize that the

presence of hydrogen in the model system is not a relevant component of the boron

DB model; the hydrogen atoms are present only to passivate other DBs on the internal

surface of the small void. The essential features of the boron DB comprise the boron

atom, the DB wavefunction, and the localized pz state. In reality, there are many ways

that a boron DB can be realized; it can be found at a flake edge [150] or it could be part

of an extended defect [168].

Boron DBs could also be present in large voids, for which there is experimental

evidence. Kozawa et al. [189] recently correlated the spread in the 2-eV emitters with
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the presence of larger voids they observed with scanning transmission electron mi-

croscopy. Kozawa et al. [189] proposed specific structures for the voids, the internal

surfaces of which are largely terminated with N atoms, as expected for h-BN [165].

However, single boron DBs can occur in the corners of the void. The interaction with

nearby DBs on neighboring N atoms will likely increase the spread of emission ener-

gies.

Our present study has made clear that careful consideration of out-of-plane dis-

placements is necessary to reconcile specific observations. We have provided concrete

calculations demonstrating that DBs are sensitive to their local environment. Specif-

ically, we found that distortions in the local environment produce an out-of-plane

distortion, which admits an in-plane dipole component. We note that two separate

recent experimental studies [190, 191] showed that the measured dipole has both an

in-plane and out-of-plane component.

Lastly, we comment on the suggestion that a carbon-containing defect is responsi-

ble for the 2-eV emitters [192]. Mendelson et al. [192] showed that carbon incorpora-

tion influences the density of observable 2-eV emitters; however, this does not prove

that the carbon atoms are part of the emitting defects. These samples have unchar-

acteristically high concentrations of carbon compared to typical material; it therefore

seems odd that the observed density of emitters is still quite low.

We would like to draw attention to an alternate interpretation, under the assump-

tion that dangling bonds are responsible for the single-photon emission: carbon may

be indirectly affecting the density of single-photon-emitting dangling bonds, for in-

stance by modifying the Fermi level. It is known that carbon is an electrically active

impurity and may inevitably tune the Fermi level [138]. As we saw above, the Fermi

level needs to be in the right range for a defect to be in the correct charge state to
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give rise to the 2 eV emission. Mendelson et al. [192] tried to eliminate Fermi-level

effects as the cause by showing that implantation with oxygen or silicon does not pro-

duce emitters; however, secondary effects due to oxygen or silicon implantation that

suppress emitter formation cannot be excluded. Future studies to understand the in-

terplay between carbon incorporation and emission from dangling bonds are clearly

warranted.

7.5 Conclusions

In summary, we have presented a model for the 2-eV single-photon emitters in h-

BN based on boron DBs, and demonstrated the effects of out-of-plane displacements.

A distortion in a neighboring plane causes the DB to move out of plane and shifts the

zero-phonon line towards lower energies. The accompanying increase in the in-plane

dipole moment gives rise to radiative lifetimes which are consistent with experiment.

We showed that the boron DB model explains several key features observed experi-

mentally. Our work highlights the importance of considering out-of-plane displace-

ments when studying the behavior of defects in 2D materials.

Permissions and Attributions

The content of Chapter 7 follows from work that has previously appeared in 2D

Materials (Ref. [33]).
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Chapter 8

Probing the Optical Dynamics of

Quantum Emitters in Hexagonal Boron

Nitride

8.1 Introduction

In Chapter 5, we introduced the 2 eV single-photon emitters in hexagonal boron ni-

tride and what is known about them. One of the outstanding challenges that remains

in the field is regarding the emitters’ optical dynamics. Optical dynamics arise from

the intricate interplay of radiative and nonradiative transitions composing a quantum

emitter’s electronic structure together. These transitions can arise from distinct pro-

cesses such as electron-phonon interactions, intersystem crossings between different

spin manifolds, and ionization or recombination events (described in Sec. 2.6.2).

In this Chapter we will present calculations on the optical dynamics that can be

directly compared with the powerful experimental technique of photon emission cor-

104



Probing the Optical Dynamics of Quantum Emitters in Hexagonal Boron Nitride Chapter 8

relation spectroscopy (PECS) [89]. The second-order photon autocorrelation function

g(2)(τ), which is widely used to identify single-photon emitters, is the key quantity in

PECS. One can distinguish between photon antibunching (g(2)(τ) < 1) as a signature

of non-classical light, with single-photon emission as a special case when g(2)(0) = 0,

and photon bunching (g(2)(τ) > 1 for τ ̸= 0) as a signature of dark, metastable states

accessed via nonradiative transitions. By probing g(2)(τ) on long timescales, PECS

provides insight into the number of electronic states contributing to the signal and the

various transitions between them. The combined power of PECS and first-principles

calculations provides strong evidence of the atomic and electronic structure of a given

emitter.

In Sec. 8.2 we briefly discuss the PECS measurements performed by our experi-

mental collaborators. The PECS measurements demonstrate that the quantum emit-

ters (QEs) in hexagonal boron nitride possess a rich level structure connected by var-

ious radiative and nonradiative transitions. These transitions are associated with

timescales spanning five orders of magnitude and hint at the importance of charge

and spin dynamics in the optical dynamics. We assess the ability of the existing theo-

retical proposals for the microscopic origin of the source of the emission to explain

these results. We perform quantitative calculations of nonradiative capture in the

boron dangling bond and find that it agrees well with experiment. These combined

results confirm that photoionization and subsequent re-capture may take place, and

more generally, support the attribution of the microscopic origin to the boron dangling

bond.
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8.2 Experimental Measurements

Our experimental collaborators in the group of Prof. L. Bassett (U. Pennsylvania)

performed careful PECS measurements. In this section, I briefly describe the experi-

mental setup and results, which are relevant for a comparison to the computational

results. More detailed information on the experiments, including the observation of

g(2)(0) = 0, can be found in Ref. [34].

8.2.1 Setup

The experimental setup used to probe the QEs in h-BN is shown in Fig. 8.1. Two

different color excitation sources [532 nm (green) and 592 nm (orange)] are avail-

able, and the power of the excitation can be tuned. This setup enables measurements

of wide-field, rastered micro-PL images. The emitted light is collected and passed

through optical fibers to be sent to either a spectrometer or a beam splitter. The beam

splitter is set up to enable a Hanbury Brown-Twiss interferometer, which allows for

the measurement of g(2)(τ).

8.2.2 Probing the Optical Dynamics

The measured micro-PL images and PL spectra for five QEs, labeled A-E, in h-BN

are shown in Fig. 8.2. All of the measured spectra show the characteristic phonon

sideband associated with the 2 eV QEs in h-BN. The measured zero-phonon line of

the QEs ranges from 1.8 eV to 2.1 eV, and the associated Huang-Rhys factor, which

characterizes the strength of coupling to phonons, ranges from 2.1 to 2.8. Also shown

in Fig. 8.2 is the g(2)(τ) on a nanosecond time scale; the characteristic antibunching

dip is seen, demonstrating that the emitters are indeed quantum.
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Figure 8.1: A simplified version of the room temperature optical setup showing the
essential optical and electronic components used to probe the QEs in h-BN. The green
dashed line represents the 532 nm (green) excitation path which can be switched to
592 nm (orange) excitation.

Next, PECS is performed by measuring g(2)(τ) over long timescales; the timescales

of interest for the QEs in h-BN span six orders of magnitude. Our collaborators use an

empirical equation to fit g(2)(τ) and extract the relevant antibunching and bunching

rates. This equation is given by

g(2)(τ) = 1 − C1e−γ1|τ| +
n

∑
i=2

Cie−γi|τ| , (8.1)

where C1 is the antibunching amplitude with corresponding rate γ1, and Ci for i > 1

are the bunching amplitude with corresponding rate γi. n is the total number of rates

extracted from the modeling. The best-fit parameters and corresponding n are deter-

mined by considering the Akaike information criterion and comparing the reduced

chi-squared statistic (see the Supplemental Material of Ref. [34] for more details).

Figure 8.3 summarizes the results of fitting the empirical model of Eq. 8.1 to the

PECS measurements as a function of optical excitation power. The PECS data for QEs

B, D, and E are best described by a three-timescale model (n = 3), whereas QE A ex-

hibits four resolvable timescales (n = 4). For QE C, two or three timescales can be
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Figure 8.2: In all panels, data plotted in green (orange) were acquired under 532 nm
(592 nm) excitation. (Column 1) micro-PL images of the QEs (circled), acquired un-
der 592 nm (QEs A-D) or 532 nm (QE E) excitation. Scale bars denote 1 µm. (Column
2) Second-order photon autocorrelation function (colored points), fit using Eq. 8.1
as discussed in Ref. [34] (black curve). Error bars represent Poissonian uncertainties
based on the photon counts in each bin. (Column 3) Steady-state, background-sub-
tracted PL intensity as a function of excitation power (points), fit using an empirical
saturation model discussed in Ref. [34] (solid curves). Error bars represent one stan-
dard deviation based on three measurement repeats. (Column 4) PL spectra and po-
larization data. Vertical colored lines represent the excitation laser wavelengths, and
black dotted lines indicate cut-on wavelengths for long-pass optical filters in the col-
lection path. Insets: PL intensity as a function of linear excitation polarization angle
(colored circles) or filtered by linear polarization angle in emission (black squares).
Solid curves are fits to the data using an empirical model discussed in Ref. [34].
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resolved depending on the excitation power and wavelength. Each of the fitted pa-

rameters shows a dependence on the excitation power, with some exhibiting markedly

different behavior.
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Figure 8.3: Excitation power and wavelength dependence of (Row 1) the anti-
bunching rate (γ1) denoted as circles, (Row 2) the bunching rate (γ2) denoted as
circles, (Row 3) the bunching amplitude (C2) denoted as circles, (Row 4) the bunch-
ing rate (γ3) denoted as squares, and (Row 5) the bunching amplitude (C3) denoted as
squares. The black dashed line (QE A) represents the lifetime extracted from a pulsed
measurement. Orange (green) data correspond to excitation at 592 nm (532 nm). The
error bars represent one standard deviation. For the purposes of this dissertation,
the dotted lines are intended to guide the eye. The dotted lines are fits to empirical
models of the excitation-power dependence, as discussed in Ref. [34].

The antibunching rate γ1 exhibits a markedly nonlinear power dependence for

QEs A, B, and C whereas the dependence appears to be linear for QEs D and E. How-

ever, the power range in the data for QEs D and E might not be large enough for

nonlinearities to emerge. The zero-power antibunching-rate offset (R0) for QEs B-E is
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clearly nonzero, whereas the fit for QE A is poorly constrained, yielding R0 = 0 ± 261

MHz and R0 = 0 ± 167 MHz for green and orange excitation, respectively.

The bunching dynamics exhibit significant quantitative and qualitative variations

across emitters. The fastest bunching rate γ2 scales linearly with excitation power and

has a non-zero offset for QEs A, D, and E, whereas it exhibits saturation behavior and

zero offset for QEs B and C. The magnitudes of γ2 range from several kilohertz (QEs

A, B, and D) up to several megahertz or faster (QEs C and E). The slower bunching

rate γ3 exhibits the largest qualitative variation across emitters, including linear (QE

D), quadratic (QEs A and E), and saturation models (QEs B and C). Only QE D exhibits

clear evidence for a non-zero offset for γ3. Quantitatively, the magnitudes of γ3 are

typically in the kilohertz range.

8.2.3 Electronic Model and Optical Dynamics Simulations

To understand the observed complex dynamics, simulations of the optical dynam-

ics were performed by solving Eq. 2.48 as described in Sec. 2.6.2. The simulated g(2)(τ)

is fit with the empirical model of Eq. 8.1 to obtain the antibunching and bunching

parameters that can be directly compared with the experiments. The effect of noise

and limited timing resolution on the simulated g(2)(τ) is included (as described in

Ref. [34]). A four-level electronic model, shown in Fig. 8.4(a), is sufficient to capture

the relevant physics. The four-level model consists of a ground state (level 1), an ex-

cited radiative state (level 2), a higher-lying excited state (level 3) and a nonradiative

metastable state (level 4).

There are two optical excitation pathways from the ground state to excited states

2 or 3, represented by the rates Γ12 and Γ13, respectively. The magnitude of these

two rates depends on the corresponding optical cross section for absorption, which
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depends on the excitation wavelength (resonance), dipole matrix element, and vibra-

tional coupling. In the simulations, Γ12 = 0 under the assumption that Γ12/Γ13 ≪ 1,

which is motivated by assuming the excitation is on resonance with the higher-lying

excited state (level 3). In this way, the simulations emphasize an indirect excitation

mechanism (1 → 3 → 2) prior to optical emission (2 → 1). The validity of this

assumption is checked by varying Γ12/Γ13: there is no qualitative difference in the

results (discussed in Ref. [34]).

In addition to the indirect excitation mechanism, optical excitation results in pop-

ulation and relaxation of the metastable state 4 via nonradiative transitions with rates

κ24 and κ41. Two types of nonradiative transition mechanisms for the metastable state

can be considered: spontaneous and optically pumped. Spontaneous transition rates

are independent of the optical excitation rate (in this case, Γ13), whereas optically

pumped transition rates scale linearly with Γ13. In this model, the optically pumped

transition rates κ24 and κ41 can approximate more complicated processes; for exam-

ple, they could involve re-pumping (2 → 3 or 4 → 3) with subsequent nonradiative

relaxation. Alternatively, they could involve transient population of additional levels.

Their approximation as individual pumped transitions remains accurate as long as

optical pumping remains the rate-limiting step.

Figure 8.4 summarizes the results of optical dynamics simulations for this model.

Notably, n = 2 is sufficient to fit the simulated data, despite having four levels in

the model. This is because the indirect excitation mechanism is obscured by the in-

cluded, realistic measurement noise; as a result, the fitting procedure results in n = 2

and a nonlinear power-scaling of the anti-bunching rate γ1, which coincides with the

behavior of QEs A, B, and C. Obtaining n = 2 is also independent of the choice of

spontaneous or optically pumped nonradiative transitions. However, the key observ-
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able difference manifests in the excitation power dependence of the corresponding

bunching rate γ2 [Fig. 8.4(d)]. γ2 for spontaneous transitions features a non-zero zero-

power offset and saturates at high power, whereas γ2 for optically pumped transitions

has zero offset and scales nearly linearly with power. In both cases, the corresponding

bunching amplitude C2 saturates [Fig. 8.4(e)].
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8.2.4 Implications of the Measurements

The PECS experiments, summarized in Fig. 8.3, reveal key details regarding the

nature of the QEs’ excited states and optical dynamics. All QEs feature antibunching

and two or more bunching timescales in their autocorrelation spectra, which implies

that the optical dynamics involve at least four electronic levels. This observation indi-

cates the presence of metastable dark states in the optical dynamics, broadly consistent

with previous work [149, 161, 193–196]. Here we discuss two key features of the PECS

measurements in the context of the optical dynamics simulations: the nonlinear power

dependence of the antibunching rate γ1 that is clearly observed for QEs A, B, and C;

and the diverse power-dependent variation of the bunching rates and amplitudes.

For a direct optical transition between ground state and radiative excited state (i.e.,

without level 3 in Fig. 8.4), the antibunching rate γ1 scales linearly as a function of op-

tical excitation power. The zero-power offset would then correspond to the QE’s spon-

taneous emission rate. This is even the case for QEs that feature metastable charge and

spin states, such as the NV center in diamond [197], which has been confirmed with

explicit measurements (see Supplemental Figure S5 in Ref. [34]). The PECS observa-

tions of h-BN’s QEs in row 1 of Fig. 8.3 defy this expectation. The power-scaling of

γ1 for QEs A, B, and C is clearly sublinear, exhibiting saturation behavior with a steep

slope at low power. Furthermore the zero-power offset for γ1 in QEs A and B is con-

sistent with zero but poorly constrained due to the steep low-power slope; the offset is

non-zero for QEs C, D, and E. In contrast to the other QEs, QEs D and E exhibit linear

power-scaling of γ1, but saturation behavior at higher power cannot be ruled out. Pre-

vious studies of QEs in h-BN contain hints of power-independent antibunching [194]

and nonlinear power scaling [161, 195] without a satisfactory explanation.
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These peculiar observations can be explained with optical dynamics simulations.

As discussed in the previous section, the nonlinear dependence of the antibunching

rate γ1 on excitation power is a direct result of the indirect excitation mechanism.

In the indirect excitation mechanism, level 3 is first populated and the nonradiative

transition to level 2 (κ32) is the rate-limiting step. When Γ12/Γ13 ≪ 1, the antibunching

rate γ1 saturates to κ32 + Γ21 at high excitation power. For Γ12/Γ13 > 1, the qualitative

conclusion is the same, the dependence is still nonlinear; however, the fast, direct

excitation may also populate level 2 but is unresolvable when realistic assumptions

on the noise and timing resolution are included. These results rationalize the previous

experimental observations and provide insight into the complicated dynamics that

are involved in the antibunching rate. Furthermore, it provides new support for the

indirect excitation model that was previously proposed [169].

The optical dynamics simulations also provide insight into the behavior of the

bunching rates. As discussed in the previous section, two different types of nonra-

diative transitions, spontaneous and optically pumped, are possible and have qual-

itatively different results. Spontaneous transitions give rise to a bunching rate with

non-zero offset and saturation behavior at high pump power. Intersystem crossing

or general nonradiative relaxation would be characterized as a spontaneous transi-

tion. Optically pumped transitions have a bunching rate with zero offset and in-

crease quasi-linearly. Ionization and recombination can be characterized as optically

pumped transitions. Thus by investigating the power dependence of the bunching

rates, one can gain insight into the spin and charge dynamics of the QE. Similar mod-

els have been used for QEs in h-BN [161, 195] and the silicon-vacancy center [198] in

diamond.

Indeed both bunching behaviors, spontaneous and optically pumped, are present

114



Probing the Optical Dynamics of Quantum Emitters in Hexagonal Boron Nitride Chapter 8

in Fig. 8.3. Simulations of the four-level model give rise to one bunching compo-

nent, while in experiments two or more bunching components were observed. Thus

a model with more levels would be necessary to reproduce the experimental results;

however, the single bunching component can be used to understand the qualitative

behavior of each independent bunching component. Interestingly, some emitters (e.g.,

QEs A, B, D, and E) have a bunching component with non-zero offset but increase lin-

early with power. This behavior can be reproduced with the simulation if one allows

the nonradiative transitions (κ24 and κ41) to have both a spontaneous and optically

pumped component. In this way, there may be multiple nonradiative pathways to

level 4, which may include both spin and charge dynamics. For example, this level

4 could be a different spin configuration that is accessed through intersystem cross-

ing, but is close enough to the conduction band to be photoionized at this excitation

energy. These qualitative observations, along with the quantitative values extracted

from the simulations, present an opportunity to compare with theoretical predictions.

8.3 First-Principles Calculations

The calculations performed in this study follow the same methodology as Sec. 5.2.

To calculate the nonradiative capture coefficient, we utilize the formalism of Ref. [23]

implemented in the Nonrad code [22] (discussed in Chapter 3).

We calculate the nonradiative capture coefficient Cn for the capture of an electron

from the conduction band into the boron dangling bond. We will focus on the ground

state [level 1 in Fig. 8.4(a)] and the optically active excited state [level 2 in Fig. 8.4(a)]

of the dangling bond, which are separated by 2.06 eV [31]. In equilibrium, the dan-

gling bond is in the negative charge state and is occupied by two electrons. When the
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excitation energy is sufficiently large, an electron can be excited into the conduction

band and the dangling bond is photoionized, changing the charge state from negative

to neutral [process Γ13 in Fig. 8.4(a)]. Subsequent re-capture of this electron returns

the dangling bond to the negative charge state. We consider two potential scenarios

for this nonradiative process mediated by electron-phonon coupling: (1) The electron

is captured directly into the ground state of the dangling bond, with rate κ31 [not de-

picted in Fig. 5(a)], or (2) the electron is captured into the excited state of the dangling

bond [κ32 in Fig. 8.4(a)]. Process (2) puts the defect in the optically active excited state,

from which a photon can then be emitted, with an emissive dipole unaligned with the

absorptive dipole.

To evaluate the nonradiative capture coefficients, we extract several parameters

from our density functional theory calculations: the transition energy, the phonon fre-

quencies in the initial (i) and final ( f ) states Ωi/ f , the mass-weighted root-mean-square

difference in atomic geometries ∆Q, and the electron-phonon coupling matrix element

Wi f . The transition level for capture into excited state, which is used to determine the

transition energy, is above the conduction-band minimum, while the single-particle

states are in the gap. For the purposes of our capture coefficient evaluation, we shift

the transition energy to be consistent with the 200 meV difference observed exper-

imentally [169]; we verified that the conclusions are insensitive to the choice of the

energy shift. The degeneracy factor in the nonradiative rate [22] is set to 1 since the

dangling bond does not possess any configurational degeneracy. A scaling factor that

accounts for charged defect interactions (see Sec. III. E. of Ref. [23]) is not necessary in

this case because capture occurs in the neutral charge state and the electron-phonon

coupling is evaluated in the neutral charge state.

At room temperature, we calculate Cn for capture into the ground state to be 1.2 ×
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10−12 cm3 s−1 and into the excited state to be 1.2 × 10−7 cm3 s−1. We can thus safely

assume that capture into the excited state will dominate. These capture coefficients

are larger than typical radiative capture coefficients, which are on the order of 10−13

- 10−14 cm3 s−1 [76], justifying our implicit assumption of nonradiative rather than

radiative capture.

In Chapter 7, we demonstrated the importance of out-of-plane distortions for un-

derstanding the behavior of the dangling bond in realistic hexagonal boron nitride

samples. Here we include the effect of out-of-plane distortions on the capture coeffi-

cient, following the approach of Chapter 7. The influence of the out-of-plane distortion

on the calculated parameters is shown in Fig. 8.5. For comparison purposes, we will

use the average at room temperature 4 × 10−7 cm3 s−1 as a representative value for

capture into the excited state.

8.4 Consistency with Theoretical Proposals

Several defect structures have been proposed as the origin of visible-wavelength

single-photon emission in h-BN, including the boron dangling bond (DB) [31], VN-

NB [155], VN-CB [199], and VB-CN [192]. The negatively-charged boron vacancy V−
B

has been suggested to give rise to an optically detected magnetic resonance signal

observed for emitter ensembles [154]; however V−
B has a ZPL of ∼1.7 eV and couples

more strongly to phonons (SHR ∼ 3.5) [153], producing a PL band between 800-900 nm

that does not overlap with the emitters considered here. Early studies highlighted VN-

NB as the potential origin of visible QEs [155], but recent calculations show that the

coupling to phonons is substantially larger than observations [199]. More recently,

VB-CN has been proposed based on the observation that carbon is correlated with

117



Probing the Optical Dynamics of Quantum Emitters in Hexagonal Boron Nitride Chapter 8

0.5

1.0

1.5

T
ra

ns
iti

on
 e

ne
rg

y 
[e

V
]

Ground

Excited
0.4

0.6

Q
 [

am
u1

/2
 Å

]

Ground

Excited

0.0 0.5 1.0

Applied distortion h [Å]

0.06

0.08

0.10

i/
f [

eV
]

Ground

Excited

0.0 0.5 1.0

Applied distortion h [Å]

0.1

0.2

0.3

W
if
 [

eV
 a

m
u

1
/2

 Å
1
]

Ground

Excited

0.0 0.5 1.0

Applied distortion h [Å]

10
12

10
11

10
10

10
9

10
8

10
7

10
6

C
n
 [

cm
3
 s

1
]

Ground

Excited

(a) (b) (e)

(c) (d)

Figure 8.5: Calculated (a) transition energy, (b) mass-weighted root-mean-square
difference in atomic geometries, (c) initial (up triangle) and final (down triangle)
phonon frequencies, and (d) electron-phonon coupling matrix elements as a function
of the applied distortion h. The lines are a quadratic fit to the calculated parameters
and are intended to guide the eye. The calculated (e) electron capture coefficient at
10 K (solid), 300 K (dashed), 600 K (dashed dotted), and 900 K (dotted). The param-
eters for capture into the ground state are shown in blue and the excited state are
shown in orange.

the emission signal, but the calculated PL spectrum [192] does not match the obser-

vations. The VB-CN calculations also predict a single, linearly-polarized absorption

dipole, which is inconsistent with the measurements described in Sec. 8.2. The calcu-

lated PL spectrum and strain dependence of VN-CB [199] are in reasonable agreement

with the observations stated in Sec. 8.2. However, the optical transition for VN-CB oc-

curs in the triplet channel, while the calculated ground state is a singlet; the authors

did not propose a mechanism through which the triplet channel is populated quickly

enough to give rise to the optical emission they considered.

The boron DB is predicted to possess an optical transition at 2.06 eV with a Huang-

Rhys factor of 2.3 (discussed in Chapter 5), which is in close agreement with the values
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observed in this study. In addition, the variations in ZPL and SHR for the observed

emitters can be explained by out-of-plane distortions (discussed in Chapter 7). The

ground state of the boron DB is a singlet, and the predicted existence of a triplet excited

state can explain the presence of level 4 in Fig. 8.4(a). Another important feature of

the boron DB model is the proximity of the states to h-BN’s conduction band; this

allows electrons to be optically excited directly into the conduction band, depending

on the excitation energy, explaining the misalignment of the absorptive and emissive

dipole when the excitation energy is increased. Other proposed models do not provide

an explanation for the misalignment. For instance, in the case of VN-CB the optical

transition occurs in the neutral charge state, and for the excitation energies considered

here, photoionization will not occur [159].

Within the boron DB model, we would interpret level 3 in Fig. 8.4(a) as the con-

duction band and κ32 as the nonradiative capture rate. To support this interpretation,

we have estimated the relevant capture rate κ32 of a photoionized electron from the

conduction-band minimum into the DB excited state [level 2 in Fig. 8.4(a)]. This cap-

ture rate is a product of a capture coefficient and the density of electrons in the conduc-

tion band. A first-principles calculation yields a capture coefficient of 4× 10−7 cm3 s−1

(see Sec. 8.3). The density of electrons is estimated based on the thermal velocity of

the photoionized electron (∼ 105 m s−1) and a typical electron energy relaxation time

of ∼ 1 ps [200]. In the time it takes the electron to relax to the conduction-band min-

imum, it can thus travel ∼ 100 nm; this distance corresponds to an effective electron

density of 2.4 × 1014 cm−3. Multiplying this value with the calculated capture coef-

ficient gives a rate of κ32 ∼ 100 MHz, in compelling agreement with the observed

saturation antibunching rates of γ1 ∼ 300-800 MHz for QEs A, B, and C. Our calcu-

lations also show that capture into the excited state is favored over capture into the
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ground state by more than 5 orders of magnitude, justifying the neglect of κ31 in the

general model of Fig. 8.4(a).

The inclusion of photoionization allows us to further rationalize the heterogeneity

in bunching behavior of the observed emitters: the photoionized electron is not nec-

essarily re-captured at the same QE, but may instead be captured by a neighboring

defect, leaving the QE in a nonfluorescent, ionized configuration that likely requires

optical excitation of additional free electrons to restore emission via subsequent elec-

tron capture. This process would be represented in Fig. 8.4(a) by an optically pumped

transition, where level 4 represents an ionized state of the QE. The emitters may there-

fore be highly sensitive to the local defect environment. Unlike other proposed defect

models, we conclude that the boron DB model is thus capable of explaining numer-

ous aspects of the experimental observations, lending support to this proposed micro-

scopic structure.

8.5 Conclusions

The experimental observations performed by our collaborators at the University

of Pennsylvania reveal that h-BN’s QEs have intricate electronic level structures and

complex optical dynamics. The power dependence of the antibunching rate shows

strong evidence of an indirect excitation mechanism, which had been previously in-

voked to explain the absorptive and emissive dipole misalignment [169]. This behav-

ior is in stark contrast to the behavior of “typical” QEs, like the NV center in diamond.

Each QE exhibited two or more bunching components and several distinct motifs for

the respective power dependence. The power dependence hinted at the presence of

both spontaneous and optically pumped transitions. We rigorously evaluated several
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theoretical models in the context of these experimental observations. We conclude that

the boron dangling bond is most consistent with these observations and quantitatively

compared the calculated electron capture rate with the value extracted from the PECS

measurements, finding excellent agreement. Indeed the boron dangling bond can ra-

tionalize much of the heterogeneity observed in the experiments, as well as others.

These results demonstrate the combined power of PECS and first-principles calcula-

tions to resolve complex dynamics and provide microscopic insight into the behavior

of QEs.

Permissions and Attributions

The content of Chapter 8 follows from work that has previously appeared as a

preprint on the arXiv (Ref. [34]). This work was performed in collaboration with Raj

N. Patel, Dr. David A. Hopper, Jordan A. Gusdorff, Tzu-Yung Huang, Rebecca E. K.

Fishman, Benjamin Porat, and Prof. Lee C. Bassett; these collaborators performed the

experimental measurements and optical dynamics simulations.
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Chapter 9

Conclusions and Outlook

In this dissertation, I developed and applied first-principles computational techniques

to build a coherent understanding of quantum defects. Quantum defects are a lead-

ing platform to power the second quantum revolution; indeed they can be expected

to have a transformative impact on the field of quantum information science, which

includes quantum computing, quantum communication, and quantum metrology.

We began by reviewing the theory surrounding first-principles calculations and

their application to quantum defects in Chapter 2. In Chapter 3, we discussed the

development of the Nonrad code, which implements a first-principles approach to

evaluate the nonradiative transition rate. The approach handles both nonradiative

capture and internal transitions via a quantum-mechanical description. We described

how to evaluate the electron-phonon coupling matrix elements within the projector

augmented wave potential formalism. Furthermore, we demonstrated that the com-

mon practice of replacing Dirac delta functions with Gaussians to mimic broadening

can introduce errors into the resulting rate; we implemented an alternative approach

based on interpolation to overcome this. Lastly, we took a close look at the approx-
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imations used in attaining an analytic description of the Sommerfeld parameter. We

found that the approximation is not valid at high temperatures and suggest numerical

evaluation as an alternative.

We then turned towards applications of the methodology to novel quantum de-

fects. Boron nitride is an appealing host for quantum defects due to its ultrawide band

gap, as well as excellent thermal and chemical stability. In Chapter 4, we examined

n-type dopants and native vacancies in cubic boron nitride. Realizing cubic boron ni-

tride for applications in electronics, optoelectronics, and quantum information science

is predicated on controllable dopability. We identified ON and SiB as promising n-type

dopants. However, native vacancies pose a problem for n-type conductivity: we sug-

gested control of growth kinetics to overcome this. Lastly, we analyzed the propensity

of the investigated defects as potential quantum defects.

Next, we focused on hexagonal boron nitride, which is the two-dimensional poly-

morph of boron nitride; hexagonal boron nitride is a layered material where the layers

are bound by a weak van der Waals interaction. Thus it is possible to obtain quan-

tum defects embedded in a single monolayer of hexagonal boron nitride. This would

overcome the issues surrounding utilizing quantum defects near a surface, which is a

major source of noise and decoherence. Single-photon emitters in the visible spectrum

had been observed in hexagonal boron nitride. In Chapter 5, we proposed boron dan-

gling bonds as the likely microscopic origin of the emission. Boron dangling bonds

give rise to an optical transition at 2.06 eV with coupling to phonons characterized by

a Huang-Rhys factor of 2.3. The ground state of the dangling bond is a singlet, but

a metastable triplet state exists, which would give rise to magnetic-field-dependent

emission. These properties are in good agreement with the experimental observations.

In Chapter 6, we investigated the properties of the boron dangling bond in a single
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monolayer of hexagonal boron nitride. Such a study is necessary to realize the bene-

fits of a two-dimensional host material for quantum defects. We found that the prop-

erties of the dangling bond were largely unchanged; however, the geometry of the

metastable triplet state slightly differs and may result in differences in the magnetic-

field dependence. It is appealing to idealize two-dimensional materials as infinitely

flat plans, but reality is not so kind. Two-dimensional materials exist in three dimen-

sions, and may bend or distort. We studied the effects of an out-of-plane distortion on

the boron dangling bond in Chapter 7. The zero-phonon line and coupling to phonons

respond to the perturbation, which demonstrates that the dangling bond may be sen-

sitive to the local environment. We also studied the radiative transition rate and found

it to be in agreement with experiment.

This work in characterizing the boron dangling bond culminated in a collabora-

tive investigation of the optical dynamics, discussed in Chapter 8. Experimentally, the

photon autocorrelation function was measured and used to extract the level structure

and transition rates of single-photon emitters in hexagonal boron nitride. The ex-

tracted level structure agrees well with that of the dangling bond. We quantitatively

evaluated the nonradiative capture rate for the dangling bond. We found that capture

into the excited state was favored by several orders of magnitude and the resulting

rate agrees well with experiment. This result confirms our prediction on the role of

photoionization. By comparing with other theoretical models for the emission, we

concluded that boron dangling bonds provide a consistent explanation for the experi-

mental observations.

In total, we have utilized first-principles calculations to address several outstand-

ing issues related to quantum defects. The ability to predict nonradiative transition

rates from first principles will be an invaluable tool for computational scientists. Still
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there are outstanding challenges to be addressed for a full characterization of quan-

tum defects from first principles. Dangling bonds were once viewed as detrimental

defects that needed to be mitigated; this work shines new light on them, as useful de-

fects that can be controlled to achieve feats of quantum information science. Even so,

there is a lack of consensus in the community on the origin of the 2 eV single-photon

emission in hexagonal boron nitride.

There is more work to be done, however. Regarding the boron dangling bond,

several of the transition rates remain to be calculated. The photoionization cross sec-

tions for the transition out of the singlet ground state, singlet excited state, and the

triplet metastable state should be evaluated. Likewise the absorption cross section

for the internal transition in the dangling bond could be calculated and compared to

the photoionization cross sections. This comparison would further clarify the power-

dependent excitation rates in the optical dynamics of the dangling bond.

The largest remaining computational challenge is regarding the intersystem cross-

ing rates for the dangling bond (and other quantum defects). Evaluating the intersys-

tem crossing rate will require several methodological developments. First and fore-

most, an approach to evaluate the spin-orbit coupling matrix elements at a consistent

level of theory is necessary. Second, it may be necessary to go beyond the single-

mode approximation. This is because the Huang-Rhys factors are relatively small for

intersystem crossing processes, which is where the single-mode approximation is ex-

pected to fail [83]. Furthermore, the first-order intersystem crossing is forbidden by

symmetry in many cases; thus the second-order process will need to be addressed,

for which the details of coupling to phonons cannot be captured with a single-mode

approximation. With the successful development of a formalism to calculate the in-

tersystem crossing rate, a fully first-principles evaluation of the optical dynamics of a
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given quantum defect would be possible.

We hope that the complete picture painted in this dissertation will help to bring

the community closer to understanding and controlling these quantum defects.
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[147] M. Mackoit-Sinkevičienė, M. Maciaszek, C. G. Van de Walle, and A. Alkauskas,

Carbon dimer defect as a source of the 4.1 eV luminescence in hexagonal boron nitride,

Appl. Phys. Lett. 115, 212101 (2019).

143

https://doi.org/10.1590/S0103-97331999000400040
https://doi.org/10.1016/0022-3697(57)90059-8
https://doi.org/10.1016/0022-3697(57)90059-8
https://doi.org/10.1016/S0040-6090(03)00686-2
https://doi.org/10.1103/PhysRevLett.113.136401
https://doi.org/10.1038/nphoton.2015.277
https://doi.org/10.1016/j.vacuum.2014.11.009
https://doi.org/10.1126/science.1144216
https://doi.org/10.1126/science.1144216
https://doi.org/10.1038/nphoton.2009.167
https://doi.org/10.1038/nphoton.2009.167
https://doi.org/10.1063/1.5124153


[148] T. T. Tran, C. Elbadawi, D. Totonjian, C. J. Lobo, G. Grosso, H. Moon, D. R.

Englund, M. J. Ford, I. Aharonovich, and M. Toth, Robust Multicolor Single Photon

Emission from Point Defects in Hexagonal Boron Nitride, ACS Nano 10, 7331 (2016).

[149] A. L. Exarhos, D. A. Hopper, R. R. Grote, A. Alkauskas, and L. C. Bassett, Optical

Signatures of Quantum Emitters in Suspended Hexagonal Boron Nitride, ACS Nano

11, 3328 (2017).

[150] S. Choi, T. T. Tran, C. Elbadawi, C. Lobo, X. Wang, S. Juodkazis, G. Seniutinas,

M. Toth, and I. Aharonovich, Engineering and Localization of Quantum Emitters in

Large Hexagonal Boron Nitride Layers, ACS Appl. Mater. Interfaces 8, 29642 (2016).

[151] N. Mendelson, Z.-Q. Xu, T. T. Tran, M. Kianinia, J. Scott, C. Bradac,

I. Aharonovich, and M. Toth, Engineering and tuning of quantum emitters in few-

layer hexagonal boron nitride, ACS Nano 13, 3132 (2019).

[152] M. Abdi, J.-P. Chou, A. Gali, and M. B. Plenio, Color centers in hexagonal boron

nitride monolayers: A group theory and ab-initio analysis, ACS Photonics 5, 1967

(2018).
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