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Abstract

Investigating how people evaluate more or less complex causal
theories has been a focal point of research. However, previ-
ous studies have either focused on token-level causation or re-
stricted themselves to very small sets of explanatory variables.
We provide a new approach for modeling theory selection that
foregrounds the balance between observed and latent structure
in the mechanism being explained. We combine a Bayesian
framework with program induction, allowing an unbounded
and partially observable model space through sampling, and
reflecting how a preference for simplicity emerges naturally
in this setting. Through simulation, we identify two rational
principles: (1) Simpler explanations should be favored as la-
tent uncertainty (the number of hidden variables) increases; (2)
latent structure is attributed a larger role when the observable
patterns become less compressible. We conducted a behavioral
experiment and found that human judgments tended to reflect
these principles, indicating that people are sensitive to latent
uncertainty when selecting between explanations.

Keywords: explanation; mechanism; program induction; sim-
plicity; hidden variables; inductive reasoning

Introduction
Human beings acquire causal theories by interacting with
their environment and observing the factors that influence
outcomes. These theories are then propagated through social
interactions, as people share their knowledge by providing
one another with causal explanations. Typically, these ex-
planations fall short of capturing their explananda perfectly,
leaving unexplained variance and uncertain generalizability.
Even in cases where an explanation offers an almost perfect
account of the available data, people might prefer a simpler
alternative. This raises deep questions: What is the right level
of complexity for a theory? And, what does this balance de-
pend on?

Investigating how people evaluate more or less complex
explanations of the same evidence has been a focus of past
research (Lombrozo, 2007; Zemla, Sloman, Bechlivanidis,
& Lagnado, 2023; Johnson, Valenti, & Keil, 2019). How-
ever, there are several typical features in previous studies that
limit their generality. Firstly, many studies (Lombrozo, 2010;
Pacer & Lombrozo, 2017; Johnson et al., 2019) asking ex-
planatory complexity concentrate on the diagnostic or token
level of explanation (i.e. a particular explanation for how or
why a specific event happened), fewer have concentrated on
the ways people make predictions or represent mechanisms
at the type level of causation (i.e. a general theory to explain
how a type of events comes into being). In particular, we lack
a computational theory for determining when a type-level ex-

planation should be simple or complex, given the evidence
that has been observed so far.

Secondly, studies often ask participants to express or eval-
uate explanations written in natural language (Zemla et al.,
2023; Sulik, van Paridon, & Lupyan, 2023). However,
this might prompt participants to think from a communica-
tion perspective, which could elicit explanations that are dis-
tinct from communicators’ representation or understanding
(Lombrozo, 2010).

Thirdly, studies have predominantly focused on a few spe-
cific causal structures, such as the common-effect (e.g. where
a symptom might stem from one disease or several; Pacer &
Lombrozo, 2017; Johnson et al., 2019) or chain structures
(e.g. where intermediary variables are incorporated into an
explanatory narrative or sequence of events; Johnson & Ahn,
2015; Johnson et al., 2019). They also predominantly fo-
cused on a limited set of relationships (mainly generative)
or functional forms, often noisy-OR disjunctive combinations
of causes (Bramley, Lagnado, & Speekenbrink, 2015; Bram-
ley, Dayan, Griffiths, & Lagnado, 2017; Gong, Gerstenberg,
Mayrhofer, & Bramley, 2023; Kushnir, Gopnik, Lucas, &
Schulz, 2010). This is largely a consequence of computa-
tional convenience since modeling inferences over a larger
hypothesis space that covers a variety of functions as well as
connectivity patterns rapidly gets unwieldy, making it diffi-
cult or intractable to compute the posterior distributions ne-
cessitated by a traditional Bayesian analysis.

In this study, we will focus on type-level explanations, de-
viating from analyzing natural language explanatory narra-
tives, and taking an approach that supports studying induc-
tion in an unbounded hypothesis space. One way to make
sense of inference in an unbounded hypothesis space is adopt
a program induction approach — assuming learners gener-
ate explanatory hypotheses by composing them stochastically
from a sufficiently expressive grammar. We here consider
probabilistic context-free grammars (PCFGs), and concretely
assume a grammar that can be used to produce any causal
rule expressible in propositional logic applied to the ques-
tion of how a set of putative causes combine to determine
an effect (Buchanan, Tenenbaum, & Sobel, 2010; Griffiths &
Tenenbaum, 2007). Similar formalisms have been applied to
a range of concept learning settings (Bramley & Xu, 2023;
Goodman, Tenenbaum, Feldman, & Griffiths, 2008; Zhao,
Lucas, & Bramley, 2024; Fränken, Theodoropoulos, & Bram-
ley, 2022), and recent work has argued for the framework’s
general applicability to explaining our capacity for induction
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(Piantadosi, 2021; Bramley, Zhao, Quillien, & Lucas, 2023).
A core feature of a PCFGs is a built-in inductive bias favoring
shorter and simpler explanations – longer strings typically in-
volve more rule applications, which typically imply geomet-
rically decreasing probabilities.

Using this representational approach, this paper will focus
on a specific theoretical question: How do beliefs about the
existence of hidden components in the environment influence
the selection between more complex vs. simple causal ex-
planations? A familiar domain, such as a physical or social
setting, could contain different levels of complexity due to
the number of hidden variables (Johnson et al., 2019; Lu-
cas, Holstein, & Kemp, 2014; Valentin, Bramley, & Lucas,
2022; Rottman, Ahn, & Luhmann, 2011). Research has found
that people spontaneously infer hidden causes in their envi-
ronments (see Rottman et al., 2011, for a review). Models
that include assumptions about these hidden causes have been
shown to better explain human causal judgments than mod-
els that ignore them (Cheng, 1997; Luhmann & Ahn, 2007).
From a normative standpoint, the states of hidden variables
are unknown. However, knowing that these hidden variables
exist and could feature in the mechanism of interest should
influence how we explain the roles played by the explicit vari-
ables. In particular, this affects how much variance or noise
we should tolerate in our explanations.

We used a causal learning paradigm, where the learner
would judge what caused an effect given a set of evidence.
As shown in Figure 1, the evidence can be summarized as
logic tables, where both the causes (X1, . . . ,Xn) and the effect
(E) are binary variables. Now, suppose you know you are in
a fully observed and deterministic setting and have observed
outcomes that cannot be explained by any small set of vari-
ables. Determinism demands that outcomes be perfectly ex-
plainable without recourse to randomness or noise, so a ratio-
nal observer will invoke as many variables as necessary (i.e.
all variables except for the outcome variable in Figure 1 left
panel). However, if you have not observed all the variables
in the setting, it could still be that a small set of the variables
you have observed are causative of the outcome, while some
of the hidden variables may also be the effective causes.

To further illustrate, suppose a learner has a dozen encoun-
ters with a system involving three binary inputs X1 to X3. Sup-
pose every outcome but one can be explained by the presence
or absence of X1; but the one remaining “outlier” can then
only be explained via positing a complicated conjunction of
all three observable variables. With no hidden variables, the
only rational solution would be to posit this complex expla-
nation. However, if we allow for even one hidden variable
H1 to exist, it becomes possible that the outlier could simply
result from the action of the hidden variable, leading to a sim-
ple explanation in terms of the observable features. That is,
a rational explanation may evoke only X1 explicitly and im-
plicitly marginalizes over a hidden complicating possibility,
the unobserved states and involvement of H1. As the number
of hidden variables increases it becomes increasingly plau-

X1 X2 E
0 0 0
0 1 0
1 0 0
1 1 1

OR: 
0111, 1110

AND: 
0001, 1000

XOR: 
0110, 1001
Singular: 
0011, 1100, 0101, 1010 
One Exception: 
0010, 1011, 0100, 1101 

Figure 1: Stimuli tested in the paper. Each trial involved
four observations that show the outcomes of four combina-
tions of X1 and X2. Fourteen stimuli were classed into five
categories given their logical class. Singular stimuli can be
explained by a single observed variable; the One exception
group includes stimuli that cannot be explained in terms of
the observable variables using any of the standard two place
Boolean combinators. The brown color indicates stimuli that
must invoke negation to explain outcomes under the AND, OR,
and Singular categories.

sible that the outcome could be entirely due to some com-
bination of hidden variables, increasing the credence that a
normative learner should give a “null hypothesis” type expla-
nation where none of the measured variables matter at all for
the outcome: at least implicitly the randomness of the out-
come is driven by the increasing chance of it being controlled
entirely by unobserved causes.

We will first introduce our normative model, and use sim-
ulations to demonstrate the idea above. We will then conduct
an empirical experiment to see whether people exhibit the a
similar kind of sensitivity to latent complexity as the rational
account.

A program induction approach to express
causal rules

In this section, we demonstrate how explanations in terms of
observable variables should shift from complex to simple as
the number of hidden variables in a situation increases. We
adopt a Bayesian approach where the hypotheses and prior
are defined via program induction. We work with a determin-
istic likelihood such that a complete mechanistic explanation
can only be correct if it fully explains all observations.

Probabilistic context-free grammars
We use AND (∧), OR (∨), and NOT (¬) as basic primitives to
express causal rules. For example, (X1 ∧X2)∨ (¬X3) means
that for the effect E to appear, you need either the combined
presence of X1 and X2, or the absence of X3. To sample ex-
planations, we use a simple disjunctive normal form grammar
(DNF) as outlined in Goodman et al. (2008) and Buchanan et
al. (2010) 1:

S →∀x, l(x)⇔ (D) (1)

1A choosing of primitives and grammar forms means that our
model is prescriptive respecting the higher-level framework, but its
specific predictions will vary given specific primitives and gram-
mars.
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Figure 2: Model simulation results. a) The distribution of simulated hypotheses in each category under a sample of 100,000. b)
Posterior distributions averaged from stimuli in Figure 1. c) Posterior distributions averaged from all possible stimuli for three
explicit variables.

D → (C)∨D (2)

D → False (3)

C → N ∧C (4)

C → True (5)

N →¬N (6)

N → P (7)

P → X1 . . .Xn (8)

For each sampled hypothesis, the generative mechanism ini-
tializes a disjunctive form placeholder (D) and iteratively re-
places the terms according to the production rules above until
all terms in the expression reach their terminal status (True,
False, or one of the variables from X1 to Xn). We apply the
principle of indifference, assuming that during each replace-
ment process, each valid production rule has equal probabil-
ity of application. Production rules (6) and (7) result in a
higher probability for a generative relationship than a preven-
tative relationship (i.e. direct assertions are the default and
an additional negation step is required to invert them mak-
ing negative rules less likely to be generated than positive).
Of note, we chose to do this rather than treating positive and
negative assertions as symmetric because this both reflects
the intuition that negation increases an assertion’s complexity
and aligns with empirical findings that generative relation-
ships are easier to discover than preventative ones especially
when the effect is assumed to be absent by default (Gong &
Bramley, 2023; Cheng, 1997). Future work will investigate
the extent to which this affects predictions.

Likelihood and the hidden variables
The approach outlined above allows us to generate a prior
sample of hypotheses that are naturally biased toward sim-
plicity, and in the limit of infinite sampling would cover all

expressions in propositional logic relating the variables to the
outcome. Since we assume a deterministic setting we can
simply “filter” on this sample, ruling out all models that can-
not explain the observation to arrive at a posterior sample and
marginalize over this to calculate posterior probabilities for
the involvement of different variables.

When there are hidden variables, those variables whose
presence or absence is unknown are included in X1, . . . ,Xn as
well, and the likelihood is calculated by marginalizing over
all possible combinations of states of the hidden variables (as-
suming uniform priors on whether they are present or absent
on each trial). For example, if there are two hidden variables,
the likelihood would marginalized (averaged) over the four
states of presence and absence of the two hidden variables
({0,0}, {0,1}, {1,0}, {1,1}).

Clustering the hypotheses

In the sampling process, we will find that many hypothe-
ses are syntactically different but semantically identical (e.g.,
both X1 ∧X2 and X2 ∧X1 express a conjunction between X1
and X2 at the semantic level). We also note that rules can
be harder to articulate, especially when the rule is compli-
cated or involves hidden variables. Therefore, instead of fo-
cusing solely on the syntax or semantics, we concentrate on a
higher level by clustering hypotheses into different categories
depending on which observed variables they involve.

When there are two explicit variables, X1 and X2, we iden-
tify four categories: Rules in which (1) Neither of X1 and X2
are relevant; (2) only X1 is relevant; (3) only X2 is relevant;
(4) both X1 and X2 are relevant. These categories are referred
to as “NONE”, “X1”, “X2”, and “ALL” throughout the rest of
the paper. Each hypothesis belongs to one of these categories
based on whether the outcome predictions can depend on the
state of X1 or X2.
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Simulation
Figure 2a illustrates the distribution of hypotheses across dif-
ferent categories when sampling 100,000 hypotheses, which
will serve as the priors. The majority of hypotheses fall into
the “NONE” category, with the fewest falling into the “ALL”
category: expressions involving only TRUE or FALSE have
higher probabilities to be generate than those involving X1 or
X2. This distribution aligns with the intuition that explanation
complexity increases in the order: NONE<X1=X2<ALL;
the “ALL” category involves longer expressions that encom-
pass relationships invoking roles for both X1 and X2.

A dominance in prior does not imply that “NONE” is al-
ways the best answer. With no hidden variables, the “NONE”
category can only explain observations where the effect al-
ways appears or never occurs, irrespective of X1 and X2. We
tested the model’s predictions on 14 types of observations
where the outcome does not remain constant (see Figure 1), a
set that will be empirically validated later. As shown in Fig-
ure 2b, when no hidden variables are present, explanations
often require both X1 and X2 to account for the observations.
However, this dynamic shifts as the number of hidden vari-
ables increases. The posterior probability of the “NONE”
category increases, along with those of the “X1” and “X2”
categories. It implies that complex situations can more plau-
sibly be attributed fully or partially to the influence of hidden
variables. Consequently, our best explanations, regarding the
role of the observed variables, revert to simpler ones.

Meanwhile, the role of hidden variables could be signif-
icant or minimal depending on the types of stimuli. If the
ground truth of a stimulus is already simple (i.e., the prior is
already high), the pressure to leverage hidden variables is low.
Figure 5 shows the priors of five different types of stimuli (in
the strip) and the model predictions (marked as X). The dif-
ferences among no, one, and two hidden conditions increases
when the ground truth prior decreases (from top to the bot-
tom). This means the model only makes the switch when the
explanation would otherwise be highly complex.

Figure 2c shows how the model predictions extend to sce-
narios involving three explicit variables. Although in this
simulation section we applied a limited number of primitives
and variables, future work will test it on more complex situa-
tions that involve different primitives and more variables.

Experiment
Methods
Participants 90 participants (31 female, 58 male, 1 pre-
ferred not to say, aged 41±11) were recruited via Prolific
Academic and were paid £2. The task took around 18 min-
utes. The anonymous data and analysis code, as well as ex-
periment procedure are available (https://osf.io/5yarw/).

Design Participants were asked to imagine themselves as
“medical alchemists” who needed to determine the roles of
different ingredients in producing medicine (Figure 3a). For
each trial, they observed the brewing process of four potions,

?

?

?

?

Nothing
✨

Medicine!

xk62 bx24

Outcome: Outcome:

vu75 xk62 bx24vu75

Nothing

xk62 bx24

Outcome:

vu75

Nothing

xk62 bx24

Outcome:

vu75

Four tubes: 

Three tubes: 

Two tubes: 

a) b)

c)

Figure 3: The cover story and stimulus example. a) The po-
tion and equipment. b) Different number of tubes. c) One ex-
perimental trial that represents “0100” situation in Figure 1.

which were identical before any ingredients were added. In-
gredients were added through equipment that could contain
two, three, or four tubes (Figure 3b), and then the outcome
showed whether the potion successfully became medicinal or
not (Figure 3c). Participants were further instructed that some
tubes might be covered with a red cloth (Figure 3c), indicat-
ing that participants would not know whether corresponding
ingredients were added to each potion or not.

As a first foray, we only tested the setting with two explicit
variables and 14 stimuli (Figure 1). We examined three con-
ditions where the number of hidden variables varied between
0, 1 and 2. This implies that equipment with two, three, or
four tubes would always have zero, one, or two tubes covered
by red cloth, respectively. The conditions and stimuli were ar-
ranged using the Latin square design so that each participant
experienced all observed patterns, but only in one of the three
hidden complexity conditions. This resulted in three stimulus
lists to which participants were randomly assigned.

After viewing the four observations for each trial, partici-
pants were asked a forced-choice question: Which one of the
following statements best reflects the truth about the two focal
causes: Neither of X1 and X2 is relevant; only X1 is relevant;
only X2 is relevant; both X1 and X2 are relevant. Here, X1
and X2 correspond to ingredient names that varied from trial
to trial. Participants were also asked to provide a confidence
rating for their response on a 0-100 scale.

Procedure Before beginning the task, participants were in-
structed about the cover story, the meaning, and the examples
of “relevance” (generation, prevention, or rules that combine
it with other ingredients). The deterministic setting was em-
phasized by explaining that if the same ingredients are added
through the equipment, the result will always be the same.
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Figure 4: The proportion of participants’ answer for each op-
tion.

Participants had to pass comprehension check questions be-
fore the task. The order of the four observations in each trial
and the positions of tubes covered by red cloths were ran-
domized among trials. The order of trials and the order of
four forced choices were randomized among participants.

Results
Figure 4 shows participants’ answer for each category under
three conditions with different numbers of hidden variables.
Three answer distribution differed (χ2 test of independence:
χ2(6) = 19.52, p = .003). The distribution of answers sig-
nificantly differed between “No Hidden” vs. “One Hidden”
(χ2(3) = 17.92, p < .001), or “No Hidden” vs. “Two Hid-
den” (χ2(3) = 12.34, p = .006), but not “One Hidden” vs.
“Two Hidden” conditions (χ2(3) = 0.66, p= .88). When hid-
den variables were present, the proportion choosing “NONE”
increased, while the proportion choosing “ALL” decreased,
which reflects the previous simulation results (Figure 2b).

Proportions by stimulus types Figure 5 shows partici-
pants’ answers broken down by type of stimuli. For each
type of stimuli, we focus on whether participants chose none,
all, or one of the variables as related (i.e. “X1” and “X2”
are merged as the category “ONE” here). The stimulus types
are ordered according to how likely the corresponding deter-
ministic observable variable explanation (Figure 1) would be
sampled from the PCFGs. This means that any prior sam-
pled hypothesis would be more likely to fall under Singular
ground truth than AND ground truth, and so on. For each
type, the answer distributions only significantly differed be-
tween conditions for OR (χ2(4) = 13.37, p = 0.01, Fisher’s
exact test was used to due to small numbers in some cells:
p = 0.006) and One exception (χ2(4) = 13.08, p = 0.01)
stimuli. These two types also have lower priors than all other
types except for the XOR. This is aligned with our model pre-
diction that when the situation is more complex, people will
turn to simpler explanations whenever it is possible. 2 We
will later discuss why we think XOR was an exception.

The one-exception cases We finally explore the patterns
for One exception stimuli. They have either only one pres-
ence ({0,0,1,0}, {0,1,0,0}) or only one absence in the out-

2It is worth noting that because we did not add parameters in our
model to help fit with human data, we focused more on qualitative
patterns. Nonetheless, we noticed quantitative deviations between
humans and models for OR and One exception, which are open to
future investigation.
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Figure 5: Participants’ answer for under each stimulus type.
Model predictions are marked as “X”. Numbers in the strips
indicate the stimulus probabilities in the prior. Coral color
indicates distributions significantly differ between conditions.

come ({1,1,0,1}, {1,0,1,1}). Preferences seemed to differ
between this two types. When facing one-present stimuli,
participants, especially in the one-hidden condition, tend to
refer to one variable rather than select “ALL” or “NONE”
(Figure 6). This reflects that in the situation when a singu-
lar variable can explain all but one data point (e.g. X1 can
fully explain {0,0,1,0} as long as we turn the fourth outcome
from 0 to 1), participants may leverage the hidden variable
in the system to help maintain a singular and generative an-
swer, an answer that is more informative than “NONE” and
less complex than “ALL”. This tendency was not statistically
significant, partially because of the sample size. This needs
to be further tested in future work, also including situations
that involve more explicit variables.

Confidence Participants confidence ratings differed be-
tween conditions (F(2,89) = 12.04, p < .001). This was sig-
nificant between the no-hidden condition (75± 18) and one-
hidden condition (68±19, t(89) = 4.12, p < .001), or the no-
hidden condition and two-hidden condition (66±21, t(89) =
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Figure 6: Participants’ answers in two subsets of stimuli un-
der the “one expection” category.

4.84, p < .001), but not between two hidden variable condi-
tions (t(89) = 1.42, p = .48). This is consistent with previ-
ous results where the answer proportions did not significantly
differ between one hidden variable and two hidden variables
(Figure 4). Participants’ confidence ranked from stimuli AND
(75±24), Singular (70±23), OR (70±25), XOR (68±25), to
One exception (67±26, F(4,89) = 3.90, p = .006). Only
the difference between AND and One exception was sta-
tistically significant (t(89) = 3.80, Bonferroni-adjusted p =
.003).

Discussion
In this paper, we provide a model that demonstrates how type-
level explanations should differ their complexity in environ-
ments involving varying numbers of hidden variables. By
leveraging a program induction approach, our model allowed
for consideration of a wide variety of belief hypotheses, re-
flecting the reality that the causal explanations people could
form in principle is practically unbounded. With this ap-
proach, we demonstrate that complex beliefs are demanded
when the environment is fully observed yet lacks a simple
explanatory mechanism, while simpler explanations persist
when the environment is more uncertain.

Our model provides a new insight into a long-standing
philosophical question: How to choose among theories. It
also speaks to the modern statistical question of how scien-
tists should choose between models (Doroudi & Rastegar,
2023). A good theory or model should not only be simple but
also informative in explaining phenomena (Jefferys & Berger,
1992; Pacer & Lombrozo, 2017). We demonstrate how this
tendency towards simplicity and informativeness is reflected
in a Bayesian framework, via the prior and likelihood respec-
tively, and how Bayes’ rule can help guide the combination
of the two to provide a balanced answer.

With the model simulations, we identified two normative
principles that could be tested empirically: (1) When there
are hidden variables, a learner should shift from complex ex-
planations toward simpler explanations; (2) this shift should
be more pronounced when the only fully observable expla-
nation for the pattern is more complex (i.e., has a low prior).
We showed both these principles are reflected in human judg-

ment tendencies. Participants were more inclined to choose
simpler explanations when there were hidden variables, and
their response distributions were more varied across condi-
tions for the One exception and OR stimuli in line with their
lower priors.

We also observe deviations between human performance
and our account. For example, the second principle men-
tioned above did not manifest for XOR stimuli which received
the lowest prior under our PCFGs. The low prior is a con-
sequence of the grammar not containing XOR as a primitive
(having to construct it by combining AND, OR and NOT). Al-
though XOR has historically been treated as complex and diffi-
cult case due to its non-monotonicity, particularly in the early
connectionist literature, recent research suggests that XOR,
representing “either A or B”, is a salient possibility for that
human reasoners will readily entertain (Jiang & Lucas, 2024;
Bramley & Xu, 2023; Gerstenberg & Icard, 2020). There-
fore, future work will attempt to adapt the primitives and ar-
chitecture of the model to explore what better reflects human
inductive biases.

The other two deviations are suggestive of how human in-
terpretation of the task differs from the assumptions based
into the normative model. First, in our experiment, when
no hidden variable exists, a rational learner should never
choose “NONE”, given that the outcomes in our stimuli al-
ways change according to the changing variable states. How-
ever, the “NONE” category still received 14% of answers
(Figure 4). Second, compared to the model, participants were
more likely to choose “ALL” (Figure 4 vs. Figure 2b), and
they were relatively insensitive to the difference between one
and two hidden variables. The reasons behind these devia-
tions could be multifaceted. It could be due to the task in-
terface, where we did not emphasize that the masked ingre-
dients were chosen randomly. This may affect how people
consider the probability that the hidden variables would play
a role in interpreting the outcomes, as well as the probability
that the hidden variables would be present in each scenario.
Besides, human cognition may deviate from an unbounded
rational model due to resource considerations (Lieder & Grif-
fiths, 2020). Instead of exhaustively incorporating all possi-
ble states of hidden variables in the inference process, peo-
ple may use heuristics or more computationally economi-
cal approaches, e.g., ignoring the larger, unknown space of
things unless they are necessary to explain the observation
(Gershman, 2019). Future work could improve the experi-
mental instructions, and examine how cognitive resource lim-
itations factor into this process.

Finally, it is worth noting here that the model provided in
this paper is not intended to be a universal rule applicable to
all scenarios. In scientific research or everyday causal dis-
coveries, there may be other considerations. For example,
an explanation could often not just be a static conclusion but
would serve as guidance for future information search. Future
work could integrate the roles of future investigation goals in
shaping the learners’ current explanations.
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