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Key points: 20 

 Source-independent resonance fault zone wavefield is consistently observed after 21 

S wave arrival in data recorded by a dense array 22 

 A fault zone model with a low velocity layer between two quarter spaces can fit 23 

well the resonance wavefield at ~1.3 Hz  24 

 Modeling the resonance wavefield provides independent constraints on fault zone 25 

properties complementary to previous studies   26 
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Abstract 27 

We present observations and modeling of spatial eigen-functions of resonating waves 28 

within fault zone waveguide, using data recorded on a dense seismic array across the San 29 

Jacinto Fault Zone (SJFZ) in southern California. The array consists of 5-Hz geophones 30 

that cross the SJFZ with ~10-30 m spacing at the Blackburn Saddle near the Hemet 31 

Stepover. Wavefield snapshots after the S wave arrival are consistent for more than 50 32 

near-fault events, suggesting that this pattern is controlled by the fault zone structure 33 

rather than source properties. Data from example event with high signal to noise ratio 34 

shows three main frequency peaks at ~1.3 Hz, ~2.0 Hz, and ~2.8 Hz in the amplitude 35 

spectra of resonance waves averaged over stations near the fault. The data are modeled 36 

with analytical expressions for eigen-functions of resonance waves in a low-velocity 37 

layer (fault zone) between two quarter-spaces. Using a grid search-based method, we 38 

investigate the possible width of the waveguide, location within the array, and shear wave 39 

velocities of the media that fit well the resonance signal at ~1.3 Hz. The results indicate a 40 

~300 m wide damaged fault zone layer with ~65% S wave velocity reduction compared 41 

to the host rock. The SW edge of the low-velocity zone is near the mapped fault surface 42 

trace, indicating that the damage zone is asymmetrically located at the regionally faster 43 

NE crustal block. The imaging resolution of the fault zone structure can be improved by 44 

modeling fault zone resonance modes and trapped waves together.  45 

 46 

1. Introduction 47 

Fault zones have hierarchical damage structures that include at places core low 48 

velocity layers that act as waveguides or trapping structures of seismic waves (e.g. Ben-49 

Zion & Sammis, 2003; Yang, 2015). Some elements of the core fault damage zone can 50 

have significant implications for ground motion predictions, properties of earthquake 51 

ruptures, and long-term behavior of the fault. As examples, the velocity reduction in the 52 

fault zone can lead to considerable amplification of seismic waves (e.g., Spudich & 53 

Olsen, 2001; Rovelli et al. 2002; Kurzon et al., 2014), asymmetric damage zones with 54 

respect to the fault may be used to infer on preferred propagation direction of earthquake 55 
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ruptures (e.g. Ben-Zion & Shi, 2005; Dor et al., 2006), and low velocity damage zones 56 

can affect properties of earthquake sequences (e.g., Thakur et al., 2020). 57 

The clearest form of fault zone trapped waves (FZTW) are Love-type signals 58 

associated with critically reflected phases that interfere constructively within the core 59 

damage zone (Ben-Zion & Aki, 1990). These waves follow the S body wave with 60 

relatively high amplitude and low frequencies, are somewhat dispersive, and they exist 61 

predominantly in the vertical and fault parallel components of motion. Love-type trapped 62 

waves have been recorded and analyzed at many fault and rupture zones in California 63 

(e.g. Catchings et al., 2016; Cochran et al., 2009; Lewis et al., 2005; Li et al., 1990, 1994; 64 

Peng et al., 2003; Yang et al., 2011), Japan (e.g. Mamada et al., 2004; Mizuno & 65 

Nishigami, 2006), Turkey (e.g. Ben-Zion et al., 2003), Italy (e.g. Avallone et al., 2014; 66 

Rovelli et al., 2002), Israel (Haberland et al., 2003) and other locations. A less common 67 

type of trapped waves involves leaky modes (normal modes with phase velocities higher 68 

than body wave velocities) or Rayleigh-type signals that appear on the radial and vertical 69 

components with appreciable amplitudes between the direct P and S waves (Gulley et al., 70 

2017; Malin et al., 2006). These waves have been observed at the Parkfield section of the 71 

San Andreas fault (e.g. Ellsworth & Malin, 2011) and several locations along the San 72 

Jacinto fault zone (e.g. Qin et al., 2018; Qiu et al., 2017). Data recorded recently by dense 73 

seismic arrays across fault zones enabled also construction of trapped waves from 74 

correlations of earthquake waveforms and ambient noise (Hillers et al., 2014; Hillers & 75 

Campillo, 2018; Wang et al., 2019). 76 

Normal modes are widely observed on Earth after large earthquakes (e.g. Block et al., 77 

1970) or due to excitation by ocean waves (e.g. Webb, 2008). The energy generated by 78 

such sources excites the free oscillations of the earth and produces normal modes (i.e. 79 

standing interference pattern) that are only seen at specific eigen-frequencies and can be 80 

represented by a set of eigen-functions (e.g. Gilbert, 1971). The observed eigen-81 

frequencies and eigen-functions are sensitive to the earth interior structures and widely 82 

used to image the deep earth structures at a global scale (e.g. Dziewonski & Anderson, 83 

1980). Normal modes can be found in any finite object, e.g., freestanding rock arches 84 

(Geimer et al., 2020), when energy is trapped inside. Similarly, seismic energy that is 85 

trapped in a fault zone waveguide can also produce normal (or resonance) modes within 86 
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the finite (both in width and depth) waveguide. The corresponding resonance eigen-87 

frequencies and eigen-functions provide constraints on the internal structures of the fault 88 

zone waveguide. However, eigen-frequencies and eigen-functions of fault zone resonance 89 

waves have never been reported or analyzed so far, likely due to the limitation in seismic 90 

station coverage near major faults.  91 

The San Jacinto fault zone (SJFZ) is a major branch of the San Andreas system in 92 

southern California and it accommodates a large portion of the plate boundary motion in 93 

the region (Fialko, 2006; Lindsey et al., 2014). The SJFZ has significant ongoing 94 

seismicity (Hauksson et al., 2012; Ross et al., 2017), and paleoseismic studies show that 95 

it is capable of producing large (MW > 7.0) earthquakes (Rockwell et al., 2015, and 96 

references therein). To improve the knowledge on local earthquakes and the internal 97 

structure of the SJFZ, several seismic arrays were deployed in the last decade across 98 

different sections of the fault zone (e.g. Ben-Zion et al., 2015; Li et al., 2019; Wang et al., 99 

2019). Most arrays have relatively short aperture (~500 m) and station spacing of ~50 m. 100 

Since typical fault zone width ranges from 100 m to 300 m for the SJFZ (Share et al., 101 

2017, 2019; Qin et al., 2018; Qiu et al., 2017), it is hard to capture with such arrays the 102 

energy decay outside and free oscillations inside the fault zone waveguide. However, this 103 

may be done with data recorded by a ~2 km long array with instrument spacing of about 104 

10-30 m at the Blackburn Saddle (BS) site of the SJFZ (Fig. 1).  105 

In this study, we aim to investigate the existence and properties of fault zone 106 

resonance modes based on the data obtained by the dense array with relatively long 107 

aperture at the BS site. By closely examining waveforms for hundreds of regional 108 

earthquakes, we are able to robustly observe and confirm for the first time the presence of 109 

fault zone resonance modes. Analysis of the natural modal frequencies and eigen-110 

functions in the space-time response of stations spanning the fault zone helps to constrain 111 

further properties of the fault zone waveguide, in addition to results based on waveform 112 

modeling of FZTW at individual stations. In the following we describe fundamental and 113 

first higher fault zone resonance modes observed at stations of the BS array that span the 114 

fault zone (Section 3), and develop an analytical-based methodology to infer key 115 

geometrical and seismic parameters from the observations (Section 4). The modeling 116 

results are presented in section 5 and discussed in section 6. The observations and 117 
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analyses augment the seismological techniques available for studying fault zone 118 

structures.  119 

 120 

2. Data & Instrumentation 121 

We deployed a linear array of 108 Fairfield 3C 5-Hz nodal seismometers recording 122 

continuously at 1000 Hz sampling rate for 35 days (from 11/21/2015 to 12/26/2015) on 123 

the Clark segment of the SJFZ near the Hemet Stepover (Fig. 1a; Allam, 2015). The 124 

deployment (BS01-108) was approximately perpendicular (NE to SW) to the fault 125 

surface trace in Blackburn Saddle, with station BS55 closest to the mapped fault (Fig. 126 

1b). The array was deployed with station spacing that is ~10 m in a 400 m wide area 127 

centered on the mapped fault surface trace and ~30 m elsewhere. The relocated Southern 128 

California earthquake catalog of Hauksson et al. (2012, extended to 2018) was used to 129 

extract earthquake waveforms (colored star, diamond, and circles in Fig. 1a). Seismic 130 

waveforms of ~180 events with magnitude M > 1.0 and inside the selected region (blue 131 

box in Fig. 1a) are analyzed in this study. 132 

During the analysis, we first remove the mean and linear trend from the seismic 133 

waveforms and then apply a bandpass filter of 0.5 and 20 Hz to the data (e.g. Fig. 2). 134 

Since Love-type FZTW are polarized primarily in the fault parallel direction (e.g. Ben-135 

Zion & Aki, 1990; Qiu et al., 2017), we rotate the NS and EW components to a 136 

coordinate system parallel and perpendicular to the fault strike (AA’ in Figs. 1a and 1b). 137 

A mean S wave pick averaged over the entire array and signal to noise ratio (SNR) are 138 

determined automatically for each earthquake using fault parallel component waveforms. 139 

The automatic picking algorithm is based on array-mean envelope function (e.g. Baer & 140 

Kradolfer, 1987; Fig. S1 and Text S1). Events with SNR smaller than 10 are dropped. 141 

The resulting array-mean S picks for events near the BS array suggest an average local S 142 

wave velocity (Vs) of ~2 km/s (red dots in Fig. 3c). 143 

 144 

3. Observation of fault zone resonance waves 145 
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A low velocity fault zone layer can amplify ground motion at stations near faults by 146 

trapping seismic energy (Avallone et al., 2014; Ben-Zion & Aki, 1990). Cormier & 147 

Spudich (1984) and Spudich & Olsen (2001) analyzed motion amplification and 148 

waveform complexities at fault zone stations in the San Andreas and Calaveras faults in 149 

California with ray-tracing and finite-difference calculations. Catchings et al. (2016) used 150 

peak ground velocities of fault zone guided waves recorded by cross-fault linear arrays to 151 

infer the location and width of the West Napa-Franklin fault zone. Similarly, we find 152 

fault-damage-zone related amplification in data recorded by the BS array.  153 

Quantitative analyses of trapped waves were done so far primarily by fitting 154 

waveforms, arrival time of phases or dispersion properties of data recorded at one or 155 

several stations (e.g. Ben-Zion et al., 2003; Li et al., 1990; Peng et al., 2003; Qiu et al., 156 

2017; Yang et al., 2014). The results provided useful information on the average width, 157 

depth, seismic velocity and attenuation coefficient of the trapping structures (e.g. Lewis 158 

& Ben-Zion, 2010; Qin et al., 2018; Share et al., 2019). However, significant trade-offs 159 

among model parameters limit the imaging resolution based on these analyses and allow 160 

only resolving jointly groups of parameters (e.g. Ben-Zion, 1998; Lewis et al., 2005; 161 

Jahnke et al., 2002). Different from these FZTW studies, we focus on wavefield 162 

snapshots at specific time lapses recorded by the entire array (e.g. upper panel of 163 

Animation 1). 164 

Figure 2 shows the bandpass filtered seismic waveforms generated by an example 165 

event (Mw 2.98) marked as the yellow star in Fig. 1a. Higher amplitudes and longer 166 

durations are observed after the S arrival within a narrow zone (~500 m wide; blue solid 167 

line in Fig. 2) for both vertical and horizontal components. Figure 3a illustrates the 168 

vertical component wavefield of these long-lasting reverberations sampled by the BS 169 

array at a specific lapse time, ~3 s after the array-mean S pick (e.g. red dashed lines in 170 

Fig. 2; “1.52s Relative to Maximum” in Animation 2) for more than 50 near-fault events. 171 

The observed pattern of vertical motion across the array is remarkably consistent for all 172 

analyzed events over a long period of time after the S arrival (Fig. 3a and Animation 2): 173 

the amplitude is lowest (~0.2 of the maximum; Fig. 3a) at the edges of the array, i.e. 174 

away from the fault zone, and gradually increases towards the central part of the array 175 
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(from 0 to 500 m; blue bar in Fig. 3a) that agrees well with the section covered by the 176 

blue bar shown in Fig. 2. 177 

To demonstrate that such reverberations after S waves are also consistently observed 178 

at the same group of stations (blue bar in Fig. 3a) for different earthquakes at fault 179 

parallel component, we follow Catching et al. (2016) and use peak ground velocities, 180 

duration of high amplitudes, and root mean squares of S waveforms to identify stations 181 

with fault zone resonance waves for each earthquake. Details of the identification process 182 

are described in Text S2 and one example is shown in Fig. S2. Figure 3b shows the 183 

percentage of events producing detected fault zone resonance waves at each station. 184 

Similar snapshots of vertical component wavefield (Fig. 3a) and detections of 185 

reverberations with long durations in fault parallel component (Fig. 3b) are observed 186 

persistently for different events within the same ~500 m wide zone near the fault surface 187 

trace (blue bars in Fig. 3). We interpret this pattern of spatial variability, i.e. amplified 188 

motions confined to a narrow zone, and independent of source location and focal 189 

mechanism, as controlled by resonance eigen-functions of the local fault damage zone. 190 

Since the quality of resonance waves vary significantly for different events, stacking 191 

signals over all events may degrade the results. In the subsequent quantitative analysis, 192 

we focus on data of the event (yellow star in Fig. 1a) that shows the clearest S and 193 

resonance wave signals, but find similar results using recordings of other events. 194 

To further model the observed fault zone resonance wavefield, we integrate the fault 195 

parallel recordings to displacement seismograms and convolve the resulting waveforms 196 

with 1 √𝑡⁄  for a source conversion, following the processing steps of Ben-Zion et al. 197 

(2003), Peng et al. (2003) and later studies (e.g. Lewis et al., 2005; Qiu et al., 2017). The 198 

processed fault parallel component waveforms of the target event (yellow star in Fig. 1a) 199 

are shown in Fig. 4a. More pronounced fault zone resonance waves (compared to those 200 

shown in Fig. 2b), with long durations and high amplitudes (outlined by the red 201 

rectangle), are observed ~1-2 s after the S arrival between stations BS29-45. Similar 202 

observations are found for recordings of other events (e.g. Fig. S3a). The wave energy is 203 

mostly partitioned in the fault parallel direction, as the maximum amplitude of the fault 204 

parallel component wavefield outlined by the red box in Fig. 4a is ~2.3 times that of the 205 
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vertical component, consistent with the polarization analysis shown in Fig. S4. Therefore, 206 

in the later analyses, we only focus on the fault parallel component recordings.  207 

Coherent impulsive phases outlined by the black box in Fig. 4a correlate well with the 208 

shape of the direct S waves, but with much higher amplitudes and a hyperbolic-shape-like 209 

arrival pattern across the part of array SW to the Clark fault, likely indicating reflected or 210 

converted waves produced by a velocity contrast interface at depth (e.g. Najdahmadi et 211 

al., 2016). The strong fault zone reflected or converted waves on the SW side of the fault 212 

are consistent with the polarity of the velocity contrast across the fault from regional 213 

tomography results (e.g. Allam et al., 2014; Allam & Ben-Zion, 2012) at the BS site. To 214 

exclude effects of these impulsive phases, we focus on the resonance wavefield recorded 215 

from 25 s to 30 s (black dashed lines in Fig. 4a; hereinafter, the reverberation window). 216 

We use the multitaper spectrum analysis (Prieto et al., 2009) to estimate amplitude 217 

spectra (Fig. 4b) of waves in the reverberation window (black dashed lines in Fig. 4a). 218 

The dominant frequencies of the mean amplitude spectrum (red curve in Fig. 4c) 219 

averaged over stations BS29-45 are around 1.3 Hz, 2.0 Hz, and 2.8 Hz, slightly lower 220 

than observations in fault zone trapped wave studies (~5 Hz; e.g. Ben-Zion et al., 2003; 221 

Peng et al., 2003; Qiu et al., 2017; Share et al., 2019). Similar set of peak frequencies (~1 222 

Hz, ~2 Hz, and ~3 Hz) are observed in array-mean amplitude spectrum computed for 223 

fault zone resonance waves of other events (e.g. Fig. S3b). Note that although ~2 Hz is 224 

the strongest peak of the mean amplitude spectrum, the peak frequency of the amplitude 225 

spectrum for each station aligns most consistently at the lowest frequency ~1.3 Hz (blue 226 

curves in Fig. 4b). Resonance waves at higher modal frequencies (e.g. 2 Hz and 2.8 Hz) 227 

are likely more sensitive to the small scale aspects of the fault damage zone, such as a 228 

flower-shape variations with depth (e.g. Rockwell & Ben-Zion, 2007; Zigone et al., 229 

2015), and thus generate shifts in peak frequencies between stations within the 230 

waveguide. This suggests the solution of a simple fault zone model (Fig. 5) derived in 231 

this paper (Section 4.1) is likely to explain observations extracted at 1.3 Hz better than 232 

those at higher frequencies. Therefore, we focus on signals filtered at 1.3 Hz in the later 233 

analyses and further justify our choice in synthetic tests (Section 4.2). 234 

Figure 6a shows the fault zone resonance wavefield for stations within the 600 m 235 

region surrounding the red box depicted in Fig. 4a after narrow bandpass filtering around 236 
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1.3 Hz. The filtered waveforms are normalized by the maximum amplitude and arranged 237 

with respect to distance from station BS55, closest to the fault surface trace (Share et al., 238 

2019), with positive indicating the NE direction. The wavefield, 𝑉(𝑥, 𝑡), narrow bandpass 239 

filtered at 1.3 Hz (𝜔 = 2.6𝜋) can be written as:  240 

𝑉(𝑥, 𝑡) = |𝐴(𝑥)| ∙ cos(𝜔[𝑡 − 𝜏(𝑥)]), (1) 

where 𝐴 and 𝜏 denote the amplitude and phase of the wavefield, and 𝑥 and 𝑡 indicate the 241 

station location (𝑥 direction in Fig. 5) and recording time. We first measure the phase 242 

delay time, 𝜏(𝑥), at each station (gray dots in Fig. S5a). The observed phase delay time 243 

pattern is not sufficiently smooth, likely due to the noise and coda of the direct S wave. 244 

Similar effects are observed in the amplitude spatial pattern (gray dots in Fig. S5b). To 245 

suppress effects of noise and direct S wave coda, we obtain a smoothed fault zone 246 

resonance wavefield by first interpolating the phase and amplitude of the raw wavefield 247 

(gray dots in Fig. S5) with uniform and finer spatial sampling (5 m spacing; gray curves), 248 

and then applying a Savitzky-Golay filter to the interpolated measurements (gray to red 249 

curves). Stations with insufficient SNR are excluded. The maximum amplitude of the 250 

background wavefield (outside the range from 0 to 600 m) filtered at 1.3 Hz is ~ 17.5% 251 

of the maximum; we choose 35% of the maximum of the entire wavefield (gray dashed 252 

lines in Figs. 6b and S5b) as the SNR threshold for further analysis. Because of the 253 

smoothing, we estimate the uncertainty of the resulting wavefield snapshot at any lapse 254 

time as the root mean square of the difference between snapshots extracted from the raw 255 

and smoothed fault zone resonance wavefields. 256 

It is interesting to note that the elevation change across the array is 400 m (gray 257 

dashed curve in Fig. 7) with the NE side higher than the SW, whereas the phase delay 258 

time pattern (red curve in Fig. S5a) shows an opposite trend (i.e. station at higher 259 

elevation arrives earlier). If the delay time pattern is due to the topography, the fault 260 

damage zone has to dip towards the NE with an angle less than 70º, which is inconsistent 261 

with the near-vertical fault zone indicated by both the local and regional imaging results 262 

(e.g. Allam & Ben-Zion, 2012; Share et al., 2017, 2019; Zigone et al., 2015). The time 263 

delays may be caused by the interference of fundamental and first higher resonance 264 

eigen-modes as demonstrated in later synthetic tests (Section 4.2). We assume the fault 265 

damage zone is vertical, and correct the topography effect using a reference Vs of 2 km/s 266 
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(red dots in Fig. 3c). Figure 6b shows the smoothed wavefield after the topographic 267 

correction.  268 

The wavefield, 𝑉(𝑥, 𝑡) in equation 1 can be represented by two snapshots at lapse 269 

times 𝜏0  and 𝜏0 −
𝜋

2𝜔
 (𝜔 = 2.6𝜋). Therefore, its complex form (i.e. Hilbert transform) 270 

�̂�(𝑥, 𝑡), is given by  271 

 �̂�(𝑥, 𝑡) = [𝑉(𝑥, 𝜏0) − 𝑖 ∙ 𝑉 (𝑥, 𝜏0 −
𝜋

2𝜔
)] 𝑒−𝑖𝜔(𝑡−𝜏0), (2) 

for any value of 𝜏0. The solid curves in Fig. 7 illustrate two such wavefield snapshots 272 

taken from Fig. 6b at lapse times 𝜏0 and 𝜏0 −
𝜋

2𝜔
 with 𝜏0 determined based on a specific 273 

criterion described in section 4.2. The shaded areas in Fig. 7 depict estimated 274 

uncertainties of the extracted snapshots, which is comparable to the difference between 275 

wavefield snapshots using S wave velocities of 1.5 km/s and 3 km/s in the topographic 276 

correction (dashed curves in Fig. 7). Therefore, instead of modeling the entire resonance 277 

wavefield shown in Fig. 6b, we can focus on analyzing the two wavefield snapshots 278 

illustrated in Fig. 7. 279 

 280 

4. Methodology for mode analysis 281 

4.1 Theoretical background 282 

Ben-Zion & Aki (1990) and Ben-Zion (1998) derived a solution for a wavefield in a 283 

structure with vertical fault zone layers excited by an SH line source (i.e., a source 284 

generating motion parallel to the fault zone layers and the free surface). The general 285 

solution for an arbitrary number of vertical layers was applied to a fault zone model with 286 

one or two layers between two-quarter spaces, and was widely used to model waveforms 287 

of Love-type FZTW recorded by stations inside fault zones (e.g. Avallone et al., 2014; 288 

Ben-Zion et al., 2003; Mizuno & Nishigami, 2006; Peng et al., 2003; Qin et al., 2018; 289 

Qiu et al., 2017; Share et al., 2017, 2019). Different from the previous FZTW studies, the 290 

focus of this paper is to develop an explicit solution for the wavefield of resonance waves 291 

(Fig. 4a) observed in section 3 with amplitude decays slowly with time, although 292 

propagating inside a fault zone waveguide that is highly attenuative.  293 
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For the resonance mode that may exist in a vertical low velocity layer (Fig. 5), the 294 

solution for the wavefield satisfying free surface boundary condition, 𝑉(𝑥, 𝑧, 𝜔)  in 295 

frequency domain, associated with the resonance modes is given by (Ben-Zion & Aki, 296 

1990): 297 

 

𝑉(𝑥 ≤ 0, 𝑧, 𝜔) = ∫ 𝐵1(𝑘)𝑒+𝛾1𝑥 cos(𝑘𝑧) 𝑑𝑘
∞

−∞

 

𝑉(0 ≤ 𝑥 ≤ 𝑊, 𝑧, 𝜔) = ∫ [𝐵2
𝑙 (𝑘)𝑒+𝛾2𝑥 + 𝐵2

𝑟(𝑘)𝑒−𝛾2𝑥] cos(𝑘𝑧) 𝑑𝑘
∞

−∞

 

𝑉(𝑥 ≥ 𝑊, 𝑧, 𝜔) = ∫ 𝐵3(𝑘)𝑒−𝛾3𝑥 cos(𝑘𝑧) 𝑑𝑘
∞

−∞
,  

(3) 

where k = ω/c is the wavenumber, 𝛾𝑖 = 𝑘√1 − 𝑐2 𝛽𝑖
2⁄  is the horizontal wavenumber in 298 

medium i, and x and z are the fault normal and depth coordinates (Fig. 5). ω, c, and W 299 

denote the angular frequency, phase velocity, and fault zone width. β1, β2, and β3 300 

represent the S wave velocities in the left quarter space, fault zone, and right quarter 301 

space of Fig. 5. Here, the phase velocity c satisfies β2 < c < min(β1, β3). 𝐵1, 𝐵2
𝑙 , 𝐵2

𝑟 , and 𝐵3 302 

are frequency dependent complex coefficients. 303 

To solve for the B coefficients in equation 3, we impose the boundary conditions that 304 

displacement and stress are continuous at x = 0 and x = W (Ben-Zion & Aki, 1990): 305 

 (
𝐵1

0
) =

1

2𝐼1
(

𝐼1 + 𝐼2 𝐼1 − 𝐼2

𝐼1 − 𝐼2 𝐼1 + 𝐼2
) (

𝐵2
𝑙

𝐵2
𝑟) (4a) 

 (
0

𝐵3
) =

1

2𝐼3
(

(𝐼3 + 𝐼2)𝑒(𝛾2−𝛾3)𝑊 (𝐼3 − 𝐼2)𝑒−(𝛾2+𝛾3)𝑊

(𝐼3 − 𝐼2)𝑒(𝛾2+𝛾3)𝑊 (𝐼3 + 𝐼2)𝑒(𝛾3−𝛾2)𝑊
) (

𝐵2
𝑙

𝐵2
𝑟) , (4b) 

where 𝐼𝑖 = 𝜇𝑖𝛾𝑖  and 𝜇𝑖  are the impedance and shear moduli of medium i. By solving 306 

equations 4a and 4b, we get the following relations: 307 

 

𝐵1 =
2𝐼2

𝐼1 + 𝐼2
𝐵2

𝑙  

𝐵2
𝑟 =

𝐼2 − 𝐼1

𝐼1 + 𝐼2
𝐵2

𝑙  

𝐵3 = (𝑒(𝛾2+𝛾3)𝑊 +
𝐼2 − 𝐼1

𝐼1 + 𝐼2
𝑒(𝛾3−𝛾2)𝑊) 𝐵2

𝑙  

𝑒−2𝛾2𝑊 =
(𝐼1 + 𝐼2)(𝐼3 + 𝐼2)

(𝐼1 − 𝐼2)(𝐼3 − 𝐼2)
 . 

(5) 
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The last relation in the equation set 4 is the transcendental dispersion equation (Ben-Zion 308 

& Aki, 1990). Since 𝛾2 and 𝐼2 are complex values, we can rewrite the dispersion relation 309 

as: 310 

 

tan [𝑊𝜔√𝛽2
−2 − 𝑐−2]

=
𝜇2√𝛽2

−2 − 𝑐−2 ∙ (𝜇1√𝑐−2 − 𝛽1
−2 + 𝜇3√𝑐−2 − 𝛽3

−2)

𝜇2
2(𝛽2

−2 − 𝑐−2) − 𝜇1𝜇3√(𝑐−2 − 𝛽1
−2) ∙ (𝑐−2 − 𝛽3

−2)
 , 

(6) 

The solution of equation 6 indicates a finite number (e.g. 3 crossings in Fig. 8a) of 311 

allowable phase velocities, cj, for a given fault zone model (Fig. 5) and angular frequency 312 

ω. Let 𝐵2_𝑗
𝑙  be the 𝐵2

𝑙  for the j-th eigen-mode; we then can rewrite equation 3 as: 313 

 𝑉(𝑥, 𝑧 = 0, 𝜔) = ∑ 𝐵2_𝑗
𝑙 ∙ 𝑢𝑗(𝑥, 𝜔)

𝑛−1

𝑗=0

, (7a) 

where j and n are the index and total number of all allowable phase velocities that satisfy 314 

the dispersion equation 6. We set z = 0 assuming the seismic stations are deployed on a 315 

flat surface. 𝑢𝑗(𝑥, 𝜔) is the eigen-function at angular frequency 𝜔 for the j-th mode: 316 

 

𝑢𝑗(𝑥 ≤ 0, 𝜔) =
2𝐼2

𝐼1 + 𝐼2
𝑒𝛾1𝑥 

𝑢𝑗(0 ≤ 𝑥 ≤ 𝑊, 𝜔) = 𝑒𝛾2𝑥 +
𝐼2 − 𝐼1

𝐼1 + 𝐼2
𝑒−𝛾2𝑥 

𝑢𝑗(𝑥 ≥ 𝑊, 𝜔) = (𝑒𝛾2𝑊 +
𝐼2 − 𝐼1

𝐼1 + 𝐼2
𝑒−𝛾2𝑊) ∙ 𝑒−𝛾3(𝑥−𝑊) , 

(7b) 

whereas in time domain, 𝑢𝑗(𝑥, 𝑡) can be expressed as �̂�𝑗(𝑥)𝑒−𝑖𝜔(𝑡−𝑡0). Since 𝛾2 = 𝑖𝛾2̅ is a 317 

complex value (𝛾2̅ = 𝜔√𝛽2
−2 − 𝑐−2 is a real coefficient), equation 7b indicates that the 318 

eigen-functions of the resonance wave are characterized by a sinusoidal function inside 319 

the fault zone layer, and an exponential decay outside.  320 

Based on equation 5, we can solve all the coefficients as expressions of 𝐵2_𝑗
𝑙 . Thus, 321 

the shapes of single mode eigen-functions (eq. 7b) are independent of 𝐵2_𝑗
𝑙 , but the total 322 

displacement wavefield of the resonance wave, V, can vary depending on the different 323 

combination of mode coefficients 𝐵2_𝑗
𝑙  (eq. 7a). Although we cannot solve 𝐵2_𝑗

𝑙 , the ratio 324 

𝑅𝑗 = 𝐵2_𝑗
𝑙 𝐵2_0

𝑙⁄  can be determined (Text S3) using the location (xs, zs) where energy 325 
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enters the fault damage zone (Fig. 5; hereinafter, the perturbation source location). It is 326 

interesting to note that the depth of the source zs only affects the phase of the complex 327 

coefficient Rj, whereas the lateral source location xs can alter both the phase and 328 

amplitude (Text S3). Since the above equations are derived in the frequency domain, we 329 

convert the total wavefield (eq. 7a) to time domain:  330 

 𝑉(𝑥, 𝑡; 𝜔) = real [𝑒−𝑖𝜔𝑡 ∙ 𝐵0(𝜔) ∑ 𝑅𝑗 ∙ 𝑢𝑗(𝑥, 𝜔)

𝑛−1

𝑗=0

], (8) 

where 𝐵0 is a frequency dependent constant. Since Rj is a complex coefficient, meaning 331 

different resonance eigen-modes can oscillate with a different initial phase, the total 332 

wavefield 𝑉(𝑥, 𝑡; 𝜔) may yield more complex pattern (e.g. Fig. 6) than that of a single 333 

resonance mode (eq. 7b) when two or more resonance eigen-modes are present. 334 

The solution for the fault zone model depicted in Fig. 5 does not provide constraints 335 

on the resonance (or natural) frequencies. The frequency dependent constant 𝐵0 (eq. 8) 336 

cannot be resolved from the equations derived in this section, likely due to the limitation 337 

that the depth of the assumed fault zone layer is infinite. We therefore are not able to 338 

explain the three dominant frequency peaks (~1 Hz, ~2 Hz, and ~3 Hz) in the average 339 

amplitude spectrum of the resonance waves recorded at the BS array (Figs. 4c and S4b). 340 

In summary, for a set of given fault zone parameters (Fig. 5), we can first solve the 341 

number and phase velocities of all allowable resonance eigen-modes through the 342 

dispersion equation 6 for a certain frequency. Then, the analytical formation of each 343 

eigen-mode as a function of sensor location on the surface can be derived (starting from 344 

the fundamental mode) using equation 7. To generate a synthetic wavefield 345 

corresponding to resonance modes recorded by a dense linear array crossing a fault zone 346 

waveguide, the contribution of each eigen-mode and the resulting wavefield are given by 347 

Rj (Text S3) and equation 8. 348 

 349 

4.2 Synthetic results 350 

The data of the BS array were used previously for analyses of fault zone head and 351 

trapped waves (Share et al., 2019) and surface waves dispersion curves (Li et al., 2019) 352 

recorded by some stations. The results from these studies indicated that the Clark fault 353 

surface trace at BS (AA’ in Fig. 1b) separates two distinctive crustal blocks with the SW 354 
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having slower seismic velocities, and the existence of a low velocity damage zone on the 355 

NE of the fault. Share et al. (2019) found fault zone head waves traveling both along a 356 

deep bimaterial fault interface and also along a local velocity contrast at the edge of the 357 

damage zone. Results associated with the deep biomaterial interface revealed ~10% 358 

contrast in P wave velocities to the SE from the array, with the crustal block on the NE 359 

side of the fault being faster. However, the velocity contrast likely decreases to ~3% near 360 

the BS site (Share et al., 2017). Teleseismic delay time analysis indicated a low velocity 361 

zone that is ~270 m wide, while trapped wave modeling results imaged a narrower core 362 

damage zone (~150 m) with ~55% reduction in shear velocity extending to ~2 km depth. 363 

Li et al. (2019) investigated the recorded ambient noise data and constructed a detailed 2-364 

D Vs model for fault zone structures at BS in the top 1 km. By incorporating topography 365 

in the analysis, Li et al. (2019) imaged a low velocity zone that is narrowing with depth 366 

in the top 500 m, with the main damage zone (~400 m wide) NE of the mapped surface 367 

trace of the Clark fault. 368 

To illustrate the equations derived in section 4.1, we assume the velocity contrast is 369 

the same for P and S waves at the BS site. We use a fault zone model (Fig. 5) that has 370 

𝛽2 𝛽1⁄ = 0.45 and 𝛽3 𝛽1⁄ = 1.03 following the results of Share et al. (2019), and 𝛽1 =371 

2 km/s (mean Vs of red circles in Fig. 3c) to compute synthetic resonance wavefield at 3 372 

Hz (the highest peak frequency of Figs. 4c and S3b). We set the density to a constant 373 

value of 2.7 × 103  kg/m
3
 in the subsequent analyses, as changes in density have 374 

negligible effect on the synthetic results. We use a fault zone width of 400 m (Li et al., 375 

2019) to show a case that yields three resonance eigen-modes (uj in eq. 7) with different 376 

phase velocities. The contribution of each eigen-mode, ratio Rj (eq. 8), is calculated using 377 

xs = 0 m and zs = 1.5 km. 378 

Figure 8a shows numerical solutions (crossings in red) of three phase velocities, and 379 

the total resonance wavefield in time domain is illustrated in Fig. 8b. As indicated by 380 

equation 6 and Fig. 8a, the number of phase velocity solutions depends on the range of 381 

𝑋 = 𝑊𝜔√𝛽2
−2 − 𝑐−2 = 𝑊𝛾2̅, the x-axis of Fig. 8a, i.e. a wider range likely has more 382 

solutions. Let βmin = min(β1, β3); the range of X, given by (0,
𝑊𝜔

𝛽min

√(
𝛽min

𝛽2
)

2
− 1) , 383 

increases with the angular frequency and width (𝜔 and W) but decreases with 𝛽2 𝛽min⁄  (< 384 
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1) and 𝛽min. This relation indicates that a model can generate more and higher resonance 385 

modes for waves at shorter wavelength or in a wider fault zone layer with more damage. 386 

The location of the perturbation source (xs = 0) and the 3% Vs contrast (𝛽3 𝛽1⁄ = 1.03) 387 

are responsible for the observed asymmetry with respect to the fault zone center (x = 200 388 

m) in the total resonance wavefield (Fig. 8b). This is demonstrated by the symmetric 389 

wavefield (Fig. S6) obtained by changing the perturbation source to the fault zone center 390 

(xs = 200 m) and set 𝛽3 𝛽1⁄ = 1.  391 

Fig. 9 illustrates the snapshots and relative phase patterns of the eigen-functions 392 

(solved in the frequency domain using eq. 7b) and the total resonance wavefield. The 393 

number of zero crossings marks the degree of eigen-mode (e.g. 0, 1, and 2 zero crossings 394 

for the fundamental, first higher, and second higher modes in Fig. 9). This is because the 395 

distance between two nearby phase velocity solutions (or zero crossings) in Fig. 8a, given 396 

by 𝑊 ∙ [𝛾2̅(𝑐𝑖+1) − 𝛾2̅(𝑐𝑖)]  in equation 6, is approximately equal to 𝜋  (one period of 397 

tangent function). Using approximation in equation 7b suggests that the eigen-function of 398 

the i+1-th mode, which is characterized by a sinusoidal function within the fault zone 399 

layer, has about half cycle of oscillations (and thus one zero crossing) more than that of 400 

the i-th mode. 401 

We also compute theoretical resonance eigen-modes for the same fault zone model at 402 

1.3 Hz (Fig. S7). The number of resonance eigen-modes is larger at 2.0 Hz and 2.8 Hz. 403 

This is demonstrated in both synthetic calculations, i.e. three modes at 3 Hz (Fig. 8a) but 404 

only one mode at 1.3 Hz (Fig. S7a), and observations at the BS array, i.e. wavefield of 405 

resonance waves at higher frequency show more zero crossings (Animations 3-5). 406 

Therefore, the modeling results of observations at 2.0 Hz and 2.8 Hz are likely subjected 407 

to stronger trade-offs between model parameters. This is because the number of 408 

independent wavefield snapshots extracted from observations (eq. 2) is the same for all 409 

frequencies, but more resonance modes exist at higher frequency, making the modeling 410 

process less determined. We thus focus on modeling the resonance wavefield only at the 411 

lowest peak frequency 1.3 Hz (Fig. 4c). 412 

The total resonance wavefield yields complicated spatial patterns (Fig. 8b) and 413 

relative phase (top curves in Fig. 9). Figure 10 demonstrates the dependence between the 414 

total resonance wavefield and the complex coefficients 𝑅𝑗 = 𝐵2_𝑗
𝑙 𝐵2_0

𝑙⁄ , the contribution 415 
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of the j-th eigen-modes. Although the variation in 𝑅𝑗  can alter the resulting wavefield 416 

significantly, the shape of eigen-modes for the fault zone resonance is preserved. Thus, 417 

instead of analyzing the total resonance wavefield, we focus on fitting the two snapshots 418 

at lapse times 𝜏0 and 𝜏0 −
𝜋

2𝜔
 following equation 2. Since a maximum number of one 419 

zero crossing is found in the wavefield filtered at 1.3 Hz (Fig. 6 and Animation 1), no 420 

second or higher modes exist in the observed resonance waves at 1.3 Hz, i.e. consisting 421 

of only the fundamental and first higher eigen-modes. Thus, we can further simplify the 422 

modeling of resonance waves by choosing 𝜏0 that satisfies 423 

 𝜌(𝜏0; 𝜔) = min𝑡[𝜌(𝑡; 𝜔)] = 0, (9a) 

where 𝜌(𝑡) is given by (e.g. black curve in Fig. 10) 424 

 𝜌(𝑡; 𝜔) = abs {min
𝑥

[𝑉(𝑥, 𝑡; 𝜔)] + max
𝑥

[𝑉(𝑥, 𝑡; 𝜔)]}. (9b) 

Determination of such lapse times 𝜏0 and 𝜏0 −
𝜋

2𝜔
 is shown in Fig. 10 with red and 425 

green dashed lines. The corresponding wavefield snapshots at these two lapse times are 426 

shown in Fig. 11. As illustrated in equation 7b, the eigen-function of a resonance mode is 427 

represented by a sinusoidal function within fault zone. Therefore, 𝜌(𝑡) is always positive 428 

when the fundamental mode (no zero crossing; e.g. Fig. 9a) is present. This is supported 429 

by the observation in Fig. 11 that the snapshot at lapse time 𝜏0 (in red) overlaps with the 430 

first higher mode eigen-function (black dashed curves) after self-normalization, 431 

suggesting oscillation of the fundamental mode becomes zero when 𝜌(𝑡) is zero. Thus, 432 

since only two modes are present in the wavefield of resonance waves at 1.3 Hz (𝜔 =433 

2.6𝜋), we first extract and model the wavefield snapshot at 𝑡 = 𝜏0 (red dashed line in Fig. 434 

6b), 𝑉(𝑥, 𝜏0), as the eigen-function of the first higher resonance mode (red curve in Fig. 435 

7). Then, the wavefield snapshot at 𝑡 = 𝜏0 −
𝜋

2𝜔
 (black dashed line in Fig. 6b), 𝑉 (𝑥, 𝜏0 −436 

𝜋

2𝜔
), that contains information of the fundamental mode (black curve in Fig. 7) can also 437 

contribute to misfit calculation for the modeling of resonance waves.  438 

 439 

4.3 Inversion for waveguide parameters 440 

In section 4.1, we derived the formation of eigen-functions for resonance waves in a 441 

fault zone model shown in Fig. 5. Furthermore, we demonstrated in section 4.2 that the 442 



Confidential manuscript submitted to Journal of Geophysical Research: Solid Earth 

 

17 

narrow bandpass filtered resonance wavefield can be represented by wavefield snapshots 443 

extracted at two specific lapse times (𝜏0 and 𝜏0 −
𝜋

2𝜔
; eq. 2), and the snapshot at 𝜏0 for 444 

1.3 Hz corresponds to the first higher mode eigen-function. Here we utilize the grid 445 

search method to find fault zone parameters that can explain the resonance wavefield at 446 

the lowest peak frequency (Animation 1; Fig. 6b), or equivalent to, 𝑉 (𝑥, 𝜏0 −
𝜋

2𝜔
) and 447 

𝑉(𝑥, 𝜏0), wavefield snapshots for 1.3 Hz extracted at lapse times 𝜏0 −
𝜋

2𝜔
 and 𝜏0 (solid 448 

curves in Fig. 7), within the estimated uncertainty (shaded areas in Fig. 7).  449 

As the spatial distribution of the eigen-mode is independent to the perturbation source 450 

location (xs and zs in Fig. 5), we only include the fault zone width, W, and S-wave 451 

velocities, 𝛽1, 𝛽2, and 𝛽3, in the inversion (Fig. 5). For each fault zone model, we first 452 

calculate the eigen-functions for the fundamental and first higher resonance modes at 1.3 453 

Hz (𝜔 = 2.6𝜋 ), �̂�0(𝑥)  and �̂�1(𝑥) , using equation 7b. We then determine xc, center 454 

location of the fault zone, by minimizing  455 

 𝛿1(𝑥𝑐) = ∑[�̃�(𝑥, 𝜏0) − �̃�1(𝑥′)]2

𝑥

, (10a) 

where 𝑥′ = 𝑥 + 𝑥𝑐 −
𝑊

2
. �̃� and �̃� indicate the self-normalized 𝑉 and �̂�, respectively. To 456 

further fit �̃� (𝑥, 𝜏0 −
𝜋

2𝜔
), self-normalized wavefield snapshot at lapse time 𝜏0 −

𝜋

2𝜔
 that is 457 

a summation of both resonance eigen-modes, we grid search a coefficient, −1 ≤ 𝛼 ≤ 1, 458 

that minimizes 459 

   𝛿2(𝛼) = ∑ {�̃� (𝑥, 𝜏0 −
𝜋

2𝜔
) − [�̃�0(𝑥′) + 𝛼 ∙ �̃�1(𝑥′)] 𝜉⁄ }

2

𝑥

, (10b) 

where 𝜉 = max𝑥′[�̃�0(𝑥′) + 𝛼 ∙ �̃�1(𝑥′)]  . We note that 𝛼 is sensitive to the ratio R1/R0 (eq. 460 

8) and thus the perturbation source location (Text S3) and set |𝛼| ≤ 1  as �̃� (𝑥, 𝜏0 −461 

𝜋

2𝜔
) > 0 for all x within fault zone (black curve in Fig. 7). In the case of modeling the 462 

two wavefield snapshots, 𝑉 (𝑥, 𝜏0 −
𝜋

2𝜔
)  and 𝑉(𝑥, 𝜏0) , individually, i.e. assuming 463 

𝑉 (𝑥, 𝜏0 −
𝜋

2𝜔
) is representative of the fundamental eigen-mode that is produced by a set 464 

of model parameters different from that of the first higher eigen-mode 𝑉(𝑥, 𝜏0), we just 465 

set 𝛼 = 0 in equation 10b.  466 
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The data misfit for wavefield snapshots at lapse time 𝜏0 is defined as 467 

 𝜒2(𝑊, 𝛽1, 𝛽2, 𝛽3; 𝜏0) = min[𝛿1(𝑥𝑐)] [𝜎(𝜏0) ∙ 𝑁𝑥]⁄  (11a) 

and at lapse time 𝜏0 −
𝜋

2𝜔
 as 468 

 𝜒2 (𝑊, 𝛽1, 𝛽2, 𝛽3; 𝜏0 −
𝜋

2𝜔
) = min[𝛿2(𝛼)] [𝜎 (𝜏0 −

𝜋

2𝜔
) ∙ 𝑁𝑥]⁄ , (11b) 

where 𝑁𝑥 is the number of data points and 𝜎 indicates the estimated uncertainty (shaded 469 

areas in Fig. 7). When fitting both wavefield snapshots with the same set of model 470 

parameters, the overall misfit value is defined as 471 

 

�̅�2(𝑊, 𝛽1, 𝛽2, 𝛽3)

= [𝜒2(𝑊, 𝛽1, 𝛽2, 𝛽3; 𝜏0) + 𝜒2 (𝑊, 𝛽1, 𝛽2, 𝛽3; 𝜏0 −
𝜋

2𝜔
)] 2⁄  

(11c) 

 472 

5. Results 473 

5.1 Fault Zone Resonance at 1.3 Hz 474 

Figure 6b shows the resonance wavefield at 1.3 Hz after smoothing and topographic 475 

correction, and Fig. 7 illustrates the two snapshots that are taken at time lapses 476 

determined following equation 9 (Section 4.2). In general, the smoothed wavefield 477 

snapshot for 1.3 Hz observed at 𝑡 = 𝜏0 (red curve in Fig. 7), 𝑉(𝑥, 𝜏0), shows consistent 478 

features as observed in the synthetic first higher eigen-mode (e.g. Figs. 9 and 11; 479 

sinusoidal function with one zero crossing inside the fault zone layer). We noticed that 480 

𝑉(𝑥, 𝜏0) is asymmetric (red curve in Fig. 7) with amplitude decay slightly faster towards 481 

the SW (negative x) relative to the NE (positive x). There are several potential 482 

mechanisms for the observed asymmetry, such as 𝛽1 ≠ 𝛽3 (velocity contrast across fault), 483 

residual topographic effect (Vs ≠ 2 km/s at the BS site), and lack of attenuation in the 484 

derivation. Similar asymmetry has been observed for 𝑉 (𝑥, 𝜏0 −
𝜋

2𝜔
) , the smoothed 485 

wavefield snapshot for 1.3 Hz at 𝑡 = 𝜏0 −
𝜋

2𝜔
 (black curve in Fig. 11), which could also 486 

be related to the fact that it is a summation of two (the fundamental and first higher) 487 

eigen-modes. 488 

 489 

5.2 Modeling of Eigen-functions 490 
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Here we model the two wavefield snapshots shown in Fig. 7, equivalent to the 491 

wavefield resonating at 1.3 Hz within the fault zone (Fig. 6b), based on the simplified 492 

fault zone model shown in Fig. 5. We first discretize the parameter space as follows: (a) 493 

fault zone width W from 100 m to 500 m with 20 m increment; (b) 𝛽1 from 0.5 km/s to 494 

4.5 km/s with 0.2 km/s as the interval; (c) 𝛽2 𝛽1⁄  from 0.1 to 0.9 with a step of 0.02; (d) 495 

𝛽3 𝛽1⁄  from 0.6 to 1.4 with a step of 0.05. In total, 307377 models are examined. For each 496 

fault zone model, we calculate the 𝜒2 misfit for wavefield snapshots at 𝜏0, i.e. 𝜒2(𝜏0), 497 

and 𝜏0 −
𝜋

2𝜔
, i.e. 𝜒2 (𝜏0 −

𝜋

2𝜔
), and compute the overall �̅�2 misfit following equation 11. 498 

Figure 12 shows the resulting histograms for all three metrics of misfit (eq. 11). The 499 

number of models with misfit value less than 13 is much larger for 𝜒2 (𝜏0 −
𝜋

2𝜔
) (Fig. 500 

12c). This is because we do not exclude fault zone models that generate merely the 501 

fundamental resonance mode and only calculate the misfit 𝜒2 (𝜏0 −
𝜋

2𝜔
) for these models. 502 

The minimum misfit value of 𝜒2(𝜏0) is smaller than that of 𝜒2 (𝜏0 −
𝜋

2𝜔
), suggesting that 503 

the wavefield snapshot at 𝜏0 is better fitted than at 𝜏0 −
𝜋

2𝜔
. This is consistent with the 504 

results shown in Figs. 13a and 13b, where model predicted wavefield snapshots (gray 505 

curves) at 𝜏0 and 𝜏0 −
𝜋

2𝜔
 with �̅�2 misfit values less than 1.5 times the minimum (0.96; 506 

top right of Fig. 13b) are depicted on top of the observed patterns (blue curve). Synthetic 507 

wavefield snapshots of the selected models fit well the observed pattern within the 508 

estimated uncertainty range (blue dashed curves) at 𝜏0 (Fig. 13a) but not at 𝜏0 −
𝜋

2𝜔
 (Fig. 509 

13b). As there is a group of fault zone models with misfit values close to the minimum, 510 

instead of focusing on the best fitting fault zone parameters (bottom left of Fig. 13b) it is 511 

more reliable to investigate the group of model parameters (Fig. 14) that fit the data 512 

within the estimated uncertainty.  513 

There are three different misfit metrics calculated for each fault zone model (eq. 11), 514 

so one can determine model parameters based on these three metrics separately. Figures 515 

13a, 13b, and 14 demonstrate results associated with �̅�2 misfit. The selection of models 516 

based on �̅�2 misfit aims to fit both wavefield snapshots simultaneously with the same 517 

fault zone model. Similarly, we show the theoretical wavefield snapshots computed using 518 

fault zone parameters selected based on misfits defined by equations 11a and 11b, 𝜒2(𝜏0) 519 
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and 𝜒2 (𝜏0 −
𝜋

2𝜔
), in Figs. 13c and 13d, respectively. The corresponding groups of model 520 

parameters that yield a misfit value less than 1.5 times the minimum are illustrated in 521 

Figs. 15 and S8. The model parameters selected based on 𝜒2(𝜏0) and 𝜒2 (𝜏0 −
𝜋

2𝜔
) are 522 

optimized to fit the observed wavefield snapshot at 𝜏0 and 𝜏0 −
𝜋

2𝜔
, respectively. 523 

Based on models selected using �̅�2 misfit (Figs. 13a, 13b, and 14), the best fitting 524 

fault zone model is 280 m wide with ~ 40% Vs reduction compared to the surrounding 525 

host rock. However, the inferred Vs of the host rock is less than 1 km/s, which is much 526 

lower than that indicated by the direct S arrivals (~2 km/s; Fig. 3c). Instead of adopting 527 

the best fitting model parameters, we compute the weighted average value of fault zone 528 

parameters over all selected models (green dots in Fig. 14) to account for the uncertainty 529 

of the observations and trade-offs between parameters (using fault zone width as an 530 

example): 531 

 �̅� = ∑(𝑊 �̅�2⁄ ) ∑(1 �̅�2⁄ ) .⁄  (12) 

The weighted average model parameters are fault zone width of 320 m and Vs reduction 532 

of 65%, with 2 km/s Vs of the surrounding host rock, which are comparable to the values 533 

inferred by Share et al. (2017). We note that 𝛽3 𝛽1⁄  is fixed as 1 in the FZTW modeling 534 

of Share et al. (2017) and (2019). The 𝛽3 𝛽1⁄  values for the selected models are mostly 535 

less than 1, suggesting locally faster Vs on the SW side than the NE. This is in contrast to 536 

the regional velocity contrast inferred from tomography (e.g. Allam & Ben-Zion, 2012). 537 

The local reversal of the velocity contrast with respect to the regional contrast is 538 

produced by the damaged fault zone structure.  539 

The minimum misfit values of 𝜒2(𝜏0), 0.3 (Fig. 13c), and 𝜒2 (𝜏0 −
𝜋

2𝜔
), 0.63 (Fig. 540 

13d), are much smaller than that of �̅�2 (0.96; Fig. 13b). Moreover, the fault zone models 541 

selected based on 𝜒2 (𝜏0 −
𝜋

2𝜔
)  (gray curves in Fig. 13d) can only generate the 542 

fundamental resonance mode. These observations suggest that the wavefield snapshots 543 

measured at two different lapse times, equivalent to the fundamental (snapshot at 𝜏0 −544 

𝜋

2𝜔
; black curve in Fig. 11) and first higher (snapshot at 𝜏0; red curve in Fig. 11) eigen-545 

modes, are likely produced by two resonance structures with very different parameters 546 
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(e.g. width and velocity). The average parameters of models selected based on 𝜒2(𝜏0) 547 

indicate a fault zone with ~360 m wide and ~64% Vs reduction (Fig. 15), whereas the 548 

values for 𝜒2 (𝜏0 −
𝜋

2𝜔
) are ~170 m and ~30% (Fig. S8). Consistent with results inferred 549 

from misfit �̅�2, 𝛽3 𝛽1⁄  of models selected based on 𝜒2(𝜏0) (~0.8; Fig. 15d) also indicate a 550 

reversal of what is found in previous studies at BS (β3 β1⁄  > 1; e.g. Fig. 13 of Share et al. 551 

2017). For results associated with the misfit 𝜒2 (𝜏0 −
𝜋

2𝜔
), the same reversal in 𝛽3 𝛽1⁄  (< 552 

1) is observed, but the contrast (1 − 𝛽3 𝛽1⁄ ) is much smaller (~6%; Fig. S8d) compared to 553 

that of 𝜒2(𝜏0) (~20%; Fig. 15d). This local reversal and large Vs contrast across the fault 554 

are likely associated with a transition zone in the NE, as the region with fault related rock 555 

damage is broader than the localized fault zone waveguide and located asymmetrically 556 

within the faster NE crustal block (Share et al., 2019). Similar reversals in the sense of 557 

velocity contrast across the fault (𝛽3 𝛽1⁄ ) resolved at the local scale (< 1 km) with respect 558 

to that of the regional scale (a few kilometers) were observed in other sections of the 559 

SJFZ (Lewis et al., 2005; Qiu et al., 2017; Qin et al., 2018). 560 

 561 

6. Discussion 562 

We develop and implement an analytical framework to explain long duration 563 

resonance waves observed after FZTW at the BS site of the SJFZ (Figs. 1-3). A 564 

reasonably good data fit (Fig. 13) for the resonance wavefield filtered at 1.3 Hz is 565 

obtained using a fault zone model shown in Fig. 5. The inversion results based on the first 566 

higher eigen-mode suggest a fault zone waveguide with ~300-350 m width and ~65% 567 

reduction of Vs compared to the host rock (results based on 𝜒2(𝜏0) and �̅�2; Figs. 13 and 568 

14). We also find a strong and robust velocity contrast (~20%; SW faster than NE) across 569 

the fault, with opposite sense of the regional contrast observed in previous studies (NE 570 

faster than SW; e.g. Allam et al., 2014; Share et al., 2017), which is not resolved by 571 

previous modeling of FZTW at the site (Share et al., 2019). Our results imply that the 572 

first eigen-mode of resonance waves is sensitive to a secondary low velocity transition 573 

zone in the NE. The local reversal of velocity contrast likely reflects asymmetric 574 

generation of rock damage on the stiffer (faster) side of the fault by earthquake ruptures 575 
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with persistent propagation direction. This is consistent with imaging results of the 576 

overall velocity contrast across the fault (Allam et al., 2014; Zigone et al., 2015; Share et 577 

al., 2019), model simulations of ruptures on a bimaterial interface with the observed 578 

regional velocity contrast (e.g., Ben-Zion & Shi, 2005; Xu et al., 2012), geological 579 

observations of rock damage asymmetry (Dor et al., 2006) and previous seismlogical 580 

observations of fault zone imaging and directivity of small to moderate events in the 581 

SJFZ (e.g. Kurzon et al., 2014; Lewis et al., 2005; Meng et al., 2020; Qin et al., 2018; 582 

Share et al., 2019).  583 

In general, the distributions of inverted parameters suggest consistent values between 584 

the misfit-weighted averages and parameters inferred from the best fitting model, when 585 

fitting the two wavefield snapshots independently (results based on misfit 𝜒2(𝜏0) and 586 

𝜒2 (𝜏0 −
𝜋

2𝜔
) from eq. 11; black star and red circle in Figs. 15 and S6). However, the 587 

values are inconsistent for results using the same fault zone model to fit both wavefield 588 

snapshots (Fig. 13). In addition, models inferred from 𝜒2 (𝜏0 −
𝜋

2𝜔
) (eq. 11b), misfit of 589 

the wavefield snapshot at 𝜏0 −
𝜋

2𝜔
, suggests a fault zone with considerably narrower 590 

width (~170 m; Fig. S8a) and smaller Vs reduction (~ 30%; Fig. S8c) that only generates 591 

the fundamental eigen-mode. Combined with the inferred smaller velocity contrast (~6%; 592 

Fig. S8d), the fundamental eigen-mode is likely more sensitive to the deeper structure, 593 

where the fault zone is narrower and the rock damage is more symmetric, compared to 594 

the first higher eigen-mode. The fact that at least two different resonance structures are 595 

required to explain the observed resonance wavefield snapshots for the lowest peak 596 

frequency 1.3 Hz, suggests using a more realistic fault zone model (e.g. four-layer fault 597 

zone model as in Ben-Zion (1998) and/or a flower-shape structure) to fit better the 598 

observed resonance waves. This is consistent with the spatial variations in peak 599 

frequencies of resonance waves measured at different stations within fault zone observed 600 

around higher frequencies (2.0 Hz and 2.8 Hz; blue curves in Fig. 4b). 601 

It is intriguing that the modeling of wavefield snapshot at 𝜏0 −
𝜋

2𝜔
 (or the fundamental 602 

mode) suggests extremely low 𝛽1 values (~0.6 km/s). This unrealistic low Vs of the host 603 

rock may be related to the fact that attenuation is not considered in our analysis, since the 604 

attenuation difference within and outside the fault zone (e.g. Lewis et al., 2005; Qiu et al., 605 



Confidential manuscript submitted to Journal of Geophysical Research: Solid Earth 

 

23 

2017) also contributes to the observed amplitude decay outside the fault zone. This effect 606 

is less severe for the fitting of the first higher eigen-mode as most of the wavefield 607 

snapshot data are within the fault (i.e. wider fault zone). As mentioned in section 4.2, 608 

another potential contribution to the obtained unrealistic low 𝛽1  value is that the 609 

wavefield snapshot at 𝜏0 −
𝜋

2𝜔
 is likely a summation of both the fundamental and first 610 

higher eigen-modes, but it is fitted with only the fundamental mode eigen-function in 611 

section 5.2. A future study that includes analyses of attenuation and a transition fault zone 612 

layer, and incorporates two different resonance structures for generating the fundamental 613 

and first higher modes in the modeling analysis can provide better results.   614 

We demonstrate that the observed resonance waves are sensitive to the same fault 615 

zone waveguides, which also generate FZTW that have been analyzed in previous studies 616 

(Share et al., 2017, 2019). Fault zone parameters, consistent with those from analyses of 617 

FZTW, are obtained independently (i.e. with different frequency and spatial sensitivity 618 

kernel) through modeling eigen-functions of the resonance wavefield. This suggests that 619 

a joint inversion of FZTW and eigen-functions of resonance waves should yield better 620 

constraints on properties of fault damage zones. Better constrained results can be 621 

important for a range of topics including ground motion amplification near faults (e.g., 622 

Spudich & Olsen, 2001; Rovelli et al. 2002;), directivity of earthquake ruptures (e.g. Ben-623 

Zion & Shi, 2005; Dor et al., 2006) and earthquake cycles (e.g. Thakur et al., 2020).  624 

The modeling results (Section 5) are developed in the context of data generated by an 625 

example event (star in Fig. 1) with high SNR at the lowest resonance frequency 1.3 Hz 626 

recorded by the BS array. However, similar features are commonly observed in resonance 627 

waves for a group of earthquakes recorded by the same set of stations in the BS array 628 

(Figs. 3 and S3). It is important to note that this method can also be applied to resonance 629 

waves recorded by other dense deployments across faults with long aperture (e.g. a few 630 

kilometers). Since the typical width of a fault zone waveguide is less than 500 m (e.g. 631 

Lewis & Ben-Zion, 2010; Qin et al., 2018; Share et al., 2019), a station spacing of 30-50 632 

m or less is required for the part of array on the top of the waveguide to sample the 633 

resonance wavefield with sufficient spatial resolution (particularly for higher modes). 634 

Potential resonance wave signals are also seen in data recorded by other dense linear 635 
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arrays in the SJFZ (e.g. Figure 4 of Wang et al., 2019). These additional observations 636 

may be the subject of a follow up study. 637 

 638 

7. Conclusions  639 

The observations and modeling of resonance waves in this study augment the 640 

previous fault zone imaging results at the site (e.g. Share et al., 2019) with the following 641 

aspects:  642 

1. Resonance waves contain lower frequency contents (< 3 Hz) compared to FZTW 643 

(peak at ~5 Hz), and thus provide a different spatial sensitivity to the fault zone 644 

waveguide. 645 

2. The wavefield snapshots of resonance modes analyzed in this paper represent the 646 

spatial (rather than temporal) variations of trapped energy within a waveguide, and 647 

thus have different trade-offs between model parameters compared to those of FZTW 648 

modeling (e.g. better resolution of velocity contrast 𝛽3 𝛽1⁄ ). 649 

3. Although not modeled in this paper, the observed resonance frequencies (1.3 Hz, 2.0 650 

Hz, and 2.8 Hz; Fig. 4c) may provide additional constraints on the depth of the fault 651 

zone waveguide. 652 

4. Since resonance waves at different frequencies and wavefield snapshots dominated by 653 

different eigen-modes are sensitive to different aspects of fault zone waveguides, 654 

modeling jointly all signals will provide a more comprehensive imaging of fault zone 655 

structures. 656 
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Figure 1. (a) Location map for the San Jacinto fault zone (SJFZ) with surface 863 

traces of major faults (black lines) and seismicity (circles with size proportional to 864 

magnitude) during the 35 days recording period. The green triangle and square denote 865 

locations of the BS fault zone array and the town of Anza, respectively. The blue 866 

rectangle outlines earthquakes (colored by depth) analyzed in this study, whereas 867 

events outside the box are shown as gray circles. The yellow star marks location of 868 

the example event (Mw 2.98; seismograms shown in Fig. 2) that is used to infer local 869 

fault zone parameters through modeling of fault zone resonance wave (Section 5). 870 

Waveforms of the event marked as a yellow diamond are shown in Fig. S1. (b) A 871 

zoom in of the BS array configuration (red triangles) with green star representing 872 

station BS55 that is nearest to the surface trace of Clark fault, the main segment of 873 

San Jacinto fault. (c) Location map for the Southern California boundary region. The 874 

red box outlines the study area and green triangle denotes the BS array. The purple 875 

line (AA’) depicts the assumed fault strike for waveform rotation. SAF = San 876 

Andreas Fault; EF = Elsinore Fault; SJF = San Jacinto Fault. 877 

Figure 2. Vertical (left) and fault parallel (right) component recordings bandpass 878 

filtered between 0.5 and 20 Hz for the target event marked as the yellow star in Fig. 879 

1a. Blue dashed lines indicate the array-mean S wave arrival time, whereas red 880 

dashed lines denote the snapshot time of Fig. 3a, i.e. ~3 s after the blue dashed lines 881 

or “1.52s relative to maximum” of Animation 2, for the target event. The fault normal 882 

distance is calculated relative to station BS55 with positive representing the NE. The 883 

P waveforms are much larger on the vertical component, while the S waveforms are 884 

more pronounced on the fault parallel component. The white gaps signify lack of data 885 

(problematic recordings). Stations with fault-damage-zone amplified (higher 886 

amplitudes and longer durations) S waves are detected (Text S2) and observed in a 887 

~500 m wide zone marked by the blue solid line. 888 

Figure 3. (a) Snapshots of vertical component wavefield for different events at ti, 889 

~3 s after the array-mean S wave arrival time i-th earthquake, recorded on the entire 890 

array (snapshot of Animation 2 at ~1.5 s). In addition to the preprocessing steps 891 

described in section 2, the shown waveforms are further lowpass filtered at 5 Hz. 892 
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Only events that generate S waves with enough quality at vertical component are 893 

shown. The color illustrates the normalized amplitude (vertical axis) with red and 894 

blue representing positive and negative values. The fault normal distance is calculated 895 

relative to station BS55 with positive representing the NE. Consistent spatial 896 

wavefield pattern is observed for snapshots of all analyzed events. (b) Percentage of 897 

events as a function of station location, where fault zone resonance waves are 898 

identified in the fault parallel component S waveforms (circles and solid curve; Text 899 

S2). The blue bar outlines a 500 m wide zone where event percentage are higher than 900 

80% (black dashed lines). ~120 events with sufficient quality (SNR > 10) S waves are 901 

analyzed here. (c) Average shear wave velocity (Vs; circles) as a function of the 902 

array-median hypocenter distance for events with signal to noise ratio higher than 10. 903 

The average Vs of the closest 10 events are colored in red and outlined by the black 904 

box. 905 

Figure 4. (a) Fault-parallel component waveforms after applying the integration 906 

and convolution described in Section 3 to seismograms shown in Fig. 2b. Waveforms 907 

2s before the S arrival are truncated to better illustrate the S-waves (at ~22s) together 908 

with the subsequent fault zone reflected/converted (black box) and resonance (red 909 

box) waves. The black dashed lines illustrate the time window used to compute 910 

amplitude spectra, which begin later than the red box to include the resonance waves 911 

but exclude the reflected/converted phase and longer to achieve high resolution in 912 

frequency domain for spectrum calculation. (b) Amplitude spectra for all waveforms 913 

between the black dashed lines in (a). Multi-taper method (Prieto et al., 2009) is used 914 

to compute the amplitude spectra. Amplitude spectra for waveforms recorded by 915 

stations within the red box in (a) are colored in blue. Three peak resonance 916 

frequencies, centered around 1.3 Hz, 2.0 Hz, and 2.8 Hz, of the amplitude spectrum 917 

averaged over all the blue amplitude spectra, red curve in (c), are illustrated as red, 918 

blue, and green dashed lines. Zero fault normal distance denotes location of the 919 

station BS55. (c) The red curve represents the mean of all the blue amplitude spectra 920 

in (b). The dashed lines denote the three dominate frequency peaks of the red curve. 921 
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Figure 5. A fault zone model with a vertical low velocity layer between two 922 

quarter-spaces (modified from Ben-Zion et al., 2003). The perturbation source (circle) 923 

is an SH line dislocation with coordinates (xs, zs). W and β denote the fault zone width 924 

and shear wave velocities, respectively. Attenuation is not included in this model. The 925 

blue arrows illustrate the coordinate system used in the equation derivation.  926 

Figure 6. Fault zone resonance wavefield before (left) and after (right) smoothing 927 

& topographic correction using a reference Vs of 2 km/s. The wavefield is narrow 928 

bandpass filtered at 1.3 Hz. The color, same as in Fig. 8b, represents the normalized 929 

wavefield. The black curve in the right panel shows 𝜌(𝑡) (eq. 9b), whereas the black 930 

and red dashed lines denote 𝑡 = 𝜏0 −
𝜋

2𝜔
 and 𝜏0 (eq. 9a). The horizontal gray dashed 931 

lines outline the stations with maximum amplitude larger than 35% of the maximum 932 

of the entire wavefield. The wavefield snapshots at 𝑡 = 𝜏0 −
𝜋

2𝜔
 and 𝜏0 are depicted in 933 

Fig. 7. 934 

Figure 7. Snapshots of wavefield shown in Fig. 6b at lapse times 𝜏0 −
𝜋

2𝜔
 (black 935 

curve) and 𝜏0 (red curve). The topography beneath the array is depicted as the gray 936 

dashed curve. Green and blue dashed curves correspond to results using 1.5 km/s and 937 

3 km/s as the reference velocity for topographic correction, respectively. The shaded 938 

area illustrates the estimated uncertainty of the extracted wavefield snapshot. 939 

Figure 8. Phase velocities (a) and synthetic total displacement wavefield in time 940 

domain (b) solved for resonance waves at 3 Hz. A fault zone model (Fig. 5) with W = 941 

400 m, 𝛽1  = 2.0 km/s, 𝛽3 𝛽1⁄  = 1.03, and 𝛽2 𝛽1⁄  = 0.45 is used. The perturbation 942 

source is located at x0 = 0 (red star) and z0 = 1.5 km. Density is set to be 2700 kg/m
3
 943 

and the wavefield in the right panel is normalized by the maximum value. The x-axis 944 

of (a) denotes 𝑋 = 𝑊𝜔√𝛽2
−2 − 𝑐−2 (eq. 6). The black and red curves illustrate the 945 

left- and right-hand sides of equation 6. The y-axis of (b) denotes the phase 𝜔𝑡. The 946 

black dashed lines in (b) illustrate the boundaries of the assumed fault zone layer. 947 

LHS – left hand side of equation 6; RHS – right hand side of equation 6; 𝜔 = 2𝜋 3⁄  – 948 

angular frequency. 949 
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Figure 9. (a) Wavefield snapshot at the time of the maximum of the entire 950 

wavefield (top) and eigen-functions of resonance waves at 3 Hz. The corresponding 951 

phase shifts relative to the station located at -400 m are shown in (b). The dashed 952 

vertical lines denote the boundaries of the assumed fault zone layer (Fig. 5). 953 

Figure 10. (a) Synthetic total displacement wavefield in time domain solved for 954 

resonance waves at 3 Hz. The fault zone model of Fig. 8 is used, but the perturbation 955 

source is placed at a location that satisfies 𝑅0
′ = 𝑅0, 𝑅1

′ = 0.2𝑅1𝑒𝑖𝜋 5⁄ , and 𝑅2
′ = 0. 956 

The horizontal black dashed lines outline the fault zone edges, while the black curve 957 

depicts 𝜌(𝑡) (eq. 9b). Red and green vertical dashed lines indicate time instances of 958 

𝜏0 and 𝜏0 −
𝜋

2𝜔
 (eq. 9a), respectively. (b) Same as (a) but for 𝑅1

′ = 0.2𝑅1𝑒𝑖𝜋 2⁄ . 959 

Figure 11. (a) Snapshots of the wavefield shown in Fig. 10a at lapse times 𝜏0 (red) 960 

and 𝜏0 −
𝜋

2𝜔
 (green). Eigen-functions of the fundamental and first higher resonance 961 

mode are shown in blue and black dashed curves, respectively. (b) Same as (a) but for 962 

Fig. 10b. 963 

Figure 12. Misfit histograms for (a) �̅�2 (eq. 11c), (b) 𝜒2(𝜏0) (eq. 11a), and (c) 964 

𝜒2 (𝜏0 −
𝜋

2𝜔
) (eq. 11b). The number of models with misfit values less than 13 is 965 

shown on the top left corner. 966 

Figure 13. Fault zone resonance wave modeling results. (a) Blue curve indicates 967 

𝑉(𝑥, 𝜏0; 𝜔) with dashed curves indicating the uncertainty. The synthetic wavefield 968 

snapshot of the best fitting model is shown in red and the corresponding fault zone 969 

parameters are shown in the left bottom corner of (b). The gray shaded area 970 

represents all synthetics with a �̅�2(𝜏0) value less than 1.5 times min [�̅�2(𝜏0)]. The 971 

fault zone parameters of these selected models are illustrated in Fig. 14. (b) Same as 972 

(a) for 𝑉 (𝑥, 𝜏0 −
𝜋

2𝜔
; 𝜔). (c) Same as (a) but using 𝜒2(𝜏0) for model selection. (d) 973 

Same as (b) but using 𝜒2 (𝜏0 −
𝜋

2𝜔
) for model selection. 974 

Figure 14 Parameter spaces as a function of misfit �̅�2 defined in equation 10c. (a) 975 

Fault zone width W. Each green circle denotes one fault zone model that has �̅�2 ≤976 
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1.5 ∙ min(�̅�2) with x and y axes showing corresponding values of fault zone width 977 

and misfit, respectively. The best fitting model width is indicated by the red dot, and 978 

the black star denotes average model width weighted by the misfit values (eq. 12). (b) 979 

Same as (a) for 𝛽1. (c) Same as (a) for 𝛽2 𝛽1⁄ . (d) Same as (a) for 𝛽3 𝛽1⁄ . The misfit-980 

weighted average values of fault zone parameters shown on the top left are rounded to 981 

1 m in (a), 0.01 km/s in (b), and 1% in (c) & (d). 982 

Figure 15. Parameter spaces as a function of misfit 𝜒2(𝜏0) defined in equation 983 

11a. 984 
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