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Sorting engineered cells with unique properties or functions from a larger population repre-

sents the future for personalized cell therapy and diagnostics. High-throughput and high-

content single-cell sorting methods enable selecting specific desirable cell subpopulations from

a heterogeneous mixture and facilitate extracting wealthy information of medically relevant

biomarkers. This thesis explores programmable microfluidic and multiferroic methods for cell

sorting and analysis. Microcavity flow was used to passively separate cancer cells from blood

in high-throughput. Cavity flow physics was explored for size-based capture of cells. To ex-

pand cell sorting automation and artificial intelligence integration in microfluidic devices,

suspended micromotor system was developed and controlled with computer-assisted image

analysis software to enable modular sorting of cells, cells encapsulated in droplets, cell clus-

ters, and organoids of any size. Next section, programmable magnetoelastic microstructures

were coupled with microfluidic devices for single-cell manipulation. Magnetoelastic materi-

als with controllable intrinsic magnetic properties were used for single-cell capture/release in

highly parallel arrays. Microfluidic and multiferroic cell sorting technologies will potentially

enhance single-cell profiling across diverse cancer cells for personalized medicine and support

cell engineering technologies through a precise selection of high-performing cells.
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0.1 Introduction

Microfluidic and magnetic cell separation have been effective methods for cell

capture and isolation. However, newly discovered heterogeneity of cell phenotypic

properties requires fine control of microflow and micromagnetic field to sort cells

with complex phenotypic properties. For example, a single-cell possesses many

medically relevant phenotypic properties like the level of cell receptor expression

and kinetics [30, 101], cytokine secretion [89], cell-cell interactions [114] and phos-

phorylation state of signaling pathways [10]. In addition to physical cell properties

like size, density and deformability (Fig. 0.1). Thus, there is a need to individually

select cells based on multiple phenotypes.

The purpose of this dissertation is to provide microfluidic and multiferroic

platforms for highly controlled single-cell separation and manipulation. Although

both topics are interdisciplinary in nature, the focus of this research is to pro-

vide bioengineering solutions to single-cell sorting at the micro-scale. The first

three chapters of the dissertation present two microfluidic label-free cell separa-

tion methods. The first method provides a high-throughput inertial cell separation

from the main microchannel to microvorticies. The second method although op-

erates in viscous conditions, but offer high spatial and temporal controllability

via micro-motor driven flow. The last two chapters introduce a new method in

magnetic cell separation via the use of programmable magneto-elastic materials.

A proof of concept of cell manipulation via multiferroic device shows controllable

micro-scale displacement of magnetic beads via voltage induced strain on magne-

tostictive material microstructures (Ni and FeGa) [132]. The last chapter shows a

novel magnetostrictive material (Terfenol-D) ability to magnetically capture and

release cells without an external magnetic biasing field. Switching the magnetic

state (on/off) of magnetoelastic microstructures via voltage induced stain intro-

duces a high-throughput programmable magnetic array for magnetically labeled
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single-cell manipulation (capture/release).

A new generation of AI compatible microfluidic and multiferroic technologies

enable programmable and localized control of cellular and sub-cellular structures

with broad utility for intelligent and data-driven sorting and analysis.
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Figure 0.1: Precise single-cell manipulation technologies lead to profiling hetero-
geneous physical and biochemical phenotypic properties of a single-cell.
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CHAPTER 1

Size-tunable microvortex capture of rare cells

1.1 Introduction

Inertial microfluidics has evolved into an efficient and tunable platform for gen-

eral micro-scale manipulation and analysis of rare cells [23]. They enable high-

throughput technologies to process large sample volumes in short analysis time.

Most importantly, it offers superior features for blood components isolation and

processing [137]. Fluid inertia becomes finite in a microfluidic system with high

flow velocity (1 << Re <⇠ 100) and below turbulent regimes. In this case,

physical properties of suspended particles influence their motion by inertial mi-

gration or inducing secondary flow.[32] [85] This enable precise manipulation (i.e.

focusing, sorting and separation) of bio-particles by controlling inertial flow prop-

erties. Many technologies use this feature by either inducing external forces (ac-

tive separation) or using intrinsic hydrodynamic forces (passive separation) in

sample processing. Active technologies were developed for cell separation such

as dielectrophoresis (DEP)[58] [18] [53] , magnetophoresis (MP) [44] [57] [130],

acoustophoresis (AP) [125][98] [91] [99] and optical tweezer[51] [24]. They allow

precise and tunable control of target particle motion in suspension. However, ex-

ternal forces have to be balanced with limited flow speed, resulting in a significant

throughput penalty.

Passive technologies, on the other hand, are simple, robust and solely based

on controlling hydrodynamic properties of higher flow conditions. Methods as
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pinched flow fractionation (PFF)[134] [115] [100], deterministic lateral displace-

ment (DLD) [62], microfiltration [1] and inertial microfluidics [32] [124] were used

for continuous cell separation. They enable label-free, high throughput and adap-

tive automation while conserving cell phenotypical properties for downstream

analysis. However, these systems are incapable to separate and enrich target

cells from other suspension components in one device. Biophysical measurements

and tests cannot be performed on isolated cells in the same device as well. In

addition, due to continuous flow separation, cells are collected out of the device

in large collection volumes which leads to low purity and low recovery rate of

cells. This cause a drawback in rare cells detection like circulating tumor cells

(CTCs), in which no cell should be left behind for profiling and analysis [104].

It is challenging to modulate label-free size-based separation to capture rare cells

with anisotropic size and deformability with fixed trapping properties [5]. In such

a case, a redesign of device geometry is necessary to get different separation or

trapping conditions.

Recently, our group developed long term and high-throughput cell entrapment

in microvortices [64]. This enable processing (staining [20], conjugation[83] and

transfection [120]) cells in the same device. The system can isolate CTCs from

patient samples with high purity and efficiency [110] [31] [21], but lacks flexi-

ble size cut-off. This is the main limitation since cells from the same lineage

are polydispersed in size. In addition, cells form clusters which challenge this

method efficiency. CTC-clusters are associated with aggressive metastasis and

worse clinical outcome in some cancers.[38]. In this work, we uncover a new

particle trapping phenomenon that enables size-based modality of cell capture in

confined flow. Through modulating the balance of intrinsic inertial forces, laminar

vortices separate particles radially in preferential orbits based on their size. We

explored different trapping properties over a range of flow rates in a single cavity

geometry (Fig. 1.1a). Each flow condition generates distinct radial separation of
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particles from the vortex core. We provide a new systemic understanding of three

selective trapping phases based on the cavity’s vortical flow properties. Experi-

mental investigations of cell motion in mirco-vortex flow shows phase I maintain

cell clusters, phase II maintain large cells and phase III maintain small cells in the

cavity (Fig. 1.1b). We tested a set of flow conditions in different cavity geometries

(Fig. 1.2) and phase trapping characteristics were consistent. In previous studies,

cell trapping was practiced only in phase I conditions (Re ⇠ 150) due to a decrease

in large particle trapping beyond this range. Previous studies reported general

observations of size-based particle separation in vortical laminar flow formed in

T-junction [121], tubular sudden expansion [67] [68] and cavity flow [83] [138]. We

chose MDA-MB-231 breast cancer cell line to model rare cell capture. It is the

most challenging CTC to capture due to heterogeneous receptor expression. This

made labeling with immunoaffinity techniques obsolete. More importantly, it is

relatively smaller than CTCs and there is a size overlap with WBCs. In this work,

we show a novel method of exploiting microvortex selective trapping phenomena

to engineer tunable size-based capture. A single device geometry can isolate an

expanded size range of cells by only switching flow conditions. We were able to

find critical Reynolds numbers to capture and enrich small cells, large cells, and

cell clusters. Our approach opens a new platform for tunable on-chip separation

and enrichment of target cells. This facilitates automated bio-fluid processing for

many on-chip applications and downstream analysis.

1.2 Methods

1.2.1 Device fabrication

A straight rectangular channel (Hch = 70 µm, Wch = 40 µm, Lch = 3 cm) was

formed from a master mold fabricated via standard soft photolithography. KMPR

1050 (Microchem) photoresist is used for this process. Trapping reservoirs were
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placed 1 cm away from the inlet of the rectangular channel. In addition, cavities

with different aspect ratios (AR = 1, 2 and 3) and channel expansion ratios were

designed. All cavities are made of the same height (H = 70 µm) to unify the

generation of axial flow. PDMS elastomer and curing agent (Sylgard 184, Dow

Corning, Midland, MI) were mixed at ratio 10:1 and poured onto the master mold

and degassed for 60 min to remove all trapped bubbles. The master mold was

placed in a 68 C oven for 24 hours to thoroughly cure the PDMS. The cured

PDMS replica was peeled away from the master mold. Inlet and outlet holes were

punched in PDMA replica and irreversibly bonded to a glass slide by exposing

both PDMS and glass surfaces to O2 plasma for 37 s, at 500 mTorr, 80 W power

(Harrick Plasma, Ithaca, NY).

1.2.2 Device Operation

Particles suspension were pumped into the device using a syringe pump (Harvard

Apparatus, Holliston, MA, USA) through polyetheretherkertone (PEEK) tubing

(Upchurch Scientific). The device was primed with PBS buffer for 1 min to form

vortex topology in different flow rates ranging from (100-1000 µL/min). The

fluid was collected at the end of the chip in a new capped syringe for reruns. To

avoid particle sedimentation, syringes with a suspension were mixed and changed

in each run to keep the uniform distribution of particles. The number of cells

passing over the cavity was normalized across different flow rates to get only 1000

cells to pass over the cavity in the entrapment study.

1.2.3 Image Analysis

The cavity was viewed using a microscope (Nikon Ti- U) illuminated by a mercury

arc lamp with 10x objective of an effective pixel size of 2 µm. A high-speed

camera Phantom V2010 camera (Vision ResearchInc., Wayne, NJ, USA) recorded
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at 10 000 frames per second for characterizing equilibrium orbits and 30 frames

per second for analyzing long term behavior of particle motion inside the cavity.

In-house image processing code was developed in MATLAB to identify sizes of

trapped particles and track particle motion in the cavity. The fluorescent images

were captured by a CCD Coolsnap HQ2 camera (Roper Scientific, Evry, France),

then processed by Zen2 software. Cells that are not intact were excluded from the

study.

1.2.4 Particle and Cell suspension

Fluorescent polystyrene particles with a mean diameter of 10, 15, 20, 30 µm

were from (Phosphorex, Hopkinton, MA). Tween 20 (Sigma-Aldrich, product No.

P9416) was added with 0.1 % to prevent aggregation. MCF-7 (30-2004, ATCC,

Manassas, VA) and MDA-MB-231 (ATCC 30-2002) were cultured in DMEM

medium (ATCC 30-2002). Medium is supplemented with 10% fetal bovine serum

(Invitrogen, Carlsbad, CA) and 1% penicillin-streptomycin (Invitrogen, Carlsbad,

CA) at 37 �C under 5% CO2 conditions. Cells were passaged once they reach

80% confluence. Cells and medium tested negative for mycoplasma. Cells were

fluorescently labeled with 0.1 propidium iodide AM (Invitrogen, Carlsbad, CA)

for viability test and CellTracker for tracking cell motion inside the cavity. In

addition, cell were stained with final concentrations of 0.005mg/ml DAPI (40,6-

diamidino-2-phenylindole, Molecular Probes) and 0.05 mg/ml anti- CD45-PE (BD

Biosciences, HI30) in blood spiking experiments. MDA-MB-231 GFP expressing

cells which we will refer to as (MDA-GFP), were spiked in whole blood and di-

luted in PBS by a factor of 20x. Stained cells were defined in (Fig. 1.3). Whole

blood samples from healthy donors were obtained from UCLA in venous blood

collection tubes containing EDTA (Vacutainer, BD Biosciences, San Jose, CA).
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1.2.5 Simulation

We modeled the device using a simulation software COMSOL Multiphysics (COM-

SOL, Burlington, MA) to quantify the stabilized streamlines and velocity distri-

bution of a microvortex flow. The flow rate was set from 100-1000 µL/min. The

physical properties of water was applied to the fluid in the simulation (density

⇢ = 1000 kg m3 and dynamic viscosity µ = 103 kg m�1s�1). The velocity of

magnitude (ms�1) is calculated from the flow rate applied in the inlet velocity.

We analyzed simulation results to locate vortex core by finding velocity minimum

within cavity flow.

1.3 Results and discussion

1.3.1 Particle Migration to Microvortex Flow

Before describing particle motion and separation in the cavity, we explain im-

portant parameters that influence particle transition from the main channel to

the open cavity. Inertial flow is described in terms of Reynolds number, which

is controlled by varying flow rate Q (µL/min) in a pressure-driven pump sys-

tem. The Reynolds number of the system is defined by the flow in a rectangular

channel (Re= ⇢UDh/µ). Here ⇢, U and µ correspond to density, inlet velocity

and kinematic viscosity of the fluid, respectively. Dh is the hydraulic diameter

of the channel, defined as (Dh = 2(WchHch)/(Wch + Hch)), where Hch and Wch

are channel height and width respectively. At finite Reynolds number, suspended

particles in bounded conditions experience two counteracting forces [107]. These

forces control particle lateral migration in the channel of Newtonian fluid shear

gradient lift force (F LS ) pushes the particle towards the channel wall, while the

wall induced lift force (F LW) directs the particle towards the channel centerline.

Particles migrate certain distance to reach an equilibrium position [32][34] [33].

9



The inertial lift forces are simplified as the following (F LS = fL⇢U2a3/Wch) and

(F LW = fL⇢U2a6/W 4
ch), where (fL) is the dimensionless lift coefficient and (a) is

the particle diameter (µm).

Particle experience different magnitudes of hydrodynamic forces based on their

size. Particle size is scaled in relation channel minimum width (Wch). Particle

confinement ratio (�) was set (� = a/Wch). The channel was designed in such

all particles, cells and cell clusters to reach equilibrium positions before passing

over the cavity. Channel aspect ratio (AR = Hch/Wch) is 1.75 to align particles

laterally in the midsection of each wall [79] [60].

1.3.2 Microvortex Size-Based Radial Seperation

In this section, we explore long term behavior of neutrally buoyant particles inside

microvortex flow after entrapment. Vortical flow inside the cavity is strongly

influenced by the characteristics of the main channel flow (Re). At very low

Reynolds number (Re ⇠ 10), fluid flow passes symmetrically through the cavity

with no recirculation. [129] (Fig. 1.4). Moffat eddies are formed in the leading wall

corners at slightly higher flow rates [88]. Particles pass through the cavity with no

entrapment in this regime. However, under inertial conditions (Re ⇠ 70), the flow

separates from the main channel due to the jetting effect at the channel expansion

region. Microvortex formation has been described extensively in previous studies

[64] [83]. In the sudden expansion-contraction region, particles are driven into the

cavity due to the absence of wall-induced lift force (F LW). Some particles join the

recirculating fluid flow, however, not all are maintained in the cavity (i.e. short

residence time).

We found a connection between vortical flow properties and their trapping

dynamics through tracking finite size particle motion over open cavities. Under the

same flow conditions, particles settle in separate equilibrium orbits based on their
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size in microvortex flow. When changing the flow rate, equilibrium orbits change

their radius. We tracked the motion of polystyrene beads in the cavity at different

flow conditions. Each flow rate forms a unique vortex topology with size-specific

capturing properties. To systemically understand size-based orbital separation

process, we transform the particle motion from cartesian coordinates to polar

coordinates in order to find a universal metric for this behavior. Two-dimensional

particle trajectory [xp(t),yp(t)] were translated to average orbital radius (Or) :

Or =
q
[xp(t)� x0]2 + [yp(t)� y0]2 (1.1)

Vortex core coordinates x0 and y0 are set as the reference point of the system

(Fig. 1.4b). The vortex core coordinated was set by the local velocity minimum

within the cavity boundaries x-y cross-sections along the y-axis. (Fig. 1-4c).

There was a small shift in vortex core coordinates from experimental study due

to PDMS deformation.

We segment beads and cells to different sizes (� = 0.1, 0.5, 1) and calculate

their average orbital radius in the cavity at different flow rates. At low inertial

conditions, large particles (� > 0.5) settle in small equilibrium orbits near the

vortex core. However, small particles (�  0.5) orbit around the vortex boundary

further away from the vortex core. Accelerating the flow rate, small and large

particles switch their proximity to the vortex core. We describe more in details

the progression phases of this phenomena (Fig. 1.5), in which average orbital

radius (Or) change in correlation to a range of inertial flow conditions defined by

Reynolds number (Re):

1.3.2.1 Phase I

The first set of Reynolds numbers where vortical microflow generate (100 < Re <

175), vortex core is formed near the leading wall then shift to the middle of the
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cavity. Large particles spiral inward migrating toward the vortex core, leading

to a decrease in their orbital radius. However, small beads settle in orbits away

from vortex core and near cavity walls (Fig. 1.5a) with larger orbital radius

[Or(� < 0.5) > Or(� > 0.5)] (Fig. 1.5b). Particle-wall interaction with leading

and trailing wall is minimal after entering the cavity. Particles with large orbital

radius circulate near the cavity wall. They are unstable and exit the cavity over

time or small flow fluctuations.

1.3.2.2 Phase II

Increasing the flow further to Reynolds number (175 < Re < 225), vortex core

dead space takes over the cavity pushing both large and small beads outward. In

this case, large and small beads share the same orbit trajectory away from vortex

core and near vortex boundary [Or(� < 0.5) ' Or(� > 0.5)]. Particle loading and

accumulation in the cavity is limited due to narrow trapping space. Large particles

dominate the trapping space in this phase.

1.3.2.3 Phase III

Interestingly, at high Reynolds number (225 < Re < 300), an inversion occurs.

Small beads orbit near vortex core while large beads migrate outward near cavity

walls [Or(� < 0.5) < Or(� > 0.5)]. Vortex core shift from the center of the cavity

to the trailing wall. To further investigate on radial separation phenomena in

the cavity, we experimentally studied the trapping dynamics of a polydispersed

solution of particles. Equal fraction of 30, 20, 15 and 10 µm polystyrene beads

suspension were passed over the cavity in all trapping phases (Fig. 1.5 d). The

scatter plot of the particle size distribution in the cavity and average orbital radius

agrees with the observation in single particle trajectory analysis of the previous

section (Fig. 1.5e). A plot of the average orbital radius (Or) of polydispersed
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beads shows the switch in equilibrium orbit’s proximity to the vortex core after

phase II (Fig. 1.5f).

1.3.3 Tunable Size Selective Capture of Cells

Cells exhibit the same size-based radial migration as beads. In addition, we ob-

served the same pattern of cell radial migration as a function of the cavity aspect

ratio (AR = 1, 2, 3. We tested the size-selective capture properties of MDA-MB-

231 breast cancer cells under different microvortex flow conditions (Fig. 1.6 a-c).

At early stages of phase I, cell clusters � � 1 are steadily trapped in the vortex

core with Or = 0. Large cells dominate tapping orbits in phase II. Lastly, in phase

III, small cells self-assemble in orbits near the vortex core and large cells settle

near the vortex boundary (Fig. 1.6b). The scatter plots of cell size distribution

over multiple experiments are shown for the three phases and (AR = 2) (Fig.

1.6c). The same radial separation of beads for (AR = 1) is observed (Fig. 1.7).

Moreover, the average orbital radius (Or) of cells in (AR = 1) matches the beads

results over all three phases (Fig. 1.6d). This implies that deformability differ-

ences do not play a significant role in the size-dependent inversion of the orbital

radius. We investigated the relationship between inward radial migration switch

with the effective capture size of cells (Fig. 1.6e). The mean cell-size of captured

cells is significantly shifted when the orbital radius becomes smaller. Each vortex

flow condition possesses a different capture distribution of cells. The total number

of captured cells per cavity agrees with the results from a previous study [110].

The microvortex flow at Re = 150 has the highest number of captured cells but a

low size specificity.

To investigate further, we compared the capture and loading capacity of two

different breast cancer cell lines with different size distributions (MCF-7 and

MDA-MB-231). We found the optimal capture phase for each cell line, Phase

I for MCF-7 and Phase III for MDA-MB-231 (Fig. 1.8). This result suggests
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that the capture and loading capacity of microvortex flow in phase I and III is

size-selective.

1.3.4 Rare cell capture in blood

From previous findings, we defined a critical Reynolds number above which cells

of certain diameter have attractive stable orbits towards the vortex core. Also, we

found the local capture efficiency maximum of each phase. Here, we tested the

contribution of size-based orbit selectivity in trapping all sizes of MDA-GFP cells

from blood in one device. We spiked 1000 MDA-GFP cells in blood samples with

optimal conditions for trapping small cell (� < 0.5) in phase III (Re = 275) and

large cells and clusters (� > 0.5) in phase I (Re = 125) described in the methods

section. We passed the sample three times with phase I flow conditions and three

times later with phase III flow conditions (Fig. 1.11a) and vice versa (Fig. 1.11b).

Each trapping cycle shows consistent size-selective capture. In addition, recycling

the sample improved the efficiency of capture. Captured cells were released on-

demand by stopping the inlet flow for enumeration and size distribution. We found

the same bias in captured cell size according to each phase (Fig. 1.11c). Size

distribution of cells collected in the outlet show statistically significant difference

of target cell mean size between phase I (Re = 125) and phase III (Re = 275)

(p� value < 0.00001 ; ↵ = 0.01).

We were able to obtain spiked cells from both flow conditions while maintaining

scalable efficiency (Fig. 1.10) and high purity and cell viability and functionality

(Fig. 1.9). Increasing sample purity enables improved downstream molecular

diagnostics. Cell viability and functionality enable drug development.
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1.4 Summary

In this work, we report a new multimodal size-based membraneless filter which

enables long-term trapping of rare cells from complex suspensions in confined cav-

ity flow. This enables on-chip testing and analysis of polydisperse cells of all sizes

within the same device. The flow-based switch changes the flow morphology of

vortical flow acquiring different trapping properties. We described radial separa-

tion phenomena in confined vortical flow. For future work, we intend to investigate

more on capturing dynamics and generalize a capturing method of any particle

size under the realm of continuum mechanics. As for applications, we intend to

scale up the system with multiple capturing units to achieve higher device capture

efficiency. Captured target cells can be released on demand to improve profiling

and characterization of rare cells.
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Figure 1.1: Microfluidic device principle and operation. (a) Schematic of a single-channel
device with an upstream filter to prevent debris from blocking the channel. Downstream flow
divider and diffuser to prevent backflow and capture of cells at the outlet. Micro-cavity was
placed 1 cm from the inlet. Microvortex flow form between leading and trailing walls of the
cavity at high Reynolds number. (b) Polydispersed rare cells (clusters, large and small cells)
are captured by different microvortices generated in the same device. Inertial flow conditions
(Re) are tuned to generate a distinct vortical flow geometry with specific capturing properties:
Phase I (Re = 100 � 175) capture clusters, phase II (Re = 175 � 225) capture large cells and
phase III (Re = 225� 300) capture small cells

Figure 1.2: Microfluidic device geometry and trapping reservoir (cavity) dimensions. Different
cavity aspect ratios (AR) are designed to test radial migration of particles in microvortices.
Cavity length (L), width (W) and height (H) are along the X,Y and Z directions respectively.
Cavity is placed 1 cm away from the inlet. All cavities are made of the same height (H = 70
µm.). Rectangular channel width (Wch) is 40 µm and channel height (Hch) is 70 µm.
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Figure 1.3: Microvortex core characterization. (a) COMSOL Multiphysics model of velocity
distribution in microcavity (AR =2) recirculation region. Different vortex topologies generated
at different inertial conditions defined by the mean-flow Reynolds number (Re) in a rectangular
channel. Vortex core was identified by the local velocity minimum inside the cavity at different
flow rates. (b) Schematic illustration of x-y plane of the cavity and location of vortex core (x0,
y0). (c) Vortex core coordinates along x-axis in the cavity at Reynolds number (Re) 100, 150,
200, 250 and 300.
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Figure 1.4: Radial migration phenomena description at different inertial flow conditions (Re):
Each three columns of images (a-e) represent an example of an inertial flow condition in phase
I (Re = 100 � 175), phase II (Re = 175 � 225) and phase III (Re = 225 � 300). (a) Flow
streamlines (grey lines) and velocity distribution (color contours) of laminar vortical flow in
the cavity with aspect ratio (AR = 1) at Re = 150, 200 and 300. The color scale represents
the velocity magnitude (m/s). We specified the range of velocity magnitude were it saturates
at (0.04 m/s) to show the vortex core of each microvortex flow. (b) Time-lapse of high-speed
image of single polystyrene particles show the transition of equilibrium orbits in each capture
phase. (c) Particle tracing inward radial migration switch between large particle (� > 0.5) (red)
and small particle (� < 0.5) (blue). (d) Bright field images captured with high-speed recording
of polystyrene particle suspension illustrates their motion transition between phases. All scale
bars represent 120 µm. (e) Scatter plot of polydisperse polystyrene beads illustrate orbital
transition towards vortex core between phase I and phase III. The color scale represents scaled
bead diameter (�). (f) Average orbital radius (Or) of polydisperese beads over different inertial
conditions (Re) illustrates the switch of size-dependent orbital radius in different flow rates.
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Figure 1.5: Relationship of size-dependent vortex capture and average orbital radius of cells.
Each three columns of images (a-c) represent an example of an inertial flow condition in phase
I (Re = 100 � 175), phase II (Re = 175 � 225) and phase III (Re = 225 � 300) (a) Flow
streamlines (grey lines) and velocity distribution (color contours) of laminar vortical flow in
cavity with aspect ratio (AR = 2) at Re = 100, 200 and 300. The color scale represents the
velocity magnitude (m/s). (b) MDA-MB-231 cell lines self assemble in different size-selective
trapping phases. All scale bars represent 60 µm. (c) Size distribution scatter plot of tracked
cells inside microvortex flow from different experiments. The color scale represents scaled cell
diameter (�). (d) Average orbital radius Or of polydisperese cells over different inertial conditions
(Re) show the switch in size-based equilibrium orbits after phase II. (e) MDA-MB-231 cell line
size distribution and captured cells in different Reynolds number (Re). Each Reynolds number
form a micro-vortex with specific capture efficiency. Plot of single capturing unit (one cavity)
efficiency (secondary axis on the right)
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Figure 1.6: Scatter plot of captured cells size distribution and their orbit trajectories in AR =
1 cavity. Cell motion and progression in micro-vortices illustrates size selective orbit transition
in increasing flow conditions at Reynolds number (Re) 100, 125, 150, 175, 200, 225, 250, 275
and 300.
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Figure 1.7: Microvortex loading capacity for MCF-7 (� > 0.5) cells) and MDA-MB-231
(� < 0.5). Flow of concentrated cell suspension for five minutes followed by PBS wash for five
minutes in three inertial conditions at Re = 150, 240 and 300. Microvortex capture of MCF-7
with mean cell diameter = 25 µm and MDA-MB-231 = 18 µm show size-selective capacity in
phase I (Re = 150) and phase III (Re = 275) respectively.

Figure 1.8: Captured MDA-GFP orbit trajectories in microvortex flow with PBS and blood.
Bright field (left) and fluorescent (right) images of PBS and 20x diluted blood spiked with
MDA-GFP cell lines in microvortex flow show consistent orbit trajectories. Fluorescently labeled
cancer cell line MDA-GFP orbit trajectories observed in phase I (Re = 125), phase II (Re =
200) and phase III (Re = 300).
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Figure 1.9: Device performance of rare cells capture from blood samples. (a) Immunofluores-
cent staining and classification criteria. Collected cells were classified according to immunostains
against GFP (green) and CD45 (red), as well as DNA stained with DAPI (blue). MDA-GFP
cells are identified as GFP+/CD45-/DAPI+ and WBCs as GFP-/CD45+/DAPI+. (b) Purity
and capturing unit efficiency of collected MDA-GFP spiked in blood. (c) Cells released from
microvortex flow are able to grow and proliferate after 4 days.
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Figure 1.10: Vortex HT device capture efficiency and size selectivity for MDA-GFP in blood.
Isolation and capture of MDA-GFP cells spiked in 20X diluted blood were tested on a High-
Throughput vortex device under phase I and phase III flow conditions. (a) The captured MDA-
GFP population were segmented to large cells with diameter (a > 25 µm, � > 0.5) and small
cells (a < 25 µm, � > 0.5). Phase I shows high capture efficiency for large cells (� > 0.5) while
phase III shows high capture efficiency for small cells ( � < 0.5). (b) The size distribution of
captured cells from phase I and III, shows a consistent size selectivity for each flow condition
with the vortex device.
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Figure 1.11: Size-based capture characterization of rare cells from the blood. (a) The size
distribution of MDA-GFP isolated from blood starting phase I (Re = 125) flow conditions
followed by phase III (Re = 275). The blood sample was recycled in the device in each phase.
(b) The size distribution of isolated cells starting phase III (Re = 275) followed by phase I (Re
= 125). (c) Captured cells in both phases and in different order show a significant difference
in cell size distribution. Both phase I (Re = 125) (red) and phase III (Re = 275) (blue) are
necessary to capture all MDA-MB-231 size distribution (grey). (*) p-value = 0.0001.
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CHAPTER 2

3D Confined Microcavity Flow

2.1 Introduction

When flowing fluid with finite inertia in a channel that suddenly expands in cross-

sectional dimension, an adverse pressure gradient can occur resulting in the for-

mation of recirculating flow in the expansion region [9, 82, 8]. If the cross-sectional

dimension is returned to the initial value further downstream, this creates a cavity,

which can support a recirculating flow up to the cavity size [108]. The formation

of recirculating flows in 3D-confined cavities can result in selective particle cap-

ture from the mainstream channel flow [64], an area attracting significant excite-

ment for cell and particle separation and sorting [71]. For example, microcavities

have been utilized in miniaturized diagnostic devices as well-controlled reaction

chambers for trapped bio-particles [84, 48, 83]. Cavity flow capture phenomena

also appear relevant in the assembly of biological self-replicating molecules in mi-

crovortices that arise in porous ocean rocks in the prebiotic era [113], as well as

in micro-clot accumulation in aneurysms [103]. A better understanding of the

conditions that give rise to recirculating confined cavity flows and mass transport

into such cavities can help address a wide range of vortex capture phenomena.

However, it has been challenging to visualize or predict the formation and growth

of complex recirculating flows unfolding between channels and side cavities, espe-

cially in three-dimensional confined conditions. For example, unexpected complex

flow patterns generate in 3D wall confined microchannels [6] and T-junctions [121].
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Incompressible and unconfined (2D) cavity flow has been extensively studied in

which the formation of a material flux boundary, or separatrix, between the main

channel flow and open cavity flow is a defining feature [47, 86, 61, 94]. In contrast,

for confined conditions, recirculating inertial flow is highly complex and un-folds

in a qualitatively different manner in three-dimensional space [75]. Early phases of

vortical flow formation in a confined 3D cavity has similar fluid physics to that of

flow through a sudden expansion or backward facing step at low Reynolds numbers

[14]. However, without the existence of a trailing wall to confine the flow laterally,

secondary and tertiary separation bubbles occur downstream in the later stages of

such flows [36, 7]. In the presence of the trailing wall, the recirculating wake grows

and occupies the entire cavity where new flow structures occur at later stages of

cavity flow development. Previous numerical studies on full cavity flows indicated

that the recirculating wake could not be thought to contain a separatrix, as the

flow from the mainstream is coupled to the recirculating cavity flow without a mass

flux boundary [118, 54]. The enhanced mass transport coinciding with separatrix

breakdown appears to be amplified at later stages, potentially resulting in reduced

particle capture as outward fluid fluxes from the cavity dominant particle motion

[55]. In this study, we experimentally determine how cavity flow development is

coupled to separatrix breakdown and enhanced convective mass transport into the

cavity.

2.2 Methods

2.2.1 Experimental methods

Device fabrication is described in detail in the previous chapter 1. Experiments

were performed in a square cavity with a range of side lengths (Xs = 100-1000

µm), heights (H = 40-150 µm) and channel widths (40 and 100 µm). To follow the

empirical formulation stated above (H/Xs), the flow was observed with fluores-
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cent particle tracers in (x,y) plane with volumetric fraction � = 0.0001. Cavity

flow morphology in two-dimensional space was observed using Nikon Ti eclipse

inverted microscope and CCD camera. The flow was recorded with 5 seconds

increment to track the reattachment point transition along the cavity wall. The

reattachment point develops and stabilizes after one minute of changing the flow

rate (Fig. 2.4). Since PDMS devices are prone to expand with pressure and since

the pressure is not equally distributed along a Poiseuille channel flow, we tested

cavity flow progression at different locations along the channel. The location of

the cavity along the channel had a negligible contribution to the development of

cavity flow as the reattachment point measurements were similar (Fig. 2.8). Leica

Confocal SP5 Blue microscope was used to visualize how cavity flow unfolds in a

three dimensional confined space. The cavity flow development was recorded as

a function of the reattachment point transition on the cavity wall. High spatial

resolution images in the (x,y) plane were taken with 0.4-1 µm increment along

the z-plane. Fluorescent dyes (Green: Fluorescein isothiocyanate Dextran, Red:

Rhodamine B isothiocyanate Dextran) were injected in one of the four inlets up-

stream the channel to dissect the flow streamlines from the main channel that

enter and spiral out of the cavity. Laminar streamlines from incremented initial

locations of different inlets in the main flow were observed inside the cavity under

different flow conditions and cavity geometry.

2.2.2 Numerical Simulation

Finite element software (COMSOL Multiphysics) was used to simulate vortex

growth in cavity flow. Navier-stokes equation was solved for incompressible flow

were no-slip condition is set to the channel and cavity walls. The flow rate was

set from 100-1000 µL/min and cavity geometry range 100-1000 µm. The physical

properties of water was applied to the fluid in the simulation (density ⇢ = 1000

kg m3 and dynamic viscosity µ = 103 kg m�1s�1). The velocity of magnitude
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(ms�1) is calculated from the flow rate applied in the inlet velocity. We analyzed

simulation results to locate vortex core by finding velocity minimum within cav-

ity flow and the y-intercept of fluid velocity near the cavity wall to locate the

reattachment point.

2.2.3 Scaling arguments

Through experimental and dimensional analysis we seek to establish a correlation

between the reattachment point (x) as observed from a top-down perspective,

and the critical states of mass transfer in cavity flow. Giving the fluid physical

properties in the flow set up, Buckingham’s pi theorem requires four independent

dimensionless parameters to describe cavity flow behavior. Dimensionless groups

expressing three shape parameters, the location of attachment point (x) in relation

to the cavity side length (Xs) : (x/Xs), cavity aspect ratio with the cavity height

(H) : (H/Xs), channel expansion ratio with the channel width (W ) : (W/Xs) and

lastly the ratio of inertial to viscous forces expressed in the Reynolds number (Re)

of the channel flow above the cavity (Fig. 2.2a). Flow in the channel is defined

by the Reynolds number (Re) as Re = uHd

⌫
, where u is the average velocity of

the parabolic profile, Hd is the channel hydraulic diameter, and ⌫ is the kinematic

viscosity of the fluid. We next investigate the empirical and functional relation

x

Xs

= f(
H

Xs

,
W

Xs

, Re) (2.1)

The development of the reattachment point (x) is generalized by normalizing

the transition over the sum of all cavity side walls. Our approach is to follow the

development of flow separation and reattachment from the sudden expansion of

the leading wall (x1). The reattachment point (x) translates to the cavity side

wall parallel to the channel wall (x2). Lastly, stabilizes at the end of the trailing

wall (x3) in which the vortical flow saturates the cavity (Fig. 1.A). We assume
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that all cavity side lengths (
P

xi=number of side walls) starting from the leading wall

(x1), side wall (x2) and trailing wall (x3) are equal to cavity side length (Xs). The

attachment point locations are divided by the sum of all cavity lengths
P

Xs =
P

xi = (x1+x2+x3). This strategy generalize cavity flow characterization through

the dimensionless parameter of the normalized reattachment point (x⇤ = xP
xi

) on

cavity walls of any length (Fig. 2.2b).

2.3 Results and discussion

2.3.1 Recirculating cavity flow formation and logistic growth

In a channel-cavity system with fixed channel flow conditions (Re = ⇢uDh/⌫),

where u is the average inlet flow velocity, Dh, hydraulic diameter of the channel,

and mu is the kinematic viscosity of the fluid, the recirculating cavity flow de-

velops in a square cavity as a function of the cavity height (H) and cavity side

length (Xs) (Fig. 2.1). Thus, it is challenging to define and generalize conditions

for recirculating flow formation in microcavities. However, one common defining

characteristic shared by all cavity geometries is the transition of the reattachment

line at which streamlines diverge along the stationary cavity wall [26](Fig. 2.2).

The reattachment point (x⇤) as observed from a top-down perspective, is a good

surrogate for the reattachment line. The transition of the reattachment point can

be rescaled to the sum of the side lengths (Xs) of a square cavity (x⇤= xP
Xs

),

which can be generalized to different cavity geometries, and directly linked to the

development state of recirculating flow in the cavity.

The evolution of the reattachment point in microcavity (Xs = 250µm, H =

70µm) was explored as a function of the channel’s Reynolds number (Re =

0.1 � 100). At low Reynolds number, fluid flow passes with fore-aft symmetry

through the cavity, as expected for Stokes flow, with no recirculation (x⇤ = 0).

Flow separates at higher Reynolds number creating a circulating region. The vor-
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tical flow first evolves over an order of magnitude in Reynolds number, with the

reattachment point x⇤ remaining on the cavity-leading wall (x1) as the Reynolds

number increases. Then the reattachment point exponentially migrate along the

cavity sidewall (x2), over a Reynolds number range. Lastly, flow separation in the

cavity reaches an asymptotic phase where the reattachment point stagnates at the

end of the cavity trailing wall (x3) (x⇤ ⇡ 1). The evolution of the reattachment

point as a function of Reynolds number can be described by a logistic function

(Fig. 2.2c).

x⇤ =
1

1 + e�k(Re�a)
(2.2)

In which x⇤ is the location of the reattachment point along the normalized

cavity side length (x⇤= xP
Xs

), k is the curve steepness, and a is the value of the

sigmoid’s midpoint. Both simulation and experimental results reflect the logistic

function behavior (Fig. 2.2c).

To identify the controlling dimensionless parameters we measured the effect

of cavity geometry on the reattachment point as a function of different cavity

side lengths (Xs = 100� 1000µm) and Reynolds numbers (Re = 0.1� 500) (Fig.

2.5a). When scaling by Re(H/Xs) vortex reattachment point growth curves from

different cavity side lengths collapse into the previously discussed logistic relation

(Fig. 2.5b). Channel width (W = 40and100µm) did not contribute to cavity

growth in the new dimensionless scale (Fig. 2.6). Using this scaling and the

logistic function, one can define a condition at Re = a when the vortical flow

occupies half of the total cavity volume, i.e. Re0.5 = Re(x⇤=0.5).

0.5 =
1

1 + e�k(Re0.5
H
Xs

�a)
(2.3)

Re0.5 is substituted in terms of the logistic function to derive a universal for-

mula that estimates half cavity flow of any cavity side length, height, and main
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channel velocity.

Re0.5 = a(
Xs

H
) (2.4)

2.3.2 Separatrix breakdown

Next, we look at how the recirculating wake unfolds in the cavity and flow exit to

the channel in three-dimensional space. Fluorescently labeled laminar streamlines

from incremented initial locations in the main flow are observed inside the cavity

as a function of cavity flow development stages defined by the reattachment point

(x⇤) transition (Fig. 2.10). At x⇤ = 0, streamlines enter and exit with fore-aft

symmetry as observed in the previous section (Fig. 2.11a). x⇤ > 0, at higher flow

conditions, where recirculating flow starts developing and a separation bubble

forms on the leading cavity wall x1 (Fig. 2.11b). Due to the no-slip on the

upper and lower stationary cavity walls, fluid flow far from the wall rotates more

freely where both swirling flow from each side of the symmetry line connect in the

middle.

The recirculating flow starts to form at the upper and lower walls of the cavity.

The small side vortices get connected in the middle of the cavity at (x⇤ � 0.1)

when flow separates from the mainstream channel to the side cavity. At x⇤=0.5,

streamlines from different initial inlet locations (Q1-Q3) unfolds differently inside

the three-dimensional confined space of the cavity. Flow from inlet Q1 and Q2

interacts with the cavity walls. Flow from inlet Q3 does not interact with the

recirculating wake region (Fig. 2.12). The vortex core is viewed at the symmetry

line with 2D fluorescent images showing laminar mixing of cavity flow.

At x⇤ ⇡ 0.9, vortex core shift to the trailing wall (x3) and two dominant

vortical flow form in each side of the cavity. When the vortex core completely

moves towards the trailing wall, separatrix breakdowns where flow exit from the
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side of the cavity in a swirling motion to the channel mainstream flow (Fig. 2.13).

Recent theoretical investigation suggests the same manner of continuous mass

exchange between the channel and the cavity when reach full cavity flow [26]. In

a previous vortex particle entrapment studies, we notice an empty vortex core

after circulating flow reach full cavity flow [71]. This suggests the fluid exiting

from the vortex core to the channel resulting in a shift from an attractive limit

cycle state to particle repeller after separatrix breakdown [54]. At later stages of

x⇤ ⇡ 1, flow starts to unfold differently and swirling vortex disappears. A higher

form of flow complexity is formed at higher Reynolds number values, we observe

a secondary and tertiary corner vortices that won’t be covered in this study.

To validate our previous finding, we build a step in the outlet region of the

cavity to see if streamlines from the vortex core shifts due to the no-slip flow

condition of the step. Fluorescently stained streamlines from the vortex core

divert from the step into the channel. This proves streamlines from the vortex

core exiting the cavity flow due to direct mass transport to the channel flow (Fig.

2.14).

2.4 Summary

Flow in channels and ducts with adjoining cavities are relevant to a number of nat-

ural and engineered systems and has garnered renewed attention as an approach to

selectively isolate particles. Cavity-channel mass exchange for three-dimensional

3D confined channels is relatively unexplored compared to 2D systems in which

a separatrix forms that limits mass transport between an open cavity and the

main channel. Here we report on 3D confined cavity flow formation and devel-

opment. Separatrix breakdown, where streamlines from the main channel flow

join the recirculating cavity flow is observed for conditions when the recirculating

wake saturates the cavity. These findings extend our understanding of flow entry
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and exit in cavities with finite confinement and suggest conditions where convec-

tive mass transport into and out of cavities would be amplified and microvortex

particle capture are reduced.
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Figure 2.1: Cavity geometry dictates the vortical flow growth state at the same channel
Reynolds number. Fluorescent microscope images of cavity flow shows the significant contribu-
tion of the cavity aspect ratio (H/Xs) to the flow growth in three dimensional confined cavities,
where H = cavity height = channel height (µm), Xs = cavity side length (µm). The channel
Reynolds number (Re = UDh

⌫ ) were held constant across different cavity geometry, where the
channel hydraulic diameter Dh = 2(WH)

(W+H) (m), U = fluid velocity (m/s), W = channel width
(µm) and ⌫ = kinematic viscosity (m2/s).
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Figure 2.2: Logistic growth of three-dimensional confined cavity flow. (A) Three dimensional
cavity diagram with leading wall (x1), side wall (x2) and lagging wall (x3). (B) Top down view
of the experimental set up for confined cavity flow characterization by the transition of reat-
tachment point (x⇤) on all stationary cavity walls (

P
xi). (C) Experimental (⇤) and numerical

simulation (⇧) evidence of the logistic progression of the reattachment point (x⇤) on the cavity
walls with cavity side length (Xs = 250 µm) and cavity height (H = 70 µm) as a function of
the channel’s Reynolds number with 70 ⇥ 40 µm (H ⇥ W ) channel height and width. Color
bar indicate the velocity profile (m/s) around the reattachment point on the cavity wall (white:
fast, dark red: slow).
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Figure 2.3: Reattachment point (x⇤) calculation in numerical simulation results. The reat-
tachment point is located when the y-component velocity (v) along the midpoint symmetry line
on the cavity wall equals zero. On leading wall (x1) flow going to the channel (+v) and flow go-
ing back to the cavity (�v). Similar to (x3) with opposite velocity component signs. In the side
wall (x2), x-component velocity (u) is measured along the wall to determine the reattachment
point.
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Figure 2.4: Spatiotemporal plot of the reattachment point (x⇤) progression. Experimental
measurement of the reattachment point progression of different Reynolds’s numbers as a function
of time t(sec). Reattachment point stabilizes after one minute of changing the flow rate. A
pronounced transition of cavity wall on the side wall (x2) parallel to the direction of channel
flow.
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Figure 2.5: Universal scaling of cavity flow development through following the reattachment
point evolution on the cavity wall. The figure shows the phases of cavity flow growth in the
channel’s Reynolds number (Re) versus the scaled channel’s Reynolds number by the cavity
aspect ratio (Re (H/Xs)). (A) Experimental result of the reattachment point (x⇤) transition in
different cavity side lengths (Xs = 400 : 100 : 1000 µm) as a function of the channel’s Reynolds
number. (B) Empirical data of vortex growth data for different cavity sizes collapse when plotted
as a function of the cavity geometry ratio and Reynolds number. The data set were fit in a
logistic function presented in a solid red line (-) with parameters used in Eq. (2.1).
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Figure 2.6: The channel width does not significantly contribute to the cavity circulating
flow development with the scaled Reynolds number. The reattachment point (x⇤) progression
plotted against the scaled Reynolds number show no significant shift or difference with two
channel widths W = 40 µm (blue) and 100 µm (red).
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Figure 2.7: Universal scaling of microcavity flow logistic growth and correlation with cavity
height. Colored symbols denote results of different cavity heights, (A) H= 70 µm (black), (B)
H= 118 µm (red) and (C) H=130 µm (blue). (D) collection of all log-fit of different heights.
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Figure 2.8: Reattachment point (x⇤) measurement across different cavity locations along the
channel validate the use of PDMS device for cavity flow study. Reattachment points (x⇤) are
plotted at different downstream cavity location (⇧) near the inlet (high pressure region), (⇤)
middle of the channel and (4) near outlet (low pressure region). Cavity flow develop similarly
in different pressure points in PDMS device. Flow in the side wall x2 is less uniform than other
measurements.

Figure 2.9: Phase diagram showing three different flow transition of cavity flow (no cavity
flow, half cavity flow and full cavity flow) as a function of the cavity aspect ratio (H/Xs).
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Figure 2.10: (a) Schematic illustration of 2-D cavity flow imaging and experimental setup. The
device with three inlet (Q1-Q3) flow, where two different fluorescent dyes Q1 (red rhodamine),
Q2 (green fluorescein) label the streamlines near the channel-cavity flow, and Q3 colorless water
on the other side of the channel. (b) Progression and formation of the circulating streamlines
at different reattachment points reaching to full cavity flow.

Figure 2.11: (a) Schematic illustration of 3-D cavity flow confocal imaging and experimental
setup by capturing 2D images with 1 µm increment for high spatial resolution. Fluorescent dye
is applied in the midline of the inlets (Q2) to visualize how the flow unfold and exit from the
cavity flow. (b) Separatrix breakdown of the vortex core near the trailing wall in confined cavity
flow. Images are taken from the middle to the upper side of the cavity show flow symmetry with
two dominant vortical flow exiting near the cavity upper and lower walls to the main channel
flow.
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Figure 2.12: 2D fluorescent image of separatrix breakdown in cavity flow with swirling stream-
lines exiting from the cavity to the channel.
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CHAPTER 3

Motor-driven Microfluidics

3.1 Introduction

Artificial intelligence has lead to the automation of data analysis for biomedical re-

searchers [42]. Large-scale learning of complex inter- and intra-cellular differences

has minimized human bias in defining subcellular classifications [117]. However,

continuous cross-talk between AI software and wet lab hardware is necessary to

achieve full AI convergence for data-driven cell sorting with minimal human han-

dling and intervention. Thus, there is a growing interest in interfacing current

wet lab hardware infrastructure including manual labor-intensive pipetting or au-

tomated closed microfluidic instrumentation with AI software [56]. Conventional

manual liquid handling tools allow scientists to collect data with dynamic band-

width (volume of information/unit time) from variable cells [15]. However, the

low-throughput (number of cells/unit time) of manual data collection is limit-

ing for data-intensive training. Processing a large number of cells through auto-

mated microfluidic instrumentation enable interfacing high-throughput data anal-

ysis with AI software tools. The key challenge in current automated systems is the

fixed bandwidth since the instruments are not designed to expand more function-

alities to collect more information from sorted cells (e.g. 3D spatial infromation,

4D time-dependent functions). Automated microfluidic cell sorting devices are

not accessible for biologists to modify assay protocols to serve multi-purpose test-

ing. A programmable microflow infrastructure with dynamic bandwidth and high

throughput are required for AI integration to learn complex cellular heterogeneity.
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Therefore, there is a need for a flexible open-platform microfluidic hardware to

bridge the technology gap between accessible manual liquid handling and closed

high-throughput microfluidic systems for processing and analyzing cells.

The trade-off between bandwidth (i.e. volume and complexity of data) and

throughput (i.e. speed) is the main technical barrier for intelligent computer-

assisted image-based cell sorting systems. Previous studies demonstrated mi-

crofluidic systems integrated with image analysis software to perform high through-

put intelligent single-cell sorting and analysis [93]. However, the fixed back-end

hardware of closed microchannel flow lacks modularity to handle heterogeneous

cellular and multicellular size and shape variability. Preprocessing steps are re-

quired for filtering out cell clusters or large cellular structures to prevent mi-

crochannel blockage. Large multicellular structures like spheroids and organoids

are important in drug discovery and cell therapy but they are not compatible

with current continuous flow microfluidics platforms [45, 76]. Scaling the flow

inertial forces for large cellular structures (Reparticle) require high shear flow that

damage complex 3D structures and also cause turbulent flow that disturbs in-situ

microflow control [32]. Lastly, loss of three-dimensional information is a recurrent

problem of suspended large structures (e.g. distribution of cells in organoids) and

require an advanced optical setup for 3D scanning [70]. Manual pipetting and

confocal microscopy are the current available technologies to attain rich 3D infor-

mation, but they are not scalable for fast AI-enabled automated organoids sorting

[12].

In this research, we present an alternative microflow control approach by de-

veloping motor-driven microfluidics with compatible functionalities to automation

and artificial intelligence. (Fig. 3.1) We demonstrate real-time data-driven cell

sorting scalable to a wide size range (e.g. single-cell microcarriers [127] or droplets

[77], cell clusters, spheroids, and organoids). 3D inspection is performed on large

cellular structures without changing the device or optical system. As a proof of
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principle, non-binary image-based sorting is performed on cells in droplets based

on the cell count with the potential to expand on multiple phenotypic proper-

ties (e.g. cell size, shape, and fluorescent intensity). Programmable motor-driven

microfluidics is accessible to biomedical researchers. It expands the basic func-

tionalities of the current microfluidic systems without microchannel fabrication

in a clean room facility or high-end pressure-driven pumps for precise microflow

control.

3.2 Results and Discussion

3.2.1 Motor-driven flow

The basic flow-driving unit is composed of two co-axial motors immersed in fluid

(Fig. 3.2a). Assuming circular motor shafts with equal radius (a = a1 = a2)

rotating in opposite sense (clockwise = �⌦1 , anticlockwise = ⌦2) at the same

angular velocity (|⌦| = |⌦1| =|⌦2|), the flow has Reynolds number (Re = ua/⌫),

where u is the motor velocity (u = ⌦a) and ⌫ kinematic viscosity. We annotate

the space between the rotor centroids by L, and the space between the two motors

shaft walls by (l = L� a). We represent the distance ratio (h=a/L) between two

motors of any size to determine the flow type and direction between and around

motors. The characteristic length (h = 1), when the motor walls are in contact

(l = 0). h > 0.5 when the two motors are placed close together (l < a) and

h < 0.5 when the motors are placed far apart (l > a). We analyzed the flow field

between and around rotating motors placed at different proximities (h=0.1-0.9)

and at a range of Reynolds number (Re=0.05-100). We aim to produce Jeffery’s

flow where fluid at a certain distance upstream the motors are allowed to pass in

between the motors (Fig. 3.2b) [66, 119]. Closed streamlines are formed around

the two motors and far fluid flow is quiescent at infinity. In the next section, we

select Jeffery’s flow at viscous flow conditions Re < 5 and proper motor distance
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h < 0.25, for the purpose of precise microflow control in between an ensemble of

rotating micromotors.

3.2.2 Modular microflow control

In this section, we aim to reproduce basic flow control functions of confined mi-

crofluidics systems (e.g. driving and shaping flow) in an unconfined motor-driven

flow. The sample is introduced upstream in the midline (x-axis) between sus-

pended DC motors in an open petri dish with a viscous carrier fluid. In this case,

the convection of the viscous carrier fluid will dominate over the sample fluid dif-

fusion, allowing precise control of sample fluid or suspension along the directed

paths between the motors. Since the device is operating in a linear stokes viscous

regime, inertial terms can be neglected [9]. The flow, in this case, has no memory

and therefore suspended particles reach equilibrium positions in flow at all times

[52]. This property is essential to reach a steady motion at selected initial condi-

tions. Additional flow-driving units are added and aligned laterally downstream

the midline to push sample flow further at a desired length (Fig. 3.3a). Mo-

tor wall rotation will actuate the rotation of the surrounding carrier fluid. At the

carrier-sample fluid interface, the rotating flow will move the sample fluid through

the midline between the motors then pass the flow downstream to the next flow

driving unit. An ensemble of flow-driving units can push the sample fluid continu-

ously to a certain downstream distance or shape at a macro and micro scale (Fig.

3.b-c). To vary the sample flow rate, simulated and experimental results show the

effect of different motor velocities on the fluid flow between the motors (Fig. 3.4).

The bulk fluid velocity can be adjusted to different flow rates reaching up to 1

m/s comparable to the flow speed in microchannel pressure-driven flow. Motors

with different size, shape, and angular velocities allow a dynamic mass transfer

of the sample fluid to stop, reverse, slow or speed up the flow at different spatial

points for modular microflow control. Therefore motor-driven flow can produce
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precise and predictable in-situ spatiotemporal microflow control without the use

of external pressure-driven pumps or fabricated microchannels.

3.2.3 Automated modular sorting

The linear relation between motor rotation and fluid motion enables proportional

control of fluid or suspended particles movement by a computer-assisted linear

feedback control system [112]. Flow stops and moves instantaneously with the

motor actuation. We interfaced two motor driving units with an in-house image

analysis code for real-time data-driven sorting of cells, droplets, and organoids.

Different size structures are sorted in the same device with the same response time.

3D scanning was performed by actuating motor rotation with the same orientation

(e.g. clockwise or anti-clockwise) creating rotational flow. Organoid’s 3D spatial

information is collected while rotating in the motor-generated rotational flow with

a basic microscope set up to bypass the use of complex optical equipment (Fig.

3.5). A joystick is connected to the motor system for user input to override the

computer command in case more investigation is needed by the researcher. Non-

binary image-based sorting of droplets cell count (0 cells (down), 1 cell (right),

2 cells(left)) were achieved with 86% accuracy (Fig. 3.6). Additional complex

phenotypic properties of cells (e.g. morphology or fluorescence intensity) can be

sorted by motor actuation of diagonal and orthogonal flow directions to increase

the capacity of cell sorting options up to 8 different outlets.

3.3 Materials and methods

3.3.1 Simulation

COMSOL simulation was conducted to find the optimal distance (L = 0.1-50

mm) between two rotating cylinders with radius (R = 400 µm - 3 mm) and linear
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velocity of rotor cylinder wall is (u✓(r=R) = 0.1-3 m/s) in a carrier fluid with

viscosity (⌘). We assumed incompressible fluid in steady state laminar flow in the

computational model based on Navier-Stokes equation:

⇢(
@u

@t
+ u ·ru) = �rp+ ⌘r2u (3.1)

with u, p, ⇢ and ⌘ representing the velocity, pressure, density and dynamic

viscosity of the fluid respectively. No-slip boundary conditions are applied on the

motor walls and the fluid container. The carrier fluid is assumed to be water and

glycerol at room temperature, T= 300 K. The reference point of the system (x0,

y0) is centered in the midline (↵ = 0) between the motors to evaluate the forward

and back flow upstream and down stream the motors. Velocity components (u

and v) in this set up show a negative value in back flow and positive value in

forward flow driven by motors. The heat color map shows blue color for forward

and red color for backward flow. A cutline before, after and between the motors

are set to analyze the flow field at different motor and fluid conditions.

3.3.2 Imaging

Flow between the motors was viewed using a microscope (Nikon Ti-U) connected

to high-speed Phantom V2010 camera (Vision Research Inc., Wayne, NJ, USA).

Images were recorded at 1000 frames per second for characterizing bulk flow veloc-

ity between motors. In-house image processing code was developed with MATLAB

to track particle motion. The fluorescence images are captured by CCD Coolsnap

HQ2 camera (Roper Scientific, Evry, France). Particle tracers are imaged at 2

frames per second for analyzing long-term behavior of bulk flow between motors.
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3.3.3 Micro-motor operation

A coreless micro-motors powered by DC voltage is used to build viscous micro-

pumps set-up. Electromagnetic field generated by the power supply actuates shaft

rotation. Rotor angular velocity is controlled by the voltage input. We tested

different input voltage and observe rotation of the motor with high-speed camera

to calculate angular velocity (Rotation Per Minute RPM). Motors are fixed on

top of the fluid container at different distances. In-house image analysis code is

connected to the motor control unit to actuate the motor rotation via continuous

feedback control.

3.3.4 Carrier fluid, particle suspension and droplets

Carrier viscous fluid in the micro-pump set-up is fluorescently labeled with rho-

damine and fluorescein to track flow between motors. Fluorescent polystyrene

particles with mean diameter 30 µm are purchased from (Phosphorex, Hopkinton,

MA) is used to trace the bulk flow around the motors. MCF-7 (30 2004, ATCC,

Manassas, VA) was cultured in DMEM medium (ATCC 30-2002). The medium

was supplemented with 10% fetal bovine serum (Invitrogen, Carlsbad, CA) and

1% penicillin streptomycin (Invitrogen, Carlsbad, CA) at 37 �C under 5% CO2

conditions. Cells were passaged once they reached an 80% confluence. The cells

and medium tested negative for mycoplasma. Droplets are made by step emulsi-

fication and produced to the system by pipetting upstream the motors. Droplets

and cell encapsulation method is described in detail in [77].

3.4 Summary

In the past two decades, researchers envisioned a viscous micro-pump set-up [29]

to achieve autonomous and modular microflow control. Localized flow generated
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by wall slip velocity of the micromotors in confined channels has been heavily

studied in many theoretical models [126]. This has inspired many research studies

to develop methods of fabricating and actuating micromotor rotation by different

technologies [81, 3, 4, 123, 96, 65, 35, 19, 37, 69, 122]. However, micro-motor

flow in confined microchannels did not translate to practical applications due to

the flow dampening effect of the confined channel walls. We have developed an

open channel motor-driven system to translate and automate practical biomedi-

cal applications in cell sorting and 3D inspection. Continuous crosstalk between

machine learning image analysis software and computer-assisted control of motor-

driven flow enable the automation of biomedical research in understanding cell

heterogeneity without the need of soft-fabrication or the use of external pumps.

51



Figure 3.1: Schematic of automated motor-driven microfluidics work-flow for modular sort-
ing systems. The top box illustrates continuous flow microfluidics work-flow for image-based
binary sorting systems limited to single-cells. The bottom box illustrates modular unconfined
motor-driven flow functionalities for automated non-binary sorting systems with intelligent 3D
inspection of a wide size range of cellular and multicellular structures.
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Figure 3.2: (a) Two side-by-side rotating motors suspended in fluid with opposite angular
velocities (±⌦) and identical circular shaft radius (a) with distance between the motor centroids
(|O1O2|/2 = L). (b) Phase diagram showing motor-driven flow type development as a function
of the Reynolds numbers and the distance between the two motors.
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Figure 3.3: Spatio-temporal microflow control of one motor-driven flow unit at h=0.1 and a
range of Re (0.12-1.5) show the ability to change the sample flow rate. Simulation and particle
tracing experiments illustrate uniform Jeffery’s flow at different motor angular velocity.
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Figure 3.4: Modular microflow control via motor-driven microfluidics. An ensemble of mi-
cromotors can substitute the basic functions of confined microchannel pressure-driven flow like
driving (a) shaping (b) and separating (c) the flow of a sample fluid.
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Figure 3.5: 3D inspection before sorting. Computer-assisted modular rotational flow allow 3D
scanning of large cellular and multicellular structures spatial information (cells are stained with
calcein green) with conventional fluorescent microscopy.

56



Figure 3.6: Automated modular motor-driven microfluidics sorting of droplets. The top panel
shows the default state of motors flowing the sample and carrier fluid down when cells are not
detected. When cells are detected in droplets, cells are then sorted based on their number to
two different outlets.

57



CHAPTER 4

Cytocompatible Magnetostrictive Microstructures

for Nano- and Microparticle Manipulation on

Linear Strain Response Piezoelectrics

4.1 Introduction

The continuously increasing interest in nanoscale magnetic devices has encouraged

researchers to develop new methods of controlling magnetism at the nanoscale.

One such method involves artificial multiferroic heterostructures, where strain in-

duced in piezoelectric materials is transferred to a magnetoelastic material layer

to enable control of magnetism via an electric field. Compared to conventional

electric current-control of magnetism, electric-field-driven control of magnetism in

multiferroic heterostructures has several advantages. For example, the multifer-

roic approach allows for reduction of power dissipation in small scale applications,

and the accompanying potential for highly arrayed and localized device actua-

tion. This multimodal control holds promise in the development of new energy-

efficient applications, including nonvolatile memory devices [11, 2], actuators and

transducers [27], and miniature antennae [135]. Furthermore, the potential of

electric-field-controlled magnetism in biomedical applications has been explored

in the manipulation of magnetic particles [109]. Recently, manipulating magnetic

particles with local magnetic fields has emerged as an appealing method for trans-

porting bio-particles labeled with these magnetic beads [87, 90]. While extended

exposure to dielectrophoretic traps [105] or optical tweezers [92] could damage
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cells, transport and trapping via magnetic particle manipulation is a nondestruc-

tive alternative. In addition, magnetic particle affinity to particular proteins,

introduced through antibodies or other recognition elements conjugated to the

particle surface, provides cell-type specificity to manipulations.

While using localized magnetic forces for manipulating magnetic microbead

motion (e.g. magnetic tweezers [28]) allows remote control, the prevalent ap-

proaches for controlling the movement of magnetic beads along with bound bio-

particles are not capable of operating with a large array of individually addressable

elements. Previous approaches involve either external rotating magnetic fields

or microfabricated electromagnets, with the former being bulky and de-localized

[109] and the latter posing problems such as on-chip heating [78]. On the other

hand, using an electric field to control magnetic domain motion arises as a viable

solution which not only benefits from magnetic force control with high precision,

but also avoids problems such as joule heating and the need for bulky external

magnets.

Moreover, it is of paramount importance to separate and manipulate cells

and other bio-particles individually and in parallel for rapid biological analyses

[106, 71]. By employing magnetic domain walls whose motion is tunable via

electric-field using multiferroic heterostructures and combining the device with

microfluidics, ’lab-on-chip’ devices can be developed that are capable of control-

ling the movement of detected entities with high precision, for downstream sorting,

sequential reaction, and analysis. Controlling the coupling of the beads to the do-

main wall movement along with parallel optical imaging and analysis technologies

[50] opens up opportunities to a myriad of applications for rapid cell analysis in

sorting based on complex phenotypes [15]. Large arrays of individually address-

able cells are particularly important for sorting rare cells in a population that may

be useful diagnostically (e.g. antigen-specific T-cells, circulating tumor cells, etc)

or for selecting rare clones with useful properties for cell therapies or cell-based
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bio-manufacturing.

[Pb(Mg1/3Nb2/3)O3] 1 -x - [PbTiO3] x (PMN-PT) is one of the most com-

monly used ferroelectrics in such multiferroic heterostructures. PMN-PT with

composition close to the phase boundary (x ⇡ 0.32 - 0.34) will undergo a mor-

photropic phase transformation [97, 46] with giant electromechanical response.

Sohn et al [109] have previously demonstrated strain-mediated deterministic do-

main wall motion in Ni rings on single crystal (011) [Pb(Mg1/3Nb2/3)O3] 1 -

x - [PbTiO3] x (PMN-PT, x ⇡ 0.34) with morphotropic phase transformation,

which induces a large hysteretic strain jump at an electric field of 0.5 MV

m�1. Such strain change induces domain motion in the ring structures, which

subsequently results in abrupt particle motion. Magnetoelectric Ni/(011) PMN-

PT heterostructures with different compositions have been extensively researched

[80, 128, 133, 17, 59] with magnetization reorientation controllable by electric-field,

providing the groundwork for further optimization and applications. While Ni (�

s(Ni) = -33 x 10-6) has been a popular choice for the ferromagnetic component

in these systems, FeGa with an order of magnitude higher magnetostriction (�

s(FeGa) = 350 x 10-6) is attracting more attention due to the potential enhanced

magnetoelectric coupling figure of merit applicable to a broad range of uses, such

as being a promising candidate for memory devices [2].

In this work, we describe the fabrication process for magnetostrictive Ni and

FeGa microstructures on piezoelectric PMN-PT. We chose Ni because it has been

widely investigated in multiferroic systems in spite of the fact that it possesses

only a moderate magnetostriction coefficient. We also include results on FeGa be-

cause its higher magnetostriction coefficient enables greater control of its magnetic

state. We then demonstrate tuning of the magnetic state of nanoscale structures

using electric fields, as shown by x-ray microscopy. The device behavior was also

examined with nanoscale superparamagnetic beads, and the electric-field-driven

steady speed bead motion with response to the linear strain variation was captured
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by a high-speed camera.

Compared to the work of Sohn et al [109] using PMN-PT with morphotropic

strain transformation, this work features PMN-PT with a linear strain. The ben-

efit of actuating the particle movement using PMN-PT with linear strain is that

it allows us to operate in a regime where the particle displacement is proportional

to the applied electric field. The domain motion is activated at a comparable

smaller strain with the applied field in the range of 0.16� -0.32 MV m�1. While

recent work has demonstrated the inhomogeneous nature of strain distribution in

the single crystal PMN-PT [18], this response of the bead’s continuous rotational

behavior along the perimeter of the ring corresponds well to the linear macros-

train profile of the [Pb(Mg1/3Nb2/3)O3]0.69 - [PbTiO3]0.31. Localized capture

of single particles with nm to µm diameters at the onion state domain wall of

Ni and FeGa rings, and at the corners of squares with partial closure domain

are observed by optical and fluorescence microscopy [74]. The advantage of using

these microstructures with localized domains is to enable single particle capture

at specific locations rather than agglomerates of beads. In addition, a successful

attempt to settle cells to the surface of the device were demonstrated, and cell

viability under applied electric field from 0 to 0.8 MV m�1 was confirmed.

4.2 Methods

4.2.1 Fabrication of microstructures on piezoelectric substrate and

magnetization state initialization

The multiferroic heterostructure consists of a (011) cut [Pb(Mg1/3Nb2/3)O3] 1 -

x - [PbTiO3] x (PMN-PT, x ⇡ 0.31) single crystal substrate (Atom Optics Co.,

Ltd, Shanghai, China). The piezoelectric coupling coefficient d33 of the substrates

is between 8001200 pC/N when poled in the [011] direction, and the d31 is -410

pC/N. 5 nm Ti and 50 nm Pt thin films are deposited on both sides of the 1 cm x 1
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cm ÃŮ 500 µm thick substrate as electrodes to actuate the substrate in a parallel

plate capacitor geometry. Electron beam lithography defines sub-micron features

in PMMA A2 resist onto the Ti/Pt surface. Prior to deposition, the PMN-PT

is electrically pre-poled in the out-of-plane direction with an electric field of 0.4

MV m�1. A 5 nm Ti adhesion layer and a 15 nm polycrystalline Ni layer were

deposited by e-beam evaporation using a CHA Solution electron beam evaporator,

with a deposition rate of 0.3 s�1. FeGa (20 nm) was deposited via magnetron

sputtering using an Ulvac JSP 8000 (base pressure less than 4 E-7 Torr) at 100

W and a sputtering pressure of 1.0 mTorr. Films were then patterned by a lift-off

process, leaving a continuous Ti/Pt layer covering the PMN-PT substrate and

sub-micron magnetic features defined on top of this metal layer.

Prior to applying an electric field through the substrate, magnetization states

in the ring and square microstructures are initialized by applying and subsequently

removing an in-plane external magnetic field (Hinit) of 0.5 T. The magnetic field

is applied in the direction bisecting the directions of the principal strain axes,

[100] and [01-1] of the PMN-PT substrate. After the removal of Hinit, the rings of

interest will form ’onion states’ [109, 72, 131, 73] with the two onion state domains

aligned along the direction of Hinit, as a result of competition between exchange

energy and demagnetization energy. Depending on the aspect ratio between the

ring width and ring diameter, the stabilized onion state has two forms of domain

walls: transverse or vortex. On the other hand, the microsquares will fall into a

full Landau state, or a partial Landau state due to physical imperfections [43, 63].

The direction of Hinit is so chosen in order to allow a 45� C deterministic rotation

of the initialized magnetic state, once the electric field is applied to the substrate

[109, 80]. A schematic of the sample with its setup is shown in Fig. 4.1.
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4.2.2 XMCD-PEEM for magnetic domain imaging

X-ray magnetic circular dichroism photoemission electron microscopy (XMCD-

PEEM) at beamline 11.0.1.1 of the Advanced Light Source of the Lawrence

Berkeley National Laboratory is used to image the magnetization contrast in

our magnetic structures. Apart from high resolution imaging, other advantages

of XMCD-PEEM include element-specificity and non-invasiveness during electric-

field sweeps [25]. For this study, XMCD-PEEM is mainly used to characterize the

initialized magnetization states in the Ni and FeGa microstructures of different

dimensions on PMN-PT at room temperature.

4.2.3 Nanomagnetic particle preparation

Superparamagnetic (SPM) beads with diameter of 0.6 µm and 2 µm (Spherotech,

Libertyville, IL) are suspended in distilled water in a 1.5 ml eppendorf tube. The

surface of the superparamagnetic microbeads is functionalized with streptavidin

to enable bioconjugation for future cell applications.

As shown by this part of the study, using the micro- and nanoscale SPM beads

is a powerful method to detect the location of the domain walls on a magnetostric-

tive microstructure based on the magnetic stray field emanating from it. When

methods such as XMCD-PEEM are not easily accessible, this alternative method

provides a lab-based tool to image the magnetic domain wall distribution in a

straightforward manner. With fluorescent beads, this method allows for imaging

with a large field of view where, in this case, arrays of microstructures can be

imaged simultaneously. Fig. 4.2 shows the normalized magnetic hysteresis loop

of the SPM beads 0.6 µm in diameter, measured by superconducting quantum

interference device (SQUID) magnetometry (Quantum Design MPMS 3). For

preparation, a drop of beads suspended in the solution was dried on a plastic chip

prior to the SQUID measurement.
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4.2.4 Trapping of superparamagnetic beads by stray field from Ni

and FeGa microstructures

Nanomagnetic particles provide a simple detection method of the magnetic stray

field of microstructures. The surface of the nanoparticles is functionalized by

different chemical groups to react with specific biological elements. In contrast

to conventional methods to detect magnetic domain wall at the nanoscale such

with XMCD-PEEM or magnetic force microscopy (MFM), this technique is highly

accessible, non-invasive and compatible with in vitro downstream applications.

SPM sub-micron sized beads were introduced to the patterned sample after

passivating the surface with pluronic F-127 to prevent non-specific interactions.

The beads were allowed to settle and sediment to the sample surface. Non-

magnetically attached SPM beads (i.e., non-specific adhesion) were washed off

with low flow rates. In the experiments with electric-field induced strain in the

PMN-PT, the SPM solution is applied at the center of the sample surface.

4.2.5 Electric-field-driven particle motion

Samples were initialized in an electromagnet and then mounted on a custom chip

carrier, after which a droplet of fluid containing SPM beads was placed on the

sample surface. Sedimentation and trapping of beads at magnetic domain walls

was observed. Upon confirmation of the bead capture, the voltage was increased

in steps of 40 V from 0 to 200 V, corresponding to a 0.0-0.4 MV m�1 electric

field within the piezoelectric PMN-PT substrate. When an electric field is ap-

plied to the substrate, the induced strain will alter the magnetic energy landscape,

which determines the preferential magnetization direction in either the Ni or FeGa.

When a sufficient strain is applied, the magnetization states in both magnetostric-

tive materials will be modified. Since the magnetostriction coefficients, � s, of Ni

and FeGa have opposite signs, the easy axis in Ni will be reoriented towards the
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compressive strain direction [100], while the easy axis in FeGa will be reoriented

towards the tensile strain direction [01-1] of (011)-cut PMN-PT.

4.2.6 Optical microscope and Fluorescent microscope imaging and

data analysis

The device was viewed using an inverted microscope Nikon Ti-U (Nikon, Melville,

NY) illuminated by a mercury arc lamp with 40x and 100x objectives. Fluores-

cent SPM nanobeads captured on a magnetic array were imaged with a CCD

Coolsnap HQ2 camera (Roper Scientific, Evry, France). Images were processed

by NIS Elements software (NIS-Elements Package Ver. 4.00, Nikon) to locate in

high resolution the trapping location on the domain wall. High-speed videos of

microstructures to capture Brownian motion and electric-field-driven motion ex-

periments were recorded using a Fastec IL3 high-speed camera at 1000 frames per

second under bright field illumination.

4.2.7 Microfluidics integration

A PDMS device was fabricated with standard soft-photolithography to form a

channel (H = 100 µm, W = 0.5 cm, L = 0.5 cm), as shown in Fig. 4.2. The mas-

ter wafer was patterned with KMPR 1050 (Microchem Corp., Woburn, MA, USA).

PDMS (Sylgard 184, Dow Corning, Midland, MI, USA) was mixed with a curing

agent at a 10:1 weight ratio. The mixture was poured onto the master wafer and

degassed to remove air bubbles. The PDMS was cured at 100 �C overnight. Mi-

crochannel devices were cut out and aligned on the surface of Ni/(001)-PMN-PT

and FeGa/(001)-PMN-PT multiferroic heterostructures after an inlet and outlet

were punched connecting to upstream and downstream portions of the channel.

The bonded microchannels are capable of steering the flow and perform washing

steps to test multiple SPM bead trapping events on the same device. Fig. 4.3
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shows the integration of the microfluidic chip on the surface of the magnetoelectric

device.

4.2.8 Cell viability test

Jurkat leukemia cells (ATCC, Manassas, VA) were grown in RPMI 1640 media

containing 10 % fetal bovine serum (Invitrogen, Carlsbad, CA). Cells are cultured

at 37 �C in a humidified atmosphere of 5% CO2. Cell viability is determined by

Calcein AM green fluorescence stain (Thermo Fisher, Waltham, MA).

4.3 Results and discussion

4.3.1 XMCD-PEEM imaging of the microstructure arrays and local-

ized fluorescent bead trapping

Upon removal of the initializing magnetic field (Hinit), Ni and FeGa rings relaxed

into onion state domains while squares relaxed into Landau states due to en-

ergy minimization between exchange and demagnetization contributions. XMCD-

PEEM characterized the domain configuration in the microstructures by spatially

resolving the magnetization contrast, where black and white indicate the mag-

netic orientation pointing to the right (0�) or to the left (180�), respectively, in

the figures below.

Fig. 4.4a displays the XMCD-PEEM images of Ni microstructures at initial-

ization, showing onion states in rings. Fluorescent SPM micro- and nanobeads

are used to pinpoint the location of the onion state domain walls, which are local

sources of magnetic stray field, and bead trapping locations using the same mag-

netic initialization protocol as used for the XMCD-PEEM samples. As an overlay

of bright field and fluorescent microscope images, Fig. 4.4b presents arrays of

Ni rings of outer diameters 2 µm - 6 µm capture fluorescent beads at the DWs
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location of the onion state. A series of time-lapse images of an array of Ni rings

with OD of 4 µm, and w of 350 nm capturing beads is shown in Fig. 4.4c.

Fig. 4.3d shows the XMCD-PEEM images of Ni square forming a Landau flux-

closure state with four triangular domains (magnetic vortex state [18]). Although

the Landau state forms to minimize the demagnetization energy, the magnetiza-

tion at the center of such vortex state points out of the plane to avoid drastic

increase in exchange energy. Both Hall micromagnetometry and micromagnet-

ics simulation studies on Landau state by Breitenstein et al [16] suggested that

the z-component of the stray field from the vortex core with a few nm in size

becomes completely masked by the stray field from the domain walls from the

four triangular domains at around 90 nm in their permalloy squares of 2 µm in

length and 20 nm in thickness. This helps to explain that with magnetic parti-

cles with diameter more than 0.5 µm, the trapping by the vortex core with only

a few nanometers in diameter and limited z-direction stray field range was not

observed. Instead, consistent trappings occur at multiple corners of the squares

(see Fig. 4.4e), indicating the partial flux-closure domain state produces high

stray fields at the corners. Furthermore, according to a recent XMCD-PEEM

study based on Ni microsquares on PMN-PT [18], the squares do not always form

’perfect’ flux-closure Landau state (see Fig. 4.4d). Fig. 4.4f shows the time-lapse

images of a square of 2 µm in length capturing a bead at the corner. Combined

with the bead trapping experiment, it can be observed that the initialized mag-

netic vortex state produces strong stray field at the corners of the squares. Such

partial closure domain occurs due to several reasons: (1) physical imperfections of

the fabricated micron scale structure with 15-20 nm in thickness, and (2) initial

non-uniform magnetic uniaxial anisotropy could also contribute to the deviation

from a perfect Landau state.

When no flow is applied and particles are simply allowed to sediment, high-

speed camera footage of the trapping event shows that motion stops quickly upon
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interaction of the particle with the domain wall of a Ni ring, confirming the strong

magnetic interaction between the bead at the domain wall that has sufficient en-

ergy to overcome thermal energy. In particular, prior to the moment of capture,

the particle moves randomly (see Fig. 4.5, suggesting that the observed motion

is from Brownian diffusion and/or environmental vibration. The sudden decrease

of the amplitude of this motion upon encountering the domain wall and its fail-

ure to reoccur thereafter must be from a localized pinning potential the particle

experiences, in this case due to the magnetic field gradient from the domain wall.

To investigate whether higher magnetostrictive FeGa microstructures follow

similar paradigm of Ni microstructures, microstructures of similar dimensions are

also examined. Fig. 4.6a shows the XMCD-PEEM images of individual FeGa

rings with outer diameters (OD) of 6 µm, 4 µm, and 2 µm, and widths (w) of 300

nm, 350 nm and 300 nm, respectively. With the desired onion states confirmed

by XMCD-PEEM, fluorescent SPM micro- and nanobeads are used to confirm

the one-to-one correspondence between the location of the onion state domains

(see Fig. 4.6b). For FeGa squares of 2 µm in length, the beads are observed

to be trapped on the corners, as shown in Fig. 4.6c. Fig. 4.7 shows the time-

lapse images of an array of FeGa rings capturing beads, along with the process of

bead capturing by the rightmost No. 3 ring. The three rings shown here have a

diameter of 2 µm and width of 300 nm.

4.3.2 Strain profile characterization

Previously, Sohn et al [5] demonstrated the morphotropic transformation when

PMN-PT transitioned from rhombohedral to orthorhombic in (011)-cut PMN-

PT, inducing a large, nonlinear strain jump to the substrate at 0.5 MV m�1

[5]. The transformation initiated abrupt particle motion to a full 45� rotation

instantaneously. This study focuses on a PMN-PT with a different composition,

resulting in a linear strain profile with electric field, as shown in Fig. 4.8. The

68



strain profile was measured by attaching a biaxial strain gauge onto the surface of

the sample. As we apply electric field of various magnitudes, the induced strain

will result in a change in the electrical resistance that is proportional to the strain

magnitude. With a linear strain profile, we expect a smoother modulation of the

magnetic particle position along the perimeter of the ring as the electric field is

applied across the substrate.

4.3.3 Electric-field-driven particle displacement

Though electronically actuated particle motion in multiferroic heterostructures

like these has been demonstrated previously using PMN-PT substrates with a

nonlinear strain response [5], actuation using linear strain response is more desir-

able due to the potential for controllable, continuous particle motion. Due to the

linear strain, within a certain range of applied fields the particle displacement is

also expected to be proportional with respect to the electric field. However, as

the magnitude of the strain response is lower in these linear strain samples, it was

necessary to demonstrate that actuation of domain wall motion is still possible at

nondestructive electric field strength. To this end, stepwise voltage was applied

to PMN-PT substrate with Ni microstructures after particle trapping.

Successful, electrically driven continuous particle motion was observed for par-

ticles trapped on Ni rings, wherein a trapped magnetic particle rotated through

several intermediate angles as the applied voltage was increased until aligned with

the compressive strain axis [100] of the PMN-PT substrate (see Fig. 4.9). No other

motion of the trapped particles during this process was observed, including any

reoccurrence of the random diffusive motion described above, suggesting that the

particles remain trapped during the domain wall motion. This distinguishes these

motions from the large, nonlinear strain-mediated displacements observed in Sohn

et al [5], in which the particles were moved in one step or even ejected from the

domain wall due to the sudden DW rotation.
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Interestingly, however, magnetic beads trapped at the corners of the squares of

2 µm, either in Ni or FeGa, remain stationary after the application of electric field,

with an example of a Ni square shown in Fig. 4.10. Lo Conte et al [18] has recently

reported more details of electrical-field induced domain state change in Ni 2 µm

squares. One explanation is that as the magnetic vortex state (Fig. 4.10a left)

becomes a two-domain state whose domain wall aligns with the compressive strain

axis in [100], the high energy density of the magnetic stray field still exists at the

diagonal corners of the square. Taking into account the non-uniformly distributed

strain in the substrate and imperfections from fabrication, the domain wall of the

two-domain state does not always overlap perfectly with the diagonal of the square,

leading to the locations of the bead trapping laying slightly away from the corner

of the square. However, compared to the particle motion with respect to the ring,

the particle captured by the corner of the square stabilizes at the same location.

The different responses of magnetic particles to the two different geometries of

the microstructures suggest a way to pattern various microstructures on the same

device with different degrees of freedom for strain-mediated particle control, when

compared to micropatterned magnetic arrays without such multiferroic control.

4.3.4 Cell viability on magnetoelectric devices

To investigate the cell viability [111] on the magnetoelectric devices with applied

electric fields up to 0.8 MV m�1, live Jurkat cells are stained with Calcein AM

green fluorescent dye. Cell membrane damage causes the green dye to escape,

indicating cell death. Stained cells were settled on the Pt electrode covering the

PMN-PT substrate. Cells remained viable when voltage was applied up to 400

V, corresponding to an electric field of 0.8 MV m�1 (Fig. 4.11). This indicates

cytocompatibility of the platform for in vitro cell biomedical applications while

actuating a magnetoelectric device with adequate packaging.
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4.4 Summary

In summary, we have demonstrated the trapping of sub-micron magnetic particles

by magnetostrictive Ni and FeGa microstructures at specific locations, including

onion state domain wall of the ring structures, and partial flux-closure domain

at the corner of squares. XMCD-PEEM shows the magnetic domains in both

Ni and FeGa microstructures, while optical and fluorescent microscope captures

how the beads interact with the domain walls, highlighting an alternative non-

destructive method of indirectly visualizing the domain wall locations in these

magnetostrictive microstructures. The linear strain response when electric field

is applied through the thickness of the PMN-PT substrate enables a steady and

continuous translational movement of the magnetic bead to the newly electrically

introduced magnetic easy axis. The cytocompatible device provides a promis-

ing pathway to develop multiplex particle and cell manipulation platforms with

sub-micron precision.
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Figure 4.1: Schematic of the sample and the relative orientations between the initial field
direction and the PMN-PT principal strain axes. After the initialization field, Hinit, is removed,
an electric field is applied through the thickness of the ferroelectric PMN-PT via the top and
bottom electrodes made of Pt thin films, inducing a differential in-plane strain.

Figure 4.2: Magnetization hysteresis loop measured by SQUID magnetometry for a suspension
of the superparamagnetic nanobeads (600 nm in diameter) used for the fluorescent imaging.

Figure 4.3: Microfluidic chip integrated on the top surface of the magnetoelectric device.
Arrays of magnetostrictive micropatterns are located at the center of the device, viewed by
optical microscopy.
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Figure 4.4: Fluorescent beads of 0.6 µm (green) trapped and localized on the magnetic domain
walls of the Ni microstructures. (a) XMCD-PEEM images of Ni rings. (b) Overlay of bright
field and fluorescent microscope images of fluorescent beads coupled to rings of 6 µm, 4 µm, and
2 µm in diameter. (c) Time-lapse images of 4 µm Ni rings capturing fluorescent bead (0.6 µm
in diameter) in the microfluidic channel, corresponding to the location of the DWs of Ni rings,
as shown in the PEEM images. (d) XMCD-PEEM images of Ni squares with 2 µm in length.
(e) Overlay of bright field and fluorescent microscope images of fluorescent beads captures at
the corners of 2 µm squares. (f) Time-lapse images of FeGa squares of 2 µm in length capturing
fluorescent bead at the corner. Dashed circle highlighted the position of the fluorescent bead.

Figure 4.5: (a) Representative particle trapping event in the absence of flow (1 µm particle,
4 µm diameter ring. Left: particle path overlaid on image of 4 µm Ni ring. (b) Particle
displacement relative to position at time 0 (Euclidean distance) vs time over the course of the
trapping event. Trapping occurs around 1.5 s and most random motion ceases.
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Figure 4.6: (a) Initialized onion states in polycrystalline FeGa rings of varied width and
diameter, with a thickness of 20 nm, observed by XMCD-PEEM. (b) Rings of various sizes in
(a) trapping fluorescent nanoparticles via the magnetic stray field emanating from the onion
state domain. (c) Squares of 2 µm in length trapping fluorescent particles on the corners.

Figure 4.7: Time-lapse images of 2 µm ring (No. 3) capturing a fluorescent bead in the
microfluidic channel, corresponding to the location of the DWs of FeGa rings, as shown in the
PEEM images. Ring No. 1 and No. 2 have captured beads prior to No. 3. All the three rings
trapped beads locally along the x direction, in which Hinit was applied.
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Figure 4.8: (a) Magnetoelectric device is mounted on a leadless chip carrier (LCC), and a
biaxial strain gauge is mounted on the surface of the device for strain profile characterization.
(b) Linear strain response along the [01-1] and [100] directions of the PMN-PT substrate to the
applied electric-field is measured using the strain gauge.

Figure 4.9: Continuous magnetic bead movement, driven by applied electric field to the PMN-
PT with linear strain response, along the perimeter of the Ni ring, 4 µm in diameter and 600
nm in width, captured by optical microscope. The diameter of the bead is 1 µm.
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Figure 4.10: (a) XMCD-PEEM images of a Ni square with a magnetic vortex state at zero
electric field, and evolves into a two-domain state at 0.36 MV m�1, (b) a Ni square of 2 µm
in length trapping fluorescent beads on the corners before and after applying voltage and (c)
Sample orientation with respect to the initialization magnetic field direction.

Figure 4.11: Viability test on multiferroic heterostructure platform using Calcein AM stain (a)
stained viable cells, (b) stain leakage of damaged cells, (c) before applying voltage and (d) after
ramping up the voltage to 400 V applied to the top and bottom electrodes, with corresponding
electric field up to 0.8 MV m�1, the cells are viable for downstream bio-applications.
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CHAPTER 5

Programmable Single Domain Terfenol-D

Micromagnets for Single-cell Manipulation

5.1 Introduction

Sorting engineered cells with unique properties or functions from a larger popu-

lation is a promising method to improve the function of cell therapies [40, 39].

Cells can be imbued with magnetic properties by binding specific cell membrane

proteins with functionalized superparamagnetic particles [87]. Once functional-

ized, an external magnetic field (B) can remotely control the bulk migration of

magnetically labeled cells in complex fluids (e.g. blood) [116]. This approach

has allowed for separating specific subpopulations of cells from a mixture based

on surface antigen expression. However, surface antigen expression alone may

not uniquely define cells in a functional manner of importance to new single cell-

based assays. For example, a single-cell possesses many other medically relevant

phenotypic properties like the level of cell receptor expression and kinetics [101],

cytokine secretion [89], cell-cell interactions [114] and phosphorylation state of

signaling pathways [10]. Thus, there is a need to individually select the best per-

forming cells based on multiple phenotypes. To achieve this, programmable and

localized control of a magnetic array is needed to individually manipulate cells

based on different phenotypes.

A bulk external magnetic field (B) with a high field gradient is unnecessary

for cell localization and can be detrimental for accurate control. Only a few
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micrometers of attractive magnetic field are needed to hold micrometer-scale la-

beled magnetic particles on a cell membrane. For bulk fields, the long-range

magnetic bulk migration of cells causes cell clumping and aggregation preventing

single-cell separation and release for downstream analysis. In addition, external

magnetic field (B) inhomogeneity over larger distances can inhibit the ability to

array single-cells in a 2D space to image and analyze the phenotypic heterogeneity

between individual cells. Coupling soft magnetic elements with a bulk field can

improve single-cell localization, but large-scale inhomogeneous magnetic field gra-

dients (B) still lead to non-uniformity in arraying cells [22]. This also causes cells

to be held with different magnetic forces which hinders the ability to uniformly

and precisely control specific single-cell release using other non-magnetic compet-

ing forces (e.g. hydrodynamic, optical, acoustic, electrical). Lastly, the presence

of a bulky permanent magnet or electromagnets hinders real-time imaging and

phenotypic profiling for a visually controlled cell sorting decision [95].

The need for an external magnetic field (B) to magnetize ferromagnetic ele-

ments can be overcome by using magnetoelastic materials with strong and tunable

intrinsic magnetic properties at the micro/nanoscale [102]. Magnetoelastic ma-

terials have been extensively studied in the past decade for a broad range of

energy-efficient applications, including non-volatile memory [13], actuators [136]

and transducers [49], but have never been explored for cell manipulation appli-

cations. Stray fields (Hs) associated with single magnetic domains can be set at

the microscale by an initialization field (Hinit) replacing inhomogeneous external

magnetic fields (B). However, highly localized stray fields associated with typical

single magnetic domains nanostructures are too small and weak for magnetic par-

ticle capture alone (Table 3). Microstructures of magnetoelastic materials form

multi-domain state [41] and yield non-uniform magnetic flux near microstructures.

Larger single domain states (> 1 µm) can be more effective for magnetic trapping

and manipulation due strong ( 1 Mr) uniform stray field (Hs) (Fig. 5.1), but
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have been unachievable with current magnetoelastic microstructures.

This work demonstrates the largest effective single domain ever reported in

magnetoelastic Terfenol-D microstructures. The magnetically initialized single

domain in Terfenol-D is 10 fold larger than previous studies with a remnant mag-

netization Mr of 0.85 the saturation magnetization Ms, exhibiting a coercivity 100

fold larger than that of soft magnetic elements like Permalloy. These enhance-

ments of magnetic properties lead to the independence from external magnetic

field (B) with a strong localized stray field (Hs) trapping of 2.5 µm from the mi-

crostructure surfaces. Highly localized and uniform magnetic fields around each

microstructure enabled coupling of external hydrodynamic forces to specifically

control cell release from stable and cytocompatible Terfenol-D micromagnetic cell

traps. This technology introduces a new level of capability to magnetic cell sort-

ing through the precision control of magnetic field direction and magnitude using

precisely manufactured micro-magnets. More importantly, it paves the way to

high-throughput multiferroics-based cell sorting driven by localized electrically

induced strain, to modulate magnetic field in an addressable manner across a

parallel array of microstructures.

5.2 Results and discussion

5.2.1 Terfenol-D single domain micromagnets

Terfenol-D (Tb0.3Dy0.7Fe1.92) microdisks are highly coercive with 0.23 T of coer-

civce field and 710 and 600 emu/cc of saturation (Ms) and remanent (Mr) magne-

tization, respectively, as measured by the superconducting quantum interference

device (SQUID) (Fig. 5.2b). Single domain states were imaged for 3 µm Terfenol-

D microdisks after being saturated with an in-plane magnetic field Hinit of 0.5

T. Terfenol-D microdisks formed single domain magnetic states at remanence in

both 3 µm and 20 µm disks. Magnetic Force Microscopy images (MFM) of 3
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µm disks yielded evidence of single domain, (Fig. 5.2a). Similarly, using X-ray

magnetic circular dichroism photoemission electron microscopy (XMCD-PEEM),

we visualized effective single domain states in individual 20 µm Terfenol-D mi-

crodisks (Fig. 5.2c). Some magnetic moments are slightly canted away in-plane

from the initialization field direction, as indicated by the grey grains in the PEEM

micrographs of the disks, while the entire disk functions collectively as a single

domain for particle and cell trapping purposes. Other magnetoelastic materials

break into multi-domain state (right side) around 1 µm in diameter (Fig. 5.3,

table 3).

5.2.2 Single domain uniform micromagnetic trapping

Real-time imaging of micro-particle capture/release dynamics is enabled by pat-

terning Terfenol-D microstructures on transparent sapphire (Fig. 5.4s). Mag-

netic particles without an external magnetic field (B) were specifically attracted

to the x-axis poles stray field (Hs), the direction of initialization of Terfenol-D

microstructures, with saturation magnetic field (Hinit = 0.5 T) (Fig 5.4b). In

contrast to multi-domain FeGa of the same microstructures, Terfenol-D exhibit

precise and symmetric localization of magnetic particles (Fig. 5.5). Uniform mag-

netic localization and trapping are observed across the micropattern (Fig. 5.6).

Presumably this is due to single domain state that is lacking in FeGa. Stray field

(Hs) trapping surface space r(✓) can be tuned by disk diameter to control forces

around the targeted single-cell size. Functional and similar behavior of uniform

and localized single domain trapping in a variety of thin film microstructure geom-

etry proves the ability of manufacturing micro-magnets with consistent uniform

single domain field in any arbitrary microstructure (Fig. 5.7).

The stray field (Hs) attracts suspended magnetic particles within 2.5 µm from

surface of the magnetized poles of Terfenol-D microdisks (Fig. 5.8a). Micro-

particles exhibit random Brownian motion then exponentially accelerate towards
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the magnetic pole and settle in the magnetization axis (✓ = 0)(Fig. 5.8b). To cre-

ate a functional trapping array, distance between two neighboring microstructures

should be larger than stray field range of influence. Small gaps (<5 µm) in the

microarray, where interference occur between stray fields (Hs) from neighboring

microdisks, leads to low particle trapping and accumulation (Fig. 5.8c). At suf-

ficient gap distance, dipole interactions are more pronounced in which magnetic

beads (diameter < 5um) formed chains and bridges between magnetized axes of

Terfenol-D disks (Fig. 5.8d).

5.2.3 Single-domain magnetic localization

Another unique property of magnetoelastic single domain Terfenol-D microstruc-

tures is the ability to precisely program or tune magnetic trapping location by

changing the initiation magnetization Hinit(✓) axis. Magnetic particles in flow

are trapped on the programmed y-axis and a diagonal line (✓=45 �) separately

on all Terfenol-D microstructures with high precision. (Fig. 5.9). Programmed

micro-trapping locations can be utilized to attach two different particles on one mi-

cromagnet with two magnetization steps. After nanoparticles are localized along

the initial magnetization x-axis (✓=0 �) (green fluorescence), the same sample is

later magnetized again along the y-axis (✓=90�). While nanoparticles from the

previous step remain attached, other particles that are added in the second step

(orange fluorescence) are localized along the y-axis, in close proximity (1 µm away

from the first nanoparticle) (Fig. 5.10).

In the presence of an external permanent magnet, micromagnetic particles are

moved toward the external magnetic field (B), but once it enters the micropattern

region, it dramatically change their trajectory toward the magnetized poles of the

Terfenol-D microdisk (Fig. 5.11). Trapped particles are not removed outside the

programmed trapping domain of the microdisk by external field of the permanent

magnet, which demonstrates the dominating high coercivity of the programmed
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Terfenol-D micropattern over the limited influence external magnetic field (B).

However, micromagnetic particles are instantly detached and reassembled back to

their programmed magnetized locations when disturbed by a water drop. This

demonstrates uniform and strong magnetic stray field (Hs) near its surface and

the capability to couple external non-magnetic forces to tune particle release from

the programmed micro-location, which is discussed in the next section.

5.2.4 Programmable multiferroic magnets for particle and cell cap-

ture/release

Uniform and localized magnetic particle binding force (Fm) is held constant across

the single domain Terfenol-D microarray, which is key to array addressability.

Overlaying a competing external non-magnetic force to one magnetic microdisk

enabled selective particle and cell release from the microarray while others are still

attached. An experimental demonstration of magnetic particle/microstructure

stray field (Hs) interference by external hydrodynamic drag force (Fd) at dif-

ferent flow conditions show three stages of particle capture, tumble and release

on Terfenol-D micropattern (Fig. 5.12). (1)- magnetic particles are captured

or maintained on Terfenol-D microdisks when magnetic binding force dominates

over hydrodynamic drag (Fm > Fd). (2)- when the magnetic binding force and

hydrodynamic drag are similar (Fm ⇡ Fd) at higher flow rates, magnetic particle

tumble or jump between Terfenol-D trapping regions with a short stop (i.e. bind-

ing time) on the magnetized axis. The average binding time of the particles on

the Terfenol-D disk decrease at higher flow rates as particles move faster across

the magnetic trapping domain. (3)- lastly, when hydrodynamic drag dominates

over magnetic binding force (Fm < Fd = 14 pN), magnetic beads are released

instantly with limited stray field (Hs) influence of the downstream neighboring

disks in Terfenol-D micropattern (Fig. 5.13a). Interestingly, the magnetic binding

forces of different size beads (2.8 and 9.1 µm) were very similar (Fig. 5.13b). This
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result is explained by the uniform decay of the low stray field gradient (Hs) (2.5

µm), which interacts with similar magnetic content regardless of the particle size.

Magnetic cell capture by Terfenol-D microdisks (20 µm) with large surface

stray field (Hs) are used to match the same size scale of single-cells (average

diameter = 10 µm) to array one cell per micromagnet (Fig. 5.14a). Cells were

uniformly arrayed and precisely captured on the magnetization axis poles of the

microstructures. Centroids of cells on microdisks without clumping. To trap

large cell clusters, we switch the magnetization axis to align them between two

microdisks gaps. To test selective cell capture/release in flow, cells were captured

by Terfenol-D micropattern with flow conditions where magnetic binding force

dominates over hydrodynamic drag (Fm > Fd) (Fig. 5.14b). Then higher flow

condition are applied (Fm < Fd) were all captured cells are uniformly released.

Captured cells are cultured and grown on fabricated Terfenol-D disk arrays that

prove cytocompatibility for selective cell expansion for downstream cell therapy

applications (Fig. 5.14c). The utility of capture/release goes beyond cells, as

encapsulated cell droplet captured and released. Lastly, single-particles and cells

were released from Terfenol-D micro-magnets on pmn-pt substrate by voltage

induced strain (Fig. 5.15).

Autonomous and tunable magnetic trapping via single domain microstructures

enables uniform single-cell captures and release in large arrays. This finding enable

visually controlled selective cell expression of multiplexed medically relevant prop-

erties, and individually release and expand cell lines that show high performance

phenotypic properties.
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5.3 Methods

5.3.1 Film deposition and micropatterning

Terfenol-D thin films were deposited by DC magnetron sputtering using a Tb0.3

Dy0.7 Fe1.92 (Terfenol-D) alloy target obtained from TdVib LLC. USA. The fol-

lowing process parameters were used for the Terfenol-D deposition onto a 100 mm

diameter Silicon (100) wafer and a 50 mm diameter (0001) sapphire wafer. The

sputtering parameters are 250 Watts of sputtering power, substrate-to-target dis-

tance of 5.5 cm, Ar gas pressure of 5 mTorr, and a substrate temperature of 250
�C. Prior to the Terfenol-D deposition, 10 nm thick Tantalum metal (Ta) was de-

posited onto the substrates as a barrier layer and after the Terfenol-D deposition,

4 nm thick Ta was deposited as a protective layer to avoid oxidation. Follow-

ing Ta deposition, the film was post-annealed in-situ at 450 �C for 4 hours at

chamber pressure below 5 x 10-6 Torr. Terfenol-D micropatterns were fabricated

using a conventional photolithographic method. The process consists of (i) spin

coating of negative photoresist AZ nLOF 2020 on the Ta capping layer, (ii) UV

exposure using Karl Suss mask aligner to transfer the pattern (3 and 20 micron

diameter disks) from the mask onto the thin film by hardening the photoresist,

(iii) development of the photoresist with AZ MIF 300 developer by dissolving the

unexposed soft photoresist, (iv) loading the film with hardened photoresist into

STS-AOE etcher to etch away the unexposed film with Ar ions. The etched films

were ultrasonicated in acetone to remove the photoresist.

5.3.2 Scanning electron microscopy imaging (SEM) and Magnetic Force

Microscopy (MFM)

The micrographs of the arrays of Terfenol-D microdisks were acquired by a Hitachi

S4700 scanning electron microscope (SEM). The magnetization state of the 3 µm

disks was characterized with magnetic force microscopy (MFM), using a BRUKER
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ICON Magnetic Force Microscope where the tip was raised 50 nm away from the

sample surface, and with a 75KHz.

5.3.3 Magnetic hysteresis loop: Superconducting quantum interfer-

ence device (SQUID)

The room temperature in-plane magnetization versus applied magnetic field plot

for the crystallized Terfenol-D film using SQUID magnetometer procured from

Quantum Design, USA. The measurements are made by sweeping between -1

T and 1 T. The magnetic hysteresis loop measured by SQUID for the etched 3

µm disk arrays has a saturation magnetization Ms of 810 emu/cc, close to the

bulk Terfenol-D Ms of 800 emu/cc. This suggests that the hybrid crystallization

process, substrate temperature and post annealing produce a reasonable Ms. The

square hysteresis loop suggests a relatively hard magnetic material with (Mr/Ms)

of 0.85. The coercive field value is 2300 Oe, suggesting a hard magnetic material

which is not representative of the soft bulk Terfenol-D. The large coercivity and

remanence values are largely attributed to the intrinsic residual stresses that arise

during the deposition process. While there is a small contribution from the thin

films shape anisotropy this is insufficient to produce the large values measured.

The residual stresses produce a large magnetoelastic induced in-plane easy axis

producing both high coercivity and high remanence.

5.3.4 Magnetic domain imaging by X-ray magnetic circular dichroism

photoemission electron microscopy (XMCD-PEEM)

The magnetization orientations in Terfenol-D microstructures were characterized

by x-ray magnetic circular dichroism photoemission electron microscopy (XMCD-

PEEM) at beamline 11.0.1 of the Advanced Light Source, Lawrence Berkeley

National Laboratory. Prior to imaging, the sample was plasma etched in-situ
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in the vacuum chamber by Argon for an hour to etch off the 4 nm Ta capping

layer which prevents the Terfenol-D microstructures from oxidizing. The sample

was subsequently transferred into the PEEM chamber from the etching chamber.

The x-ray absorption spectrum (XAS) of Fe was acquired by scanning the photon

energy in the range of 695 to 730 eV. The measured XAS matched that of unox-

idized Fe, implying the Ta capping layer protected well the reactive Terfenol-D

microstructure. The x-ray energies were then tuned to the energies of Fe L3 (706.9

eV) and L2 (719.9 eV) absorption edges, respectively. Two images were taken at

the same location for each absorption edge energy by left and right circularly

polarized x-ray. A numerical division of the two images pixel by pixel provided

the XMCD-PEEM image. In addition, the XMCD-PEEM images were also taken

at the energy of Tb and Dy M5 edge to confirm the coupling behavior between

the elements and ferrimagnetic behavior of Terfenol-D. The measurements were

performed in vacuum at room temperature with no external magnetic field.

5.3.5 Microfluidic device integration

Two microfluidic devices were designed to charachterize trapping regions of Terfenol-

D microstructures and to perform indirect measurement of magnetic binding

forces of stray field (Hs). A PDMS microchannel is fabricated with standard

soft-photolithography and replica molding described previously. PDMS (Sylgard

184, Dow Corning, Midland, MI, USA) was mixed with a curing agent at a 10:1

weight ratio. The mixture was poured onto the master wafer and degassed for

one hour to remove air bubbles then cured at 100 �C overnight. Microchannel

devices were cut out and aligned on the surface of Terfenol-D micropattern on

sapphire. All surfaces are passivated to prevent non-magnetic binding or adhe-

sion with surfactant (Pluronic F127). Magnetic beads with diameter of 0.4-9.1

µm (Spherotech,Libertyville, IL) are suspended in distilled water. Magnetic mi-

crobeads surface is functionalized with fluorescent dye to enable localization of
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beads on Terfenol-D microdisks.

5.3.6 Microscopy imaging and image analysis

The device is viewed using an inverted microscope Nikon Ti-U (Nikon, Melville,

NY) illuminated by a mercury arc lamp with 4x - 100x objectives. Fluorescent

micro and nanobeads captured on a magnetic array were imaged with a CCD

Coolsnap HQ2 camera (Roper Scientific, Evry, France). Images were processed

by NIS Elements software (NIS-Elements Package Ver. 4.00, Nikon) then analyzed

by an in-house MATLAB code to overlay fluorescent images of beads distribution

on Terfenol-D microdisks.

5.3.7 Cell Culture and labeling

Jurkat leukemia cells (ATCC, Manassas, VA) were grown in RPMI 1640 media

containing 10 fetal bovine serum (Invitrogen, Carlsbad, CA). Cells are cultured

at 37�C in a humidified atmosphere of 5 %CO2. Cell viability is determined by

Calcein AM green fluorescence stain (Thermo Fisher, Waltham, MA). Cells are

then cultured on the surface of fabricated Terfenol-D disks in media.

5.4 Summary

A precise control of magnetic fields at the microscale can enable interfacing at the

scale of cellular and molecular biology. We demonstrate patterned microstructures

of a magnetoelastic material, Terfenol-D with the largest magnetically initialized

single domain state. Terfenol-D microstructures controlled the localization of

magnetic particles with sub-micron precision. Magnetically labeled cells were also

captured without an external biasing magnetic field. Magnetic cell separation and

manipulation based on control of individual micro-magnetic elements in an array
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can provide a platform for parallelized cell sorting based on complex phenotypes.
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Figure 5.1: Schematic of single-domain magnetics potential upgrade in bio-applications preci-
sion and control at the micro-scale. Single-domain size limit (left side) of magnetically initialized
magnetoelastic material. Terfenol-D has the largest single domain state (20 µm). Single-domain
stray field (red dotted lines) are strong, uniform and tunable to magnetically control a wide
range of cell sizes. Other magnetoelastic material breaks in multi-domain state (right side)
around 1 µm in diameter.
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Figure 5.2: Magnetic characterization of Terfenol-D microstructures. (A) Terfenol-D mi-
crodisks on Si 50 nm thick, diameters of 3 µm and 20 µm) show single domain configuration
with Magnetic force microscopy imagin.(B) Magnetic hysteresis loop of the Terfenol-D disks of
3 µm in diameter shows large saturation magnetization of 780 emu/cc and a coercivity of 0.23
T, as measured by SQUID. A large fraction of the magnetization is retained upon the removal
of saturation magnetic field. (C) The x-ray absorption spectrum with the Fe edges confirms
the non-oxidized state of the Terfenol-D microstructure. The XMCD-PEEM image is acquired
after in-situ etching that removes the 4 nm thick protective Ta layer on the Terfenol-D. Magnetic
contrasts taken by PEEM at the elemental absorption edges of all three elements (Tb, Dy, Fe) in
the Terfenol-D confirm the single domain configuration in the 20 µm Terfenol-D microstructures.
The black contrast indicates the magnetization is pointing along the +x direction; the white
indicates the magnetization is pointing in the -x direction. The entire disk functions nearly as
a magnet with single domain.
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Figure 5.3: An example of single domain and multi-domain in disks at relaxation, simulated
by mumax micromagnetics modeling . B.XMCD-PEEM micrographs of magnetoelastic disks of
2 um in diameter, and 20 nm in thickness (polycrystalline Ni, Fe81Ga19 and Co40Fe40B20).
Compared to polycrystalline Terfenol-D disks with single domain on the micron scale, these
microdisks already exhibit multidomain behavior at 2 um in diameter, implying the domain
configuration in even larger structures including disks will fall into multidomains.

Figure 5.4: Microfluidic device integration with magneto-elastic microstructurs substrate.
(A) Microfluidic channel integration with Terfenol-D micropattern on sapphire substrate to
visualize magnetic beads (fluorescent label : green) trapping. (B) Before (left) and after (right)
magnetic bead (fluorescent label : red) localization on the x-axis poles on different Terfenol-D
microstructures.
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Figure 5.5: Uniform single domain trapping vs non-uniform multi-domain trapping. Heat map
of beads trapping locations on magnetically initialized (x-axis) Terfenol-D (TdDyFe) (right) and
Galfanol (FeGa) (left) of 10 and 20 µm disks. Magnetic beads are trapped only on the x-axis
poles of the Terfenol-D while scattered around the x-axis poles of FeGa.

Figure 5.6: Uniform localized stray field gradient of Terfenol-D magnetostrictive microstruc-
tures. Fluorescent nanomagnetic particle (green) capture with high trapping rate and precision.
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Figure 5.7: Magnetic bead trapping maps on Terfenol-D and Galfenol microstructures 20,
10, 5, 3 µm disks, 10 µm square, x=3 µm and y=6 µm vertical ellipse and finally x=6 µm
and y=3 µm horizontal ellipse. Fluorescent images of labeled magnetic beads of more than 20
microstructures are overlaid and analyzed. Contour plot darker red regions correspond to high
magnetic beads trapping region and lighter areas depicts low trapping regions. This exhibits
precise localization and magnetic trapping of single domain Terfenol-D over various thin film
structures.
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Figure 5.8: Stray field magnetic trapping range from the surface of the the Terfenol-D mag-
netized poles. (a) Magnetic bead trapping trajectory around Terfenol-D show a transition from
random brownian motion to particle displacement towards the magnetized pole of the microdisk.
This suggests the effective trapping region of stray field is (2.54 µm).(B) Magnetic particle trap-
ping trajectory show particles accelerating towards the magnetized poles before trapping (scale
bar = 20 µm). (C) Small gaps between Terfenol-D microdisk pattern result in less trapping and
accumulation of magnetic beads (fluorescent label : red) (scale bar : 100 µm). (D) Magnetic
particles (fluorescent label : green) trapped and aligned on the stray field lines and form bridges
between Terfenol-D microstructures (scale bar : 50 µm).
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Figure 5.9: Programmable magnetic trapping poles on 20 µm Terfenol-D microdisks magne-
tized on the y-axis (top) and diagonally (bottom). This demonstrates the programming ability
to control magnetic beads (fluorescent label : orange ) trapping locations at a micro-scale. (scale
bar = 20 µm)

Figure 5.10: Nanomagnetic controlled assembly. Controlled assembly of two different function-
alized magnetic nano -particles on single magnetic Terfenol-D disks (3 µm) via two magnetization
steps in the x -axis (fluorescent label : green ) and y -axis (fluorescent label : orange)(scale bar
= 1 µm).
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Figure 5.11: Stray field (Hs) initialized diagonally trap magnetic beads moving towards and
external magnetic field (B) from large permanent magnet (NdFeB).

Figure 5.12: Experimental study of fluid born particle interaction with Terfenol-D magne-
tostrictive microstructures. Three particle-Terfenol-D disk interaction states (i) stagnant parti-
cle at initial flow rate (Q0) when magnetic force dominates over hydrodynamic drag force (Fm

> Fd). (ii) Increasing flow rate by (4Q) demonstrates particle tumbling between Terfenol-D
magnetic domain walls when Magnetic binding force is equal or similar to hydrodynamic force
(Fm ⇡ Fd). Binding time decrease when hydrodynamic drag force starts to dominate over mag-
netic binding force. (iii) Last state is particle release when hydrodynamic drag dominates over
magnetic binding force (Fm < Fd).
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Figure 5.13: Calculation of Hydrodynamic simulation of magnetostrictive microstructure in-
teraction with particle in flow. The drag calculations were performed using COMSOL Multi-
physics software Finite Element Method (FEM) to solve the partial differential equations that
dictate the physical system to simulate the fluid-particle interactions.
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Figure 5.14: Cell manipulation with Terfenol-D micromagnets. (A) Single-cell labeled with
magnetic beads were localized in Terfenol-D magnetized poles. Large cells and cell clusters
are trapped between two Terfenol-D microstructures. (B) Cells captured by Terfenol-D at low
flow were then released by increasing the flow rate, in which hydrodynamic drag dominated
over the magnetic binding force. (C) Captured cells were successfully grown on the Terfenol-D
micropattern submerged in media.
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Figure 5.15: Programmable multiferroic micromagnets for single cell capture/release. (A)
schematic of magnetoelastic microstructure Terfenol-D on ferroelectric PMN-PT substrate. (B)
Magnetic bead capture on Terfenol-D microdisk (diameter = 20 µm). (C) Magnetic bead release
due to the rotation of the initial magnetization state of Terfenol-D disk via voltage induced
strain when electric field is applied through PMN-PT substrate. (D) An electric field of 0.8 MV
m�1 induces compressive strain of 900 ppm along [100] direction and tensile strain of 300 ppm
along [0-11] direction. The resulting total strain of 1200 ppm, perturbs the single domain state
due to magnetic anisotropy variation following which magnetic beads were released from the
TerfenolÂŋ-D micromagnets to the outlet of the microchannel.
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