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Orthographic Influence on Spoken Word Identification: 
Behavioral and fMRI Evidence

Christine Chiarello1, Kenneth I. Vaden Jr.2, and Mark A. Eckert2

1University of California, Riverside

2Medical University of South Carolina

Abstract

The current study investigated behavioral and neuroimaging evidence for orthographic influences 

on auditory word identification. To assess such influences, the proportion of similar sounding 

words (i.e. phonological neighbors) that were also spelled similarly (i.e., orthographic neighbors) 

was computed for each auditorily presented word as the Orthographic-to-Phonological Overlap 

Ratio (OPOR). Speech intelligibility was manipulated by presenting monosyllabic words in multi-

talker babble at two signal-to-noise ratios: +3 and +10 dB SNR. Identification rates were lower for 

high overlap words in the challenging +3 dB SNR condition. In addition, BOLD contrast increased 

with OPOR at the more difficult SNR, and decreased with OPOR under more favorable SNR 

conditions. Both voxel-based and region of interest analyses demonstrated robust effects of OPOR 

in several cingulo-opercular regions. However, contrary to prior theoretical accounts, no task-

related activity was observed in posterior regions associated with phonological or orthographic 

processing. We suggest that, when processing is difficult, orthographic-to-phonological feature 

overlap increases the availability of competing responses, which then requires additional support 

from domain general performance systems in order to produce a single response.

Keywords
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1. Introduction

Reading knowledge influences how speech is processed. Although spoken language is 

acquired prior to reading, literacy can affect some aspects of speech processing. For 

example, a word’s orthography (spelling pattern) has an influence on how fast and 

accurately an auditory word is processed (Taft, 2011). Auditory lexical decisions are slower 

and less accurate for words with inconsistent sound-to-spelling mappings (Ziegler & 

Ferrand, 1998; Petrova, Gaskell, & Ferrand, 2011). In addition, auditory rhyme judgments 

are facilitated when word pairs have similar (pie-tie), as compared to dissimilar (rye-tie), 

spellings (Seidenberg & Tanenhaus, 1979). Likewise, greater phonological priming of 
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spoken words is obtained from words with more, than with less, spelling similarity 

(Chereau, Gaskell, & Dumay, 2007). Orthographic consistency effects have even been 

reported for task-irrelevant auditory words presented during a nonverbal noise detection task 

(Perre, Bertrand, & Ziegler, 2011; see also Pattamadilok et al., 2014 for a related finding). 

Such findings support a beneficial effect of orthography on spoken word processing when 

word pairs have similar spellings or when potential competitors for a single spoken word are 

spelled similarly. It appears that orthographic representations are activated, perhaps 

automatically (Taft et al., 2008; Perre et al., 2011), during speech recognition.

Orthographic consistency studies generally examine the influence of words with rimes 

(vowel and any terminal consonants) that are spelled similarly or differently (e.g., Ziegler & 

Ferrand, 1998; Ziegler, Ferrand, & Montant, 2004). Lexical neighborhood research 

explicitly examines how the processing of a target word is affected by the number of words 

with similar spellings or pronunciations, considering all of a word’s segments1. Dense 

phonological neighborhoods have an inhibitory effect on auditory lexical decision (Vitevitch 

& Luce, 1999; Ziegler et al., 2003), object naming (Sadat et al., 2014), and shadowing 

(Dirks et al., 2001) tasks. However, the density of a word’s orthographic neighborhood, that 

is the number of words sharing all but one letter with the target item, facilitates auditory 

word recognition in lexical decision and shadowing tasks (Ziegler, Muneaux, & Grainger, 

2003). Such research examines the net size of a neighborhood rather than the extent to which 

orthographic and phonological neighborhoods overlap. Yet visual word recognition findings 

suggest that the number of such overlapping neighbors, rather than net neighborhood size, 

affects performance (Adelman & Brown, 2007). In the current investigation we take a 

similar approach to examine how orthography may influence aural word recognition 

accuracy by assessing the number of a spoken word’s phonological neighbors that are also 

orthographic neighbors (orthophonic overlap - see Figure 1).

Two theoretical approaches are consistent with a role for orthography in spoken word 

processing (Petrova, Gaskell & Ferrand, 2011; Taft, 2011). One approach (interactive 

activation) claims that sublexical units for orthography and phonology mutually influence 

each other and are jointly activated from speech. When such units converge on the same 

sublexical and lexical representations, processing is facilitated (Taft, 2011). However, for 

words with inconsistent spellings, competing inconsistent representations will impair 

processing. Another approach postulates that orthographic knowledge restructures how 

phonological information for words is stored, with finer-grained phonological 

representations for words with consistent spellings (Ziegler, Petrova, & Ferrand, 2008). 

According to this view, the locus of orthographic influence on speech identification is within 

the phonological system (Taft, 2011). Thus far, evidence from behavioral studies has been 

unable to distinguish between these possibilities (e.g., Ziegler, Ferrand, & Montant, 2004; 

Petrova et al., 2011).

ERP data confirm an orthographic influence on speech recognition, with such effects 

detectable in waveforms by 300 – 400 ms post-onset (Perre & Ziegler, 2008; Perre et al., 

1Density calculations typically include words that differ from a target by a single phoneme, while consistency estimates only include 
words with identical rimes. The measures of interest in the current study are density estimates.
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2009a,b). Across studies, these findings have been interpreted to support either the joint 

activation view (because orthographic and phonological priming effects differed in scalp 

topography, Perre et al., 2009a) or the phonological restructuring view (because the source 

of ERP spelling consistency effects was localized to left temporal-parietal sites associated 

with phonological processing, Perre et al., 2009b). Functional imaging during aural word 

recognition tasks could perhaps adjudicate between the theoretical approaches by examining 

the locus of brain activity associated with orthographic consistency/neighborhood size 

effects. The phonological restructuring view would predict predominant activity in regions 

associated with phonology, but not in areas associated with visual word processing. Only 

one prior fMRI study has explored this issue (Montant, Schön, Anton, & Ziegler, 2011). No 

ventral occipital-temporal cortex (vOTC) effects were observed when comparing activation 

for inconsistent to consistent word spelling conditions during an auditory lexical decision 

task. There was elevated left frontal operculum activity that was interpreted as support for 

phonological restructuring of the “speech network.”

The Montant et al. (2011) frontal results, which included bilateral frontal operculum, 

anterior insula, and cingulate regions, can also be interpreted as involvement of a 

performance monitoring cingulo-opercular network that is typically engaged during 

challenging listening tasks (Eckert et al., 2016). Because this pattern of brain regions is 

recruited across verbal and nonverbal tasks (Dosenbach et al., 2008), it has also been 

interpreted as a domain general self-regulation system (Kelley, Wagner, & Heatherton, 2015) 

to guide behavior and optimize performance (Eckert et al., 2016). This performance 

monitoring and response selection perspective is generally consistent with the idea that 

orthographic neighborhood effects can occur at a decision or response selection stage of 

speech processing (Pattamadilok et al., 2007). Further support for this perspective may be 

seen in the lexical selection difficulty for orthographically inconsistent compared to 

consistent words that produces an effect at an FCz electrode location over medial-frontal 

cortex (Pattamadilok et al., 2009) where elevated theta power has been linked to an elevated 

threshold for response selection (Cavanagh et al., 2011).

Two other sources of data are relevant to the role of orthography in aural word recognition. 

Dehaene and colleagues (Dehaene et al., 2010; Dehaene, Cohen, Morais, & Kolinsky, 2015) 

have investigated how the acquisition of literacy affects the brain systems used to process 

spoken language. In individuals who became literate as adults, listening to spoken sentences 

or performing auditory lexical decisions was associated with increased activation bilaterally 

in the planum temporale (but with leftward asymmetry), as compared to matched illiterates 

(Dehaene et al., 2010). In addition, for auditory lexical decisions, literacy also was 

associated with increased activation in a region of the left inferior temporal cortex (the 

putative visual word form area), which the authors argue indicated recruitment of an 

orthographic code from speech. Similar findings were obtained when comparing child 

readers to age-matched non-readers during auditory sentence listening (Monzalvo & 

Dehaene-Lambertz, 2013). In that study, enhanced activation of the planum temporale was 

observed in 6-year-old readers compared to pre-readers. However, activation of the visual 

word form area was only increased in 9-year-old, compared to 6-year-old readers, implying 

that greater reading experience is required for literacy effects on speech in this region 

(Monzalvo & Dehaene-Lambertz, 2013). Dehaene and colleagues (2010, 2015) conclude 
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from such studies that reading acquisition induces both restructuring of phonological 

representations in the planum temporale as well as activation of orthographic codes from 

speech.

Pattamadilok et al. (2010) applied transcranial magnetic stimulation (TMS) separately to the 

left supramarginal gyrus (SMG; a region associated with phonological processing) and to the 

left vOTC during auditory lexical decision. These stimulation sites were chosen based on 

independent experiments demonstrating disruption to phonological and orthographic 

processing, respectively. Stimulation to the left SMG, but not to the left vOTC, eliminated 

the response time benefit for orthographically consistent words. These authors propose that 

the SMG forms part of a “clean up” circuit that functions to aid perception in the face of 

noisy or distorted input. As reading is acquired, it provides an additional mapping onto 

phono-articulatory codes, strengthening their representations, and reducing the amount of 

clean up processing required to resolve the auditory input. Pattamodilok et al. (2010) 

conjecture that disruption of SMG clean up operations reduces or eliminates the processing 

advantage for orthographically consistent words. This is a novel interpretation, based on 

inhibitory transcranial stimulation of SMG, and is consistent with claims that orthographic 

influences may function to stabilize transient acoustic information (Ziegler, et al. 2008). The 

Pattamodilok claim might predict that under noisy conditions, orthographic influences on 

speech identification should be enhanced and associated with increased “clean up” SMG 

activity when stimuli are presented in relatively poor signal-to-noise conditions. In the 

current study this prediction was tested by aurally presenting words at two SNR levels 

relative to a continuous multi-talker babble.

To summarize, there is ample behavioral evidence for the role of orthography in spoken 

word processing, but such data have proven to be insufficient to adjudicate between 

competing theoretical interpretations. As noted earlier, behavioral and ERP data are equally 

consistent with the conjoint activation and phonological restructuring views. Extant neural 

data are intriguing, but not fully convincing. On the one hand, comparisons of literate vs less 

or non-literate persons suggest that auditory speech processing is associated with activation 

of ventral occipito-temporal cortex only after reading exposure (Dehaene et al., 2010, 2015). 

This finding is consistent with the view that orthographic representations are contacted from 

speech input. On the other hand, orthographic consistency effects were not observed in this 

region in fMRI auditory lexical decision (Montant et al., 2011), nor were they eliminated by 

TMS (Pattamadilok et al., 2010). There is some evidence favoring the phonological 

restructuring explanation, although there is a lack of consensus on which regions may 

subserve such processing as the left IFG (Montant et al., 2011), SMG (Pattamodilok et al., 

2010), and planum temporale (Dehaene et al., 2010, 2015) have each been implicated, albeit 

using different methods and subject groups. Moreover, some of the fMRI results may be 

consistent with performance monitoring effects. Certainly it is possible that reading 

knowledge both restructures phonological representations and also permits activation of 

orthography from speech. However, we are far from understanding the consequences of 

literacy on the neural systems recruited for speech.

The current fMRI investigation attempted to address this issue using a slightly different 

approach. First, our metric of orthographic influences on aural word identification 
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considered the overlap between the entire phonological and orthographic neighborhoods for 

target stimulus words, rather than dichotomizing a word’s spelling consistency based only 

on the item’s terminal segments2. This provides a continuous measure of orthographic 

influence across the entire spoken word and hence may be a more sensitive index than the 

consistency dichotomy. Because words were presented aurally, not visually, we examined 

phonological neighborhood density and effects related to orthographic overlap within the 

phonological neighborhood, rather than orthographic density. Second, to-be-identified words 

were presented with multi-talker babble using two signal-to-noise ratios (SNR) in order to 

vary speech intelligibility. This may represent a somewhat more natural listening context, as 

real world speech perception rarely occurs under optimal auditory conditions. Prior studies 

have indicated that more challenging listening conditions enhance neighborhood or 

consistency effects (Taler et al., 2010; see also Pattamodilok, DeMorais & Kolinsky, 2011).

Multi-talker babble was used in the current study, which is thought to activate phonological 

neighbors because this noise contains speech segments with varying intelligibility. These 

segments can provide evidence for some alternatives to the target word. For example, when 

the target word BITE is presented in multi-talker babble that contains an intelligible word 

TIE, then activation for the competitor TIGHT would be predicted to increase. A target word 

with fewer neighbors is less likely to be misrecognized due to spurious competitor 

activations, while a target from a dense neighborhood is more likely to have competitors that 

align with evidence from the signal and noise. The SNR manipulation in the current study 

also allowed us to examine a proposed “clean up” role for the SMG (Pattamodilok et al., 

2010). Since greater phonological neighborhood density reduces aural word recognition, 

anything that strengthens the activation of phonological neighbors (e.g., orthographic 

overlap) should affect word identification to an even greater extent. This view predicts that 

high orthographic-to-phonological overlap produces increased SMG activation under more 

challenging listening conditions. Further, we might expect a domain-general effect if the 

neighborhood overlap results were observed in the more challenging SNR condition and 

involved activation of cingulo-opercular regions that support performance monitoring.

The current investigation tested predictions about the impact of orthographic- phonological 

overlap on word recognition and brain activity during an auditory word identification task. 

We predicted that word identification would be impaired for words with greater 

orthographic-to-phonological overlap when presented in the low SNR condition, in part 

based on evidence that high neighborhood density negatively impacts word recognition in 

more challenging SNR conditions (Taler et al., 2010). Words with lexical features that 

increase task difficulty (e.g., high orthographic-to-phonological overlap, low word 

frequency, or high phonological neighborhood density) should therefore elicit increased 

activity in performance monitoring cingulo-opercular regions. Alternatively, elevated 

activity across SNR conditions with increasing orthographic overlap might be expected due 

to a phonological restructuring mechanism (Montant et al., 2011). This view would predict 

orthographic overlap effects in SMG regions implicated in a “clean up” mechanism 

involving orthography to aid in the identification of aurally presented words (Pattamodilok 

2Ziegler & Ferrand (1998) also computed a continuous measure of orthographic overlap, but then used this measure to create a 
dichotomous consistency variable used in the experimental design and analysis.
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et al., 2010). We also predicted that words with high orthographic-to-phonological overlap 

would produce increased activity in occipito-temporal regions that are responsive to 

orthography (Dehaene et al., 2010, 2015). The performance monitoring predictions appear to 

be supported by our results.

2. Method

2.1. Participants

Thirty-seven (20 female) adult native English speakers participated (mean age = 40.9 yrs, 

range 19.9 – 78.8 years). All reported no difficulty learning to read. Their mean Edinburgh 

handedness questionnaire score was +68.5 [from a possible range of −100 (strongly left-

handed) to +100 (strongly right-handed; Oldfield, 1971)]. The participants had an average of 

15.9 years of education, an average socioeconomic status of 50.1 (possible range of 8 to 66; 

Hollingshead, 1983), and reported no history of neurological or psychiatric events. Their 

mean full scale IQ was 116.4 (Wechsler Adult Scale of Intelligence, Wechsler, 1999). 

Participants had mean pure tone thresholds < 21.5 dB HL from 0.25 kHz to 8 kHz (best ear, 

Madsen OB922 audiometer and TDH-39 headphones), no more than 14.5 dB differences 

between mean pure-tone thresholds for the right and left ears, and normal immittance 

measures. All of the participants demonstrated normal hearing below 2 kHz, with a sloping 

hearing loss for higher frequencies, which was largely driven by the older participants. 

Informed consent was obtained in compliance with the Institutional Review Board at the 

Medical University of South Carolina, and experiments were conducted in accordance to the 

Declaration of Helsinki.

2.2. Stimuli

The word recognition task included 120 monosyllabic consonant-vowel-consonant words 

recorded by a male speaker (Dirks et al., 2001) that were presented through Sensimetrics 

piezoelectric insert ear phones. Words were not repeated across intelligibility conditions in 

order to avoid interactions between word intelligibility and priming or memory effects. The 

signal to noise ratio (SNR) of the words was manipulated by presenting a continuous multi-

talker babble recording at a constant level of 82 dB SPL, and words at either 92 dB SPL 

(+10 dB SNR) or 85 dB SPL (+3 dB SNR). The multi-talker babble recording was originally 

prepared as part of the SPIN test (Kalikow et al., 1977) and consists of twelve talkers, which 

results in energetic masking equivalent to steady state noise at the same SNR (Miller, 1947; 

Carhart et al., 1969; Wilson et al., 2012). The level of target words and multi-talker babble 

were calibrated separately in the scanner control room prior to each scanning session.

Neighborhood and word frequency information3 for each auditory stimulus word was 

acquired from the English Lexicon Project (ELP) website (http://elexicon.wustl.edu) in order 

to obtain phonological and orthographic neighborhoods from the same corpus. For each 

word, a list was generated of phonological and orthographic neighbors, and words that 

overlapped across these neighborhoods were identified (see Figure 1). The log frequencies 

3Log word frequency obtained from an auditory corpus (http://www.ugent.be/pp/experimentele-psychologie/en/research/documents/
subtlexus) was strongly correlated with the log ELP word frequency, r = .88 across the word list.
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for each of these orthographic-to-phonological overlap words were determined and then 

summed. For stimulus words with alternate spellings (e.g., fair/fare), the orthographic 

neighbors for both spellings were obtained and included in the overlap calculation. The log 

frequencies for all phonological neighbors were also obtained and then summed. The 

summed overlap frequencies were then divided by this value to yield the orthography-to-

phonology overlap ratio (OPOR). OPOR values for stimulus words ranged from 0 to .796 

(mean = .362). Correlations were observed between OPOR and phonological neighborhood 

density (PND) values [across SNR conditions: r = 0.32, p < 0.001; +3 dB SNR words: r = 

0.26, p = 0.04, +10 dB SNR words: r = 0.37, p = 0.003], although the results of our control 

analyses indicate the PND did not account for the OPOR effects described below.

2.3. Experimental procedure

The word recognition experiment and scanning protocol (sparse acquisition with TR = 8.6 

sec) used in the current study were also used in Vaden et al. (2013 in Vaden et al. (2015). 

Word recognition was assessed using two epochs of 60 trials during which the words were 

presented in multi-talker babble (+3 or +10 dB SNR conditions) using a sparse sampling 

image acquisition (Figure 2). This sparse sampling design resulted in an inter-trial interval of 

8.6 seconds so that the word stimuli could be presented in the absence of scanner noise, 

enabling better control over the SNR. Each SNR condition occurred for 4–6 consecutive 

trials to limit predictability for the onset of the next SNR condition block. Participants were 

instructed to respond vocally, repeating each word aloud or to say “nope” if the word was 

not recognized. No performance feedback was provided during the experiment. A visual 

prompt (“get ready”) was displayed to cue participants to the start of word recognition 

epochs. In addition, a crosshair changed color from white to red to cue participants about 

when to respond. Participants viewed the projector screen through a periscope mirror. The 

experimental design consisted of two word recognition epochs and three rest intervals at the 

beginning, middle, and end of the experiment.

2.4. Word recognition scores and analyses

Two raters listened to participant responses during the experiment, scoring responses as 

correct only if the participant repeated the word exactly as presented. Discrepant ratings 

(4.39%) were resolved based on audio recordings from an MRI-compatible microphone 

(Magnetic Resonance Technologies Inc.). The analysis omitted 2.7% of all trials based on 

unintelligible or missing responses, and “nope” responses (1.1%) were scored as incorrect. 

Logistic regression analyses were performed using General Linear Mixed Models (GLMM) 

to determine whether the likelihood of correct word identification on each trial was predicted 

by OPOR, SNR, and their interaction (R statistics software, lme4 package, version 3.3.1). 

Control analyses were performed to ensure that word frequency and phonological 

neighborhood density did not account for effects of OPOR on the likelihood of correct word 

identification.

2.5. Image acquisition, preprocessing, and analyses

A Siemens Tim Trio 3T scanner and 32-channel head coil were used to collect structural and 

functional images at the Medical University of South Carolina Center for Biomedical 

Imaging. T1-weighted whole brain structural images were acquired in 160 slices with a 
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256×256 matrix, TR = 8.13 msec, TE = 3.7 msec, flip angle = 8°, slice thickness = 1.0 mm, 

and no slice gap. A T2* weighted, single shot echo-planar imaging sequence was used to 

acquire 180 whole brain functional images (36 slices with 64×64 matrix, TR = 8.6 sec, TE = 

35 msec, acquisition time: TA = 1647 msec, slice thickness = 3.0 mm, gap = 0, sequential 

order, GRAPPA-parallel imaging with acceleration factor = 2). Each functional image had 

3.0 mm isomorphic voxels.

A study-specific template (Avants & Gee, 2004; Vaden et al., 2012) was created from the 

structural T1-weighted images using the Advanced Normalization Tools ANTS version 2.1; 

Avants, Tustison, & Song, 2011). The ANTS-derived normalization parameters for the T1-

weighted images were used to spatially transform each subject’s co-registered functional 

images into a study-specific template space. Voxel coordinates with significant peak effects 

were converted into MNI space by normalizing the study-specific template to the MNI 

template with ANTS and applying the resultant deformation parameters to the peak voxel 

coordinates in study specific space.

SPM8 (http://www.fil.ion.ucl.ac.uk/spm) was used to realign, unwarp, and co-register 

functional images to corresponding structural scans from each individual prior to 

normalization and prior to smoothing with a Gaussian kernel (FWHM = 8 mm). Global 

mean BOLD contrast fluctuations were assumed to be of no interest and were de-trended 

from the pre-processed functional images with a linear model of the global signal (Macey et 

al., 2004). Furthermore, an algorithm detailed in Vaden, Muftuler, & Hickok (2010) was 

used to identify functional images with voxel or volume intensities that exceeded 2.5 

standard deviations from the mean time series intensity. An average of 4.50% of the 

functional images contained outlier noise, and these volumes were controlled for in the 

participant or first-level General Linear Model (GLM) analyses using binary nuisance 

regressors. Four nuisance vectors that quantified head position and head motion were 

entered into the GLM as covariates of no interest (Kuchinsky et al., 2012; Wilke, 2012). 

Specifically, the Pythagorean Theorem was used to calculate the difference in head position 

from the middle of the time series (rotation and translation) and trial-level head movement 

(rotation and translation) based on the six head position vectors output from the SPM motion 

correction (https://www.nitrc.org/projects/pythagoras). The rationale for this approach to 

enhance statistical correction for motion artifacts is that SPM motion correction records the 

total change in head position with six redundant vectors, which do not quantify trial-level 

head movements.

Voxel-level GLMs were performed to test predictions about the degree to which OPOR was 

related to brain activity in cingulo-opercular, SMG, and vOTC regions. The GLM included 

events with timing information that was convolved with the hemodynamic response function 

to predict BOLD changes during task trials for which words were presented in babble in 

each of the SNR conditions, trials that presented babble without words to identify, and 

transition trials at the beginning of each epoch to control for orienting effects. Model 

parameters for the word recognition trials included word identification (correct/incorrect), 

and lexical characteristics [OPOR, phonological neighborhood density (PND), word 

frequency (WF)] that were used to investigate effects within, across, or differing by SNR 

condition. To conservatively estimate effects of OPOR or PND, two GLMs were performed 

Chiarello et al. Page 8

Neuropsychologia. Author manuscript; available in PMC 2019 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

http://www.fil.ion.ucl.ac.uk/spm
https://www.nitrc.org/projects/pythagoras


where OPOR or PND were entered as the last parameter in the model (Mumford et al., 

2015). For example, OPOR was the last variable entered in the GLM when examining the 

degree to which OPOR unique variance related to variance in brain activity that was not 

accounted for by the other parameters. Thus, we were able to characterize the specific 

effects of OPOR in each SNR, while controlling for variance that could be related to task 

performance, PND, and WF.

Group-level single sample t-tests were performed on the contrast maps from the subject-

level GLMs and each also included a control covariate for age. For these voxel-based group-

level analyses, a combined voxel statistic and cluster size approach determined significant 

effects (Friston et al., 1994). Permutation testing (10,000) was performed to control for 

multiple comparisons and identify significant effects (Z = 3.09, p < 0.001 peak threshold) 

using a method that limits false positive error rates (Eklund et al., 2014, 2016; https://

github.com/wanderine/BROCCOLI).

Regions of interest analyses were performed to determine the extent to which significant 

effects of OPOR were present in SMG, vOTC, and inferior frontal gyrus locations that have 

been identified in previous studies as having a potential relation with orthographic 

consistency. The SMG region of interest (MNI: −51, −31, 26) was selected because of 

evidence that TMS interfered with an orthographic consistency effect for this region, which 

had been targeted because it was responsive during a rhyme judgment task (Pattamadilok et 

al., 2010). The vOTC (MNI: −41, −56, −20) region of interest was also based on 

Pattamadilok et al. (2010) results where words elicited increased activity relative to a 

fixation condition, generally consistent with orthographic effects on vOTC activity (e.g., 

Dehaene et al., 2010; Grill-Spector et al., 2001). Finally, we also included left inferior 

frontal gyrus (IFG) regions of interest (MNI: −42, 20, 0; −50, 4, 8) where Montant et al. 

(2011) suggest phonological restructuring can occur (although this region also activates due 

to task difficulty in speech recognition tasks, Vaden et al., 2013). These coordinates were 

transformed into the space of the ANTS study-specific template. A 10 mm diameter sphere 

was then created around each of the coordinates so that average beta value for the OPOR 

contrasts could be obtained for each participant. Bonferroni correction was performed for 

the 12 one-sample t-tests (4 regions by 3 contrasts) to determine the extent to which there 

were significant OPOR effects in these regions of interest. The contrasts examined OPOR 

effects within each SNR as well as the difference between the two SNRs.

3. Results

3.1. OPOR Predicts Word Identification

Logistic regression demonstrated that word identification was significantly higher for the 

+10 dB SNR condition (89.9% correct) compared to the +3 dB SNR condition (64.6% 

correct), Z = 17.90, p < 0.001. Across conditions, word identification was lower with 

increasing age, Z = −2.91, p < 0.005. Model-testing showed that age × OPOR and age × 

SNR × OPOR interactions did not significantly contribute to model fit, so those were not 

included in the final GLMM. A significant SNR × OPOR interaction was observed, Z = 

7.16, p <0.001, which was due to lower accuracy for higher OPOR words in the +3 dB SNR 

condition (Z = −10.97, p < 0.001). Word identification was not significantly related to 
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OPOR in the +10 dB SNR condition, although there was a trend for higher overlap to 

facilitate performance (Z = 1.66, p = 0.10). Furthermore, the control analyses determined 

that PND, WF, and mean tone thresholds (0.2 to 8 kHz, best ear) did not account for the 

OPOR effects. In summary, these results are consistent with the prediction that higher 

OPOR in a difficult listening condition can limit word identification.

3.2. OPOR Predicts BOLD Contrast: Whole Brain Analyses

There were no regions sensitive to the OPOR variable that did not interact with SNR. 

Significant SNR interactions with OPOR were observed for cingulo-opercular activity 

(permutation-corrected cluster pFWE < .05: Table 1, Figure 3). The SNR interaction effect 

was due both to elevated activity in the +3dB SNR condition, and reduced activity in the +10 

dB SNR condition, for higher orthophonic ratio words. These effects were independent of 

word recognition errors (see description above of GLM), and occurred where there were also 

significant effects of SNR on cingulo-opercular activity (e.g., SNR: Peak-Z ≥ 5.49: left IFG 

−47, 20, 6; right IFG 33, 27, 5; paracingulate −3, 34, 39; shown in Supplemental Figure 1). 

The OPOR effect was also independent of PND and word frequency when these variables 

were included in the model (Table 1; additional findings for control variables reported in 

Table S1), and did not depend on whether or not the age covariate was included in the 

model. In addition, the left vOTC and left SMG did not exhibit significant associations with 

OPOR within or between SNR conditions for this whole brain analysis using family-wise 

error correction. These findings are consistent with the performance monitoring account, but 

do not provide evidence for differential involvement of either phonological or visual-

orthographic systems.

3.3. OPOR Predicts BOLD Contrast: A Priori Regions of Interest

There were no significant effects in the left SMG and left lateral IFG regions of interest for 

the OPOR contrasts (Table 2). Consistent with the voxel-based results, there were significant 

associations between OPOR and the IFG/anterior insula (AI) region of interest between 

SNR conditions. The left IFG/AI region overlapped spatially with cingulo-opercular cortex, 

so it was not surprising that it demonstrated a consistent pattern of significant effects.

4. Discussion

The current study obtained both behavioral and neuroimaging evidence for orthographic 

influence on auditory word identification. Examining orthographic influences using a 

continuous variable such as the orthographic-to-phonological overlap ratio (OPOR), while 

controlling for partially correlated lexical variables in linear mixed models, enabled us to 

account for variation due to words as well as speakers, as has been recently recommended 

(Sadat et al., 2014). Using a continuous neighborhood-based measure of orthographic-to-

phonological overlap, words with higher overlap had lower identification rates in the 

challenging +3 dB SNR condition. Similarly, BOLD contrast varied with OPOR bilaterally 

in inferior frontal, insula, and anterior cingulate regions, increasing under high levels of 

noise and decreasing under more favorable listening conditions. The findings could not be 

attributed to variations in potentially correlated effects of word frequency or phonological 

neighborhood density. These results lend additional weight to the conclusion that 
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orthographic knowledge, obtained via reading experience, alters how auditory language is 

processed. However, as we discuss below, the current results did not support anatomical 

predictions derived from either phonological restructuring or orthographic activation models 

of speech processing. Rather, the orthographic influence on speech that we observed had a 

more indirect effect by modulating the recruitment of more domain general performance 

monitoring regions.

4.1 Influences of Orthographic-to-Phonological Overlap

The effects of OPOR on word identification can be understood within an interactive 

activation account of neighborhood effects. Encountering a word will activate 

neighborhoods of memory representations that share phonological and/or orthographic 

features (see Figure 1). Representations that receive activation from both systems (overlap 

items) will be enhanced relative to those that cannot benefit from the overlap. Under easy 

listening conditions (high SNR), the target word will likely receive the highest level of 

activation relative to competitors that share features, and may receive some support from 

sublexical features shared with neighbors (Ziegler et al., 2003). However, more challenging 

listening conditions (lower SNR) will provide weaker support for the target representation 

relative to competitors. Furthermore, some of the competitors may receive spurious 

activation from the background babble, making them strong candidates for response 

selection. Because words with higher orthophonic ratios will have more of these stronger 

competitors, word identification will be more error-prone. Our behavioral findings are 

consistent with this interpretation, at least for the +10 dB SNR condition.

However, one might have expected higher OPOR values to facilitate performance under 

easier listening conditions given prior studies of orthographic influence on spoken word 

processing (e.g., Chereau et al., 2003; Ziegler et al., 2003). At best, we only observed a 

nonsignificant trend in that direction. The fact that, even in the easier listening condition, 

words in the present study were experienced with some background noise may have 

contributed to the absence of measurable facilitation. This interpretation receives some 

support from a study (Pattamadilok et al., 2011), whose findings might at first blush seem 

contradictory to those presented here. Pattamadilok et al. compared a no noise condition to a 

condition with Gaussian white noise yielding an SNR of +12.5 dB, and observed 

orthographic facilitation under noise. The current investigation compared two multi-talker 

babble noise conditions with SNRs of +10 (low noise) and +3 (high noise). Hence the noise 

condition of Pattamadilok et al. and the low noise condition of the current study are more 

comparable, and this is supported by the accuracies obtained in these conditions in each 

study (Pattamadilok et al., approx. 90.3% correct; current study 89.9% correct). Thus, 

although Pattamadilok obtained orthographic facilitation under noise, our low noise findings 

are not inconsistent with their result (marginal facilitation and reduced BOLD). However, we 

are cautious about making direct comparisons across studies with both different 

orthographic measures and different noise manipulations. Clearly additional studies are 

needed to address how SNR manipulations can affect the role of lexical factors in aural word 

recognition. Our behavioral and fMRI findings of OPOR X SNR interactions imply that 

lexical influences on speech identification may depend on the intelligibility of various 

listening environments.
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4.2 Functional Anatomy of OPOR

Our fMRI findings provide converging evidence for orthophonic neighborhood effects on 

spoken word identification. BOLD contrast increased with OPOR at the more challenging 

SNR, and decreased with OPOR under more favorable SNR conditions. These results could 

not be attributed to potentially correlated effects of phonological density or word frequency. 

They were also independent of performance effects (whether an individual response is 

correct or not), ruling out an interpretation that they reflected error-related response 

processes. Although we obtained robust OPOR effects, the regions responsive to this 

variable provide no evidence to support either an orthographic or a phonological locus. 

Neither the whole brain nor the ROI analyses detected OPOR-related brain activity in 

occipito-temporal regions associated with orthographic processing, consonant with the 

results of Montant et al. (2011). In addition, activity in SMG or other areas associated with 

phonological processing did not exhibit strong associations with OPOR. We did observe a 

left IFG BOLD response that was sensitive to orthographic-to-phonological overlap, similar 

to the region Montant et al. (2011) found to respond to orthographic consistency in an 

auditory lexical task. However, rather than indicating orthographic modification of the 

speech network (Montant et al., 2011), the activity we observed within the left IFG was 

clearly embedded within a larger opercular region of activity that also included the anterior 

insula and dorsal cingulate. As discussed further below, the current findings implicate a 

more domain-general performance monitoring system that is sensitive to word difficulty 

from many sources, including that induced by orthographic-to-phonological overlap. Such a 

system would be globally recruited whenever task difficulty increases, regardless of whether 

a response on a given trial was correct or not.

It may be useful to consider further why left temporal-parietal and vOTC regions, that are 

consistently associated with phonological and orthographic processing across a variety of 

tasks, did not evidence involvement when neighborhood effects were varied in the current 

study. If lexical and sublexical features are represented in a highly distributed manner across 

numerous units within a large region, it may be difficult to observe mass-univariate changes 

in the BOLD signal related to subtle variations in hypothesized neighborhood effects (see 

Binder et al., 2005; Protopapas et al., 2016 for related arguments). If similar distributed units 

are weakly activated for a variety of word inputs, neighborhood-type contrasts may not 

reveal differential neural activity. This does not invalidate neighborhood models as 

conceptual frameworks for word representation and processing, but it does suggest a 

potential mismatch in granularity when attempting to instantiate such models in the brain.

We also note that the current results document yet one more unsuccessful attempt to 

adjudicate between the orthographic activation and phonological restructuring accounts of 

orthographic influences on auditory word processing (Taft, 2011). Prior behavioral, ERP, 

and neuroimaging findings have not consistently supported one account over the other, and 

the present findings supplement this consensus. Although the cumulative data provide 

substantial evidence that reading knowledge affects auditory word processing, neither 

theoretical proposal appears superior. This situation suggests that current experimental 

designs and theoretical frameworks may be inadequate to address the question (orthographic 

vs phonological locus). To better understand how reading knowledge influences auditory 
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language processing, perhaps neuroimaging studies should explore lexical variables that do 

not elicit performance differences.

Our findings do support the claim that enhancement of orthographic influences on speech 

identification under noisy conditions may involve “clean up” operations (Pattamadilok et al., 

2010) to recover the identity of the presented word. However, the SMG and other putative 

phonological regions did not exhibit strong evidence for such an effect. Rather, as we 

discuss below, the current results implicate the recruitment of more domain-general regions 

to monitor performance. This may perhaps result in the signaling to other brain regions to 

initiate greater top-down control to resolve conflict between competing response candidates. 

It may be important to note here that evidence for a “clean up” mechanism was obtained 

with TMS rather than fMRI (Pattamadilok et al., 2010). TMS could have widespread effects 

on the function of regions connected to SMG, including inferior frontal regions where we 

observed significant associations between OPOR and BOLD contrast. Future functional 

connectivity studies designed to characterize differences in network structure between 

OPOR conditions might reveal that SMG network structure can be modified by orthographic 

manipulations.

4.3 Cingulo-Opercular System

Robust effects of OPOR were obtained in several prefrontal regions comprising the cingulo-

opercular network (Dosenbach et al., 2006). This system has been implicated in a variety of 

performance monitoring functions including conflict monitoring (Botvinick et al., 2001), 

domain general task control (Sestieri et al., 2014), and processing of ambiguous stimuli 

(Neta, Schlaggar, & Petersen, 2014). Our findings complement this research by 

demonstrating that this system is variably recruited depending on the extent of overlap 

between a word’s orthographic and phonological neighborhoods, and the acoustic quality of 

the listening environment. In the more favorable +10 dB SNR listening condition, when the 

target word would be much more accessible than competitors, cingulo-opercular activation 

decreased for high overlap words. While OPOR did not significantly predict word 

identification accuracy in the +10 dB SNR, effects related to correct/incorrect responses 

(performance monitoring) as well as response uncertainty and conflict have been observed in 

cingulo-opercular regions for a broad range of perceptual tasks, including speech recognition 

(Eckert et al., 2016). Thus, the OPOR effect for words in the +10 dB SNR condition could 

reflect relatively greater demands or more response uncertainty for low OPOR words. 

Conversely, in the noisier +3 dB SNR condition, when greater overlap would strengthen 

accessibility of competitors, cingulo-opercular activity increased for words with higher 

OPOR. To the extent that OPOR and SNR modulate the accessibility of potential response 

competitors, stimulus ambiguity and the demand for conflict monitoring should increase. In 

sum, our fMRI findings are readily interpretable within current views of the function of the 

cingulo-opercular system. They further indicate that subtle variations in bottom-up linguistic 

features (extent of orthographic-to-phonological neighborhood overlap) can modulate the 

recruitment of top-down monitoring systems, at least when response selection is required.
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4.4 Limitations and Future Directions

The sparse sampling fMRI procedure used here may well have had an impact on our 

findings. Participants were cued to respond only within a specific interval and response 

times could not be used as an additional index of processing, as is typical in behavioral 

investigations. Another consideration is that, on some trials participants would have to 

withhold their response while waiting for the cue. Such temporary response inhibitions may 

well have influenced the brain systems recruited to perform the task. The sparse sampling 

method may also have limited sensitivity to effects in brain regions where the hemodynamic 

response is more variable across subjects, or is maximal on either side of the 5.5s sampling 

of the response. It will be important to investigate the effects of OPOR across a variety of 

tasks, listening conditions, and imaging paradigms in order to assess the generalizability of 

the current results.

Further, we did not examine the nature of the errors participants made. Our interpretation 

predicts that, under challenging listening conditions, high OPOR words should tend to be 

misheard as competitors, with words sharing features produced as erroneous responses. 

Competitors with high orthographic-to-phonological overlap should be produced more 

frequently than other phonological neighbors. More detailed examination of error responses 

can be addressed in subsequent studies. In addition, because neighborhood-based effects on 

speech processing may be attributed to alterations across highly distributed representations, 

techniques such as multi-voxel pattern analysis may be more sensitive than the mass 

univariate methods we used. Alternatively, perhaps many more trials are necessary to 

observe effects in temporal-parietal or vOTC regions than to observe the robust frontal 

responses in the current study. Finally, word recognition was lower in the older adults who 

were likely to have experienced declines in the brain regions that were the focus of this 

study. Although age did not interact with OPOR to affect word identification, it is possible 

that the inclusion of potentially noisier data from older adults may have obscured a positive 

OPOR influence in the +10 dB SNR condition or results from the region of interest analyses. 

Because cingulo-opercular regions undergo consistent structural declines with age (Fiell et 

al., 2009), the OPOR effects would have been likely underestimated by including older 

adults. However, we have observed that sublexical frequency effects demonstrate little age-

related variance in left inferior frontal cortex activity (Vaden et al., 2011a; 2011b), 

suggesting that some lexical manipulations have relatively consistent effects across the 

lifespan. Moreover, vocabulary knowledge is relatively stable across the adult lifespan, 

despite evidence of age-related structural declines in language pathways (Teubner-Rhodes et 

al., 2016).

4.5 Conclusions

Literacy impacts how speech is processed. The language system becomes increasingly tuned 

to orthographic, as well as phonological, features as greater reading experience is acquired 

(Dehaene et al., 2010, 2015). The current study examined the role of a continuous measure 

of orthographic to phonological neighborhood overlap to obtain relevant behavioral and 

neuroimaging evidence under both easy and challenging listening conditions. Words with 

higher overlap were more difficult to identify, and evidenced increased BOLD responses, 

under noisy conditions, relative to words with less overlap. Contrary to prior theoretical 
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accounts, increased responses were not observed in regions associated with either 

orthographic or phonological processing. Rather, cingulo-opercular activation varied with 

SNR and orthographic-to-phonological overlap. We suggest that such feature overlap may 

increase the availability of competing responses, which then requires additional support 

from domain general performance systems in order to produce a single response.
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Figure 1. 
Illustration of phonological and orthographic neighborhoods for ‘jar’ and the orthophonic 

overlap between them. Differences in word frequency approximated by font size. Not all 

neighbors are shown.
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Figure 2. 
The experiment was designed to accommodate a sparse acquisition fMRI acquisition (TR = 

8.6 s) for a collected volume (0 to 1.65 s), with presentations fixed in their timing relative to 

the scans. A white crosshair fixation cue appeared at the beginning of each trial (t = 0 s), 

followed by the aural presentation of a single CVC word over the insert earphones (t = 3.1 

s). The fixation cue changed color to red at the onset of the response interval (t = 4.1 s), then 

became white again when no time remained for a response (t = 6.1 s). The multi-talker 

babble was presented throughout each trial.
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Figure 3. 
Significant negative SNR × OPOR interactions were observed for BOLD contrast within the 

cingulate and left inferior frontal gyrus regions shown in red (top). The statistical map was 

submitted to a voxel-level threshold: Z = 3.09, pUNC = 0.001 in combination with a 

permutation-corrected cluster-extent threshold: pFWE = 0.05. Based on the same statistical 

threshold, there was an additional cluster in the right frontal operculum (OP) and insula 

[Peak-Z = 3.48; MNI: 33, 27, 5; 29 voxel extent pFWE = 0.003(SPM)] that was not 

significant based on the permutation test. Each cingulo-opercular region exhibited increased 

BOLD contrast for the words with higher OPOR in the +3 dB SNR and decreased BOLD for 

words with higher OPOR in the +10 dB SNR condition. This interaction was consistent for 

the inferior frontal gyrus and insula (IFG/INS) bilaterally, in addition to the dorsal cingulate, 

as shown in the subplots (bottom).
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Table 1

OPOR interaction with SNR, statistically independent from phonological neighborhood density and word 

frequency effects, predicts significant brain activity.

Description of Contrast, Cluster Extent Peak Z # Voxels Peak MNI

Negative OPOR × SNR Interaction

Dorsal Cingulate/Paracingulate 3.94 73 −3, 34, 39

L Inferior Frontal Gyrus, Anterior Insula 5.82 228 −47, 20, 6

Note: Significant results were based on a combined voxel statistic: Z = 3.09, pUNC = 0.001, and permutation-corrected cluster extent: pFWE < 

0.05. MNI: Montreal Neurological Institute coordinates. Additional clusters were observed in the right frontal operculum and insula [Peak-Z = 
3.48; MNI: 33, 27, 5; 29 voxels, SPM cluster extent pFWE = 0.003] and in the left occipital pole [Peak-Z = 3.80; MNI: −9, −96, 25; 29 voxels, 

SPM cluster extent pFWE = 0.003], which were not significant based on permutation testing; L: left, R: right, otherwise bilateral.
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Table 2

Regional OPOR effects on BOLD within and between SNR conditions.

Left
vOTC

Left
SMG

Left
Lateral IFG

Left
IFG/AI

Contrast −41, −56, −20 −51, −32,26 −50,4,8 −42,20,0

+3 dB vs. +10 dB SNR −0.94 0.60 1.90 6.09 ***

+3 dB SNR −1.29 −0.67 0.45 2.76

+10 dB SNR 0.15 −1.28 −2.00 −4.84 ***

Notes: The table presents results from one-sample t-tests (df = 36) on the average beta value from each region of interest for the association 
between OPOR and BOLD contrast (activity), within and between SNR conditions. Asterisks denote Bonferroni-corrected test significance;

***
p < 0.001; Abbreviations for ROI names include vOTC: ventral Occipital-Temporal Cortex; SMG: Supramarginal Gyrus; IFG: Inferior Frontal 

Gyrus; AI: Anterior Insula. MNI coordinates for each spherical ROI are shown below the name of the region.
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