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Electrowetting-on-Dielectric Chips
Youlin Pan, Genggeng Liu, Xing Huang, Zipeng Li, Hsin-Chuan Huang, Chi-Chun Liang, Qining Wang,
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Abstract—With the advances in microfluidics, electrowetting-
on-dielectric (EWOD) chips have widely been applied to various
biological and chemical laboratory protocols. Glass-based EWOD
chips with non-regular electrodes are proposed, which allow
more reliable droplet operations and facilitate the integration of
optical sensors for many biochemical applications. Furthermore,
non-regular electrode designs are utilized in EWOD chips, e.g.,
interdigitated electrodes for more reliable droplet manipulation,
custom shaped electrodes for specific applications like concen-
tric heating, etc. However, due to the technical challenges of
fabricating multi-layer interconnection on the glass substrate,
e.g., unreliable process and high cost, both control electrodes
and wires are fabricated with a single-layer configuration, which
poses significant challenges to pin selection for non-regular
electrodes. In this paper, we propose a minimum-cost flow-based
routing algorithm called NR-Router+ that features efficient and
robust routing for single-layer EWOD chips with non-regular
electrodes. To the best of our knowledge, this is the first work
that overcomes the aforementioned challenges. We construct a
minimum-cost flow algorithm to generate optimal routing paths
followed by a light-weight model to handle flow capacity. A
grid reduction strategy is proposed to reduce the computational
overhead. Additionally, a flow collocation algorithm based on
integer linear programming is presented to efficiently prevent
wire overlapping. Experimental results show that NR-Router+
achieves 100% routability while minimizing wirelength with
shorter run time. Moreover, NR-Router+ can generate mask files
feasible for manufacturing via adjustments of design parameters,
thus demonstrating its robustness and efficiency.

I. INTRODUCTION

The use of Electrowetting-on-dielectric (EWOD) as an
actuation mechanism for digital microfluidics has shown great
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Fig. 1. (a) The C-shaped, T-shaped, and interdigitated electrodes. (b) The
synthesis of molecular probes using concentric-shaped electrodes to heat
droplets [2].

promise. It has enabled the development of numerous lab-on-
chip platforms for biomedical and biochemical application-
s [3]. Based on the actuation mechanism of EWOD, electrodes
are connected with contact pads, through which voltage is
applied to electrodes to manipulate droplets. By manipulat-
ing individual droplets using electrical signals, EWOD chips
automate a variety of microfluidics protocols and drastically
reduce sample consumption and experiment time [4].

With the advancement of EWOD, various substrate mate-
rials (e.g., glass, paper, PCB, etc.) and electrode configura-
tions are developed to meet miscellaneous requirements in
diverse applications [5]. Glass-based EWOD chips with non-
regular electrodes (i.e., any shape other than square) are one
of the widely adopted EWOD chip configurations [6]–[8].
With smooth surface topography, high-resolution electrode,
and transparent substrate, glass-based EWOD chips provide
reliable droplet operation and facilitate integration for optical
modules (e.g., sensors, cameras, etc.), thus significantly ex-
tending its application scenarios and assisting in its correction
of error [9]–[11]. On the other hand, non-regular electrodes
are extensively implemented in various EWOD chips. For
example, C-shaped and T-shaped electrodes are often utilized
to dispense droplets from a reservoir as shown in Fig. 1(a)
[12]. Stripped electrodes together with sector electrodes and
arrow-shaped electrodes are proposed to form “L-junction and
“Y-junction on EWOD chips to facilitate fast and efficient
droplet dispensing and splitting [13]. Furthermore, interdig-
itated or jagged electrodes are employed to enhance precise
control of droplet volume and prevent the pinning effect in
droplet motion [6], [14], [15], as shown in Fig. 1(a). It is also
noteworthy that electrodes with specific non-regular shapes
are necessary to achieve certain functions. For example, a
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Fig. 2. (a) The pin are placed at the center of regular electrodes [22]. (b)
Routing failure with unreasonable candidate pin selection. (c) Routing result
using NR-Router+ with the optimal candidate pin selection.

concentric-shaped multifunctional electrode is designed for
heating and temperature sensing in the on-chip synthesis of
molecular probes [2], as shown in Fig. 1(b).

However, lack of reliable and economical methods for fab-
ricating multi-layer interconnection on a glass substrate, most
glass-based EWOD chips use a single-layer configuration with
both regular and non-regular electrodes [16]. Hence, a large
number of electrodes result in significant challenges for wire
routing on a limited area in EWOD chip design. Moreover,
because of the difficulty of pin selection, the incorporation of
non-regular electrodes further complicates the routing prob-
lem for single-layer EWOD chips. Consequently, despite the
aforementioned immense utilities of single-layer EWOD chips
with non-regular electrodes, there is no existing solution to
perform automatic wire routing. In traditional chip design,
designers draw wires to connect electrodes with contact pads
manually. As chip integration grows, designers suffer from
the increasingly burdensome task of routing, and this barrier
limits the development of the EWOD community [17]–[21].
Thus, there is a pressing need for an automatic routing tool
for single-layer EWOD chips with non-regular electrodes.

Thus far, most existing tools are designed to handle routing
problems for PCB-based EWOD chips [22]–[24]. With the
multi-layer configuration, wires are allowed to go through
holes on the PCB without considering the obstacles of elec-
trodes which is the primary concern to route single-layer
EWOD chips. To solve a similar routing problem for paper-
based EWOD chips, Wang et al. [25] proposed the minimum
cost flow algorithm based on routing grids. However, these
tools cannot solve the routing problem for single-layer EWOD
chips with non-regular electrodes. The pin selection problem
is out of consideration in these tools as the pins are located in
the center of electrodes, as shown in Fig. 2(a). For each non-
regular electrode, a candidate pin needs to be chosen to route
a wire. Unlike regular electrodes, the shape of the non-regular
electrode determines the number of pins on it. Thus, the
location of candidate pins should be designed for non-regular
electrodes, as shown in Fig. 2(b). In addition, to select the
optimal candidate pin of each electrode for 100% routability,
it is necessary to consider simultaneously all possible routing
wires and pins, which makes the problem more complicated.
To efficiently solve these problems, we propose the NR-
Router+ in this paper, a minimum-cost flow-based routing
approach. To the best of our knowledge, NR-Router+ is the

first approach that realizes accurate routing design in single-
layer EWOD chips with non-regular electrodes, as shown in
Fig. 2(c). The main contributions are summarized as follows:
• We propose a minimum-cost flow-based routing ap-

proach, which performs efficient and robust routing de-
sign for the single-layer EWOD chips with non-regular
electrodes while achieving 100% routability and mini-
mized total wirelength.

• We propose an efficient pin selection method that over-
comes the bottleneck of pin selection in non-regular
electrodes with limited routing resources.

• We propose a light-weight model that can accurately
compute the number of wires passing through the orthog-
onal and diagonal directions of a tile.

• We propose a grid reduction strategy that compresses
multiple neighboring grids on the routing mesh into
a set of super grids without reducing the number of
potential optimal pseudo nodes on electrodes, thereby
significantly reducing the complexity of design tasks.
Moreover, the correctness of the proposed super grid
model is theoretically proved.

• We propose an integer linear programming (ILP)-based
flow collocation algorithm that determines how wires pass
through the super grids, tiles, and connection regions be-
tween electrode area and contact area in a global manner,
thus generating crossing-avoidance routing solutions with
minimized total wirelengths.

• We validate the proposed method using six synthetic
benchmarks and two biochemical applications. Experi-
mental results confirm the robustness and efficiency of
our algorithm. Moreover, mask files feasible for manu-
facturing can be generated automatically.

The remainder of this paper is organized as follows. Section
II describes the problem formulation. Section III provides the
details of NR-Router+. Section IV demonstrates experimental
results and Section V concludes this paper.

II. PROBLEM FORMULATION

In this section, we first introduce the regular electrodes and
non-regular electrodes used in EWOD chips. Then, we discuss
the importance of candidate pin selection. Finally, the problem
solved in this paper is formulated.

For most general-purpose single-layer EWOD chips, regular
electrodes are designed in a square shape to efficiently utilize
the routing area [26]. Each edge has a pin through which
the electrode and contact pad are connected. In contrast, non-
regular electrodes are defined as an electrode with any shape
other than square. Unlike regular electrodes, the number of
pins on a non-regular electrode is determined by the shape
and length of its edges.

The number of pins on non-regular electrodes varies, which
complexes the problem of candidate pin selections. Any point
on the electrode can be connected to the wire as a pin.
There are many pins on an electrode that can be chosen
to route a wire. If a pin is chosen, we call it a Candidate
Pin. The selection of candidate pins may influence not only
the routability but also the wirelength. If the pin closest to
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Fig. 3. (a) Detour and failure happen. (b)(c) Electrode and wire obstruction
change the optimal candidate pin selection.

the symmetric center or center of gravity of the non-regular
electrode is chosen, a detour or failure might happen, as
shown in Fig. 3(a). Fig. 3(b) and (c) show the cases that
the optimal candidate pins are changed by electrode and
wire obstructions. Unfortunately, the wires are generated after
candidate pins are determined. Therefore, in order to achieve
100% routability and shorter wirelength, all possible pins
and routing wires must be considered simultaneously during
candidate pin selection. As a result, the selection of candidate
pins becomes much more difficult in non-regular electrodes.

To connect wires between electrodes and contact pads in
single-layer EWOD chips with non-regular electrodes, this
routing problem can be formulated as follows:
• Input: 1) The locations of contact pads and electrodes,

2) the shape of electrodes, and 3) chip specification.
• Output: 1) The paths that connect electrodes with any

shapes to contact pads and 2) a feasible mask file for
manufacturing.

• Objective: Maximize the routability while minimizing the
total wirelength.

III. DETAILS OF THE PROPOSED METHOD

This section presents our proposed wire routing algorithm,
NR-Router+, which is based on minimum cost flow. We begin
by providing an overview of the algorithm, followed by a
description of the routing area division and the definitions of
tile and grid. We then introduce the concept of the pseudo
node and discuss the lightweight model and the grid reduction
strategy, both of which reduce the computational overhead
of our approach. Next, we explain how the corresponding
minimum cost flow algorithm is constructed and prove the
correctness of the proposed super grid model. Finally, we
present the flow collocation algorithm based on ILP, which
ensures that the wires do not overlap.

A. Proposed Approach

Although [25], [27] proposed two minimum cost flow
algorithms based on routing meshes, these methods cannot be
applied to EWOD chips with non-regular electrodes. Thus,
we construct a minimum cost flow algorithm based on a
light-weight model and a grid reduction strategy, which can
generate optimal routing results with appropriate selections of
candidate pins. Fig. 4 shows the overall flow of NR-Router+.
In the flow network construction stage, we first construct the
original routing meshes based on the given design parameters.
The constructed routing meshes are then simplified using
the proposed grid reduction strategy. Based on the simplified
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Fig. 4. The overall flow of NR-Router+.

routing meshes, a complete flow network including all flow
nodes and flow edges is constructed efficiently. Afterward,
a minimum cost flow algorithm is formulated based on the
constructed flow network and the routing result is generated
using an ILP-based flow collocation algorithm. Finally, we
convert the routing result into a mask file composed of all
electrodes, contact pads, and routed wires, which is feasible
for manufacturing by adjusting design parameters.

B. Tile and Grid

To generate optimal routing results, we divide the routing
area into the following two regions as shown in Fig. 5(a):
• Contact Area is located at the top and bottom of the chip,

which contains all the contact pads.
• Electrode Area is located in the middle of the chip, which

contains all the electrodes.
In Fig. 5(b), NR-Router+ adopts two routing meshes with

different sizes to partition the contact area and the electrode
area, respectively. Specifically, the contact area is partitioned
into multiple squares of the same size by the contact pad array,
where each square is called a Tile and each corner of a tile
corresponds to a contact pad. Similarly, the electrode area can
be partitioned into a mesh by horizontal and vertical lines
with uniform spacing. Grids are formed by adjacent horizontal
and vertical lines, and Grid Points are intersections between
these horizontal and vertical lines. Note that the width of
the grid wg is a user-defined design parameter that affects
the routability and complexity of the algorithm. To ensure
sufficient space between wires, especially between parallel 45◦

wires, wg should satisfy

wg ≥
wl + sl
sin 45◦

, (1)

where wl and sl are the wire width and the spacing between
wires, respectively.

C. Pseudo Node

In this subsection, we introduce the concept of Pseudo
Node to select appropriate candidate pins on electrodes. We
consider each electrode as a set composed of pseudo nodes. To
obtain pseudo nodes on electrodes, the following two strategies
are tried: 1) Considering the closest grid points inside as
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Fig. 5. The procedure of flow network construction. (a) The routing area division of an EWOD chip. (b) The constructed routing meshes. (c) The routing
meshes after performing the grid reduction strategy. (d) The constructed flow network. (e) The enlarged connections between a super grid and an original
grid. (f) The enlarged connections between an electrode area and a contact area.

Fig. 6. The purple nodes are pseudo nodes of electrode 1, and the red nodes
are pseudo nodes of electrode 2. (a) The gap between wire and electrode
violates design rules. (b) The pseudo nodes conflict happens.

electrode as pseudo nodes, which leads to routing results that
violate design rules as shown in Fig. 6(a) and 2) considering
the closest grid points outside an electrode as pseudo nodes,
which leads to conflicts between pseudo nodes as shown in
Fig. 6(b). As a result, we compromise on choosing the closest
grid point outside each electrode edge as pseudo nodes. If
there is a conflict between multiple electrodes’ pseudo nodes,
and a conflict pseudo node has adjacent grid points outside
the electrodes, it will become the pseudo hub and will be
excluded from the set of pseudo nodes. The grid points inside
the electrodes adjacent to the pseudo hubs are selected as the
new pseudo nodes. We add an undirected edge with capacity 1
and unit flow cost 0 to connect pseudo hubs and adjacent new
pseudo nodes. Additionally, pseudo nodes record the nearest
point on the electrode. For each electrode, we remove the
pseudo nodes covered by neighboring electrodes and the ones
that are in conflict as shown in Fig. 7(a). Fig. 7(b) shows an
example of removing unnecessary pseudo nodes.

D. Light-Weight Model

In previous minimum cost flow algorithms [28], [29], flow
capacity is defined as the number of wires that can pass
through a tile. Flow capacities are usually categorized into
Orthogonal Capacity (O-cap) and Diagonal Capacity (D-cap).
O-cap limits the number of wires through four edges of the tile,
while D-cap limits the number of wires through two diagonals
of the tile. Unlike the escape routing problem in integrated
circuits [27], the contact pads are located on the side of the

(1).jpg

Fig. 7. (a) The unnecessary pseudo nodes. (b) Removing unnecessary pseudo
nodes.
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Fig. 8. (a) A node with capacity c. (b) The flow model of (a) with nodes
without capacity. (c) The bi-directional edge between two nodes with capacity.
(d) The flow model of (c) with nodes without capacity.

EWOD chip. Therefore, in the lower contact area, the wires
all start at the upper boundary of the region, while in the
upper contact area, the wires all start at the lower boundary
of the region. Based on this condition, we propose a light-
weight model that can handle the O-cap and D-cap correctly
and efficiently. To facilitate method illustration, we introduce
the node with capacity. As shown in Fig. 8(a) and 8(b), a
node with capacity c can be represented by two nodes without
capacity and an directed edge with capacity c. In addition, a
bi-directional edge between two nodes with capacity can be
realized by the way shown in Fig. 8(c) and 8(d).

The light-weight model considers a tile as a node with
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capacity D-cap called tile node. In the lower contact area, for
example, a tile node is connected to the horizontally adjacent
tile nodes by two bi-directional edges with capacity O-cap
and to the vertically adjacent tile node by two directed edges
with capacity O-cap. In addition, the tile node is connected to
the lower-left and lower-right contact pad nodes by directed
edges with capacity 1. Fig. 9(a) shows the light-weight model.
The tiles in the upper contact area have a similar configuration.
We add a Boundary Node to each tile adjacent to the electrode
area, with capacity O-cap, to limit the number of wires from
the electrode area, as shown in Fig. 5(f), where O-cap = 2
and D-cap = 4. Each boundary node is connected to the
corresponding tile node by a directed edge with capacity O-cap
and unit flow cost wt/2, where wt is the width of the tile.

E. Grid Reduction Strategy

We consider a grid as a node with capacity 1 called grid
node and a grid point as a node with capacity 1 called grid
point node. Unlike the corners of a tile, which are occupied by
contact pads, wires can pass through the corners of a grid. As
shown in Fig. 9(b), a grid node is connected to the grid point
nodes on the corners by bi-directional edges with capacity 1.
To prevent wire overlapping, we do not connect adjacent grid
nodes. Instead, adjacent grid point nodes are connected by a
bi-directional edge of capacity 1.

As mentioned before, we use pseudo nodes to select the
optimal candidate pins on electrodes. Note that the number
of pseudo nodes on an electrode is closely related to the size
of the grids. Specifically, as the feature size of a single grid
reduces, the total number of grids on the routing plane will be
increased significantly. As a result, a large number of pseudo
nodes can be allocated to electrodes, thereby improving the
routability of the chip. On the other hand, however, more nodes
will be introduced into the flow network as the increase in the
number of grids, leading to extra computational overhead in
solving the minimum cost flow problem.

To reduce the computational overhead while improving the
solution quality of routing design, we further propose a grid
reduction strategy, which compresses multiple neighboring
grids on the routing mesh into a set of super grids without
reducing the number of potential optimal pseudo nodes on
electrodes. Algorithm 1 shows the details of the proposed grid
reduction strategy, where the size of the super grid is denoted
as NS (NS ≥ 2). We start from the lower-left corner of the
electrode area and check whether there are electrodes in the
adjacent NS ×NS grids one by one. If electrodes exist in the
adjacent NS ×NS grids, the region is skipped. If there is no

Algorithm 1 Grid Reduction Strategy
Input: All the grids in the electrode area, the number of rows

Nrow and the number of columns Ncol of the grids, the
size of the super grid NS .

Output: Grids and super grids after reduction.
1: for j ← 1 to bNrow/N

Sc do
2: for i← 1 to bNcol/N

Sc do
3: reduce flag ← 1;
4: Gtmp ← ∅
5: for x← (i− 1)×NS + 1 to i×NS do
6: for y ← (j − 1)×NS + 1 to j ×NS do
7: Add the grid in column x and row y to Gtmp;
8: if Electrodes exist inside the grid in column x

and row y then
9: reduce flag ← 0;

10: if reduce flag = 1 then
11: Replace all the grids in Gtmp with a super grid;

electrode in the adjacent NS × NS grids, we replace all the
grids and grid points in the region with a super grid, except
for the grid points on the four corners of the region and in
the common edge of a super grid and a grid. The result of the
reduction is shown in Fig. 5(c).

Each super grid contains five flow nodes with capacity, as
shown in Fig. 9(c). Four of these nodes, called edge nodes, are
on the four edges of the super grid and are used to control the
flows through each edge of the super grid, while the remaining
one node, called the central node, is located inside the super
grid and is used to control the flows passing through the super
grid. The grid points located on the four corners of the super
grid are called the corner nodes of the super grid. Note that
neighboring super grids share edge nodes on common edges.
And the grid points located on the common edge of a super
grid and a grid are retained, as shown in Fig. 5(e), where
NS = 3. The flow nodes corresponding to these grid points
are connected to the central node of the super grid with a bi-
directional edge with capacity 1 and unit flow cost wg×NS/2.

Since the number of wires crossing each edge of the super
grid does not exceed NS − 1, we give each edge node an
NS−1 capacity. In addition, since the number of wires through
the super grid is at most 2×NS−1, we give the central node a
capacity of 2×NS−1. We use four bi-directional edges with
capacity NS−1 to connect the central node to each edge node,
and use the other four bi-directional edges with capacity 1 to
connect the central node to each corner node. The incoming
flow (outgoing flow) of the central node is called the incoming
flow (outgoing flow) of the super grid. The correctness of super
grid model is proved in Section III-G.

F. Minimum Cost Flow

Based on the above discussion, we construct a flow network
G(V,E) where each edge (u, v) ∈ E has capacity C(u, v),
flow F (u, v) and unit flow cost Γ(u, v). The corresponding
flow network is constructed as follows:
• A super source node S and a super target node T are

added into V , with capacity ∞ and unit flow cost 0.
• For each electrode, a electrode node ψi is added into V ,

with capacity 1 and unit flow cost 0.
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Algorithm 2 Connect(A,B)

Input: The set of starting nodes A, the set of ending nodes
B.

Output: A set of edges EA,B from nodes in A to nodes in B.
1: EA,B ← ∅;
2: Push the elements in A and B into the stack SA and SB,

respectively, from right to left according to the position
of their center points;

3: b← SB.pop();
4: b′ ← ∅;
5: a← SA.pop();
6: while SA 6= ∅ do
7: if b = ∅ then
8: Add a directed edge into EA,B from a to b′, with

capacity Capacity(a) and unit flow cost X(a, b′);
\\ Capacity(a) is the capacity of a; X(a, b′) is the
horizontal distance between a and b′;

9: a← SA.pop();
10: else if a is at the left of b then
11: Add a directed edge into EA,B from a to b, with

capacity Capacity(a) and unit flow cost X(a, b);
12: if b′ 6= ∅ then
13: Add a directed edge into EA,B from a to b′, with

capacity Capacity(a) and unit flow cost X(a, b′);
14: a← SA.pop();
15: else
16: b′ ← b;
17: b← SB.pop();
18: return EA,B

• For each electrode, a set of pseudo nodes are added into
V , with capacity 1 and unit flow cost 0.

• For each contact pad, a contact pad node εj is added into
V , with capacity 1 and unit flow cost 0.

• For each grid point not covered by electrodes, a grid point
node is added into V , with capacity 1 and unit flow cost
0.

• For each grid not covered by electrodes, a grid node is
added into V , with capacity 1 and unit flow cost 0.

• For each tile, a tile node is added into V , with capacity
D-cap and unit flow cost 0.

• For each tile adjacent to the electrode area, a boundary
node is added into V , with capacity O-cap and unit flow
cost 0.

• For each super grid, four edge nodes are added into V ,
with capacity NS − 1 and unit flow cost 0, and a central
node is added into V , with capacity 2×NS − 1 and unit
flow cost 0.

• A directed edge is added into E for each (S, ψi), (εj , T ),
with capacity 1 and unit flow cost 0.

• A directed edgge is added into E between electrode nodes
and corresponding pseudo nodes, with capacity 1 and unit
flow cost 0.

• The directed edges are added into E between pseudo
nodes and adjacent grid nodes or grid point nodes,
between pseudo hubs and adjacent grid nodes or grid
point nodes, with capacity 1 and unit flow cost 0.

• The directed edges are added into E between tile nodes

and adjacent contact pad nodes, with capacity 1 and unit
flow cost

√
2wt/2.

• The directed edges obtain by Connect(A,B) and
Connect(A′, B′) are added into E, where Connect(A,B)
is used to connect the electrode area to the contact area,
as shown in Algorithm 2. A and A′ are the sets of
edge nodes of super grids and grid point nodes adjacent
to the upper contact area and the lower contact area,
respectively. B and B′ are the sets of contact pad nodes
and boundary nodes adjacent to the upper boundary and
the lower boundary of the electrode area, respectively.

• A directed edge is added into E between each boundary
node and corresponding tile node, with capacity O-cap
and unit flow cost wt/2.

• A directed edge is added into E between each pair of
vertically adjacent tile nodes, with capacity O-cap and
unit flow cost wt.

• A bi-directional edge is added into E between each pair
of horizontally adjacent tile nodes, with capacity O-cap
and unit flow cost wt.

• A bi-directional edge is added into E between each
corner node and the central node in the same super grid,
with capacity 1 and unit flow cost wg ×NS/2.

• A bi-directional edge is added into E between each edge
node and the central node in the same super grid, with
capacity NS − 1 and unit flow cost wg ×NS/2.

• A bi-directional edge is added into E between each grid
node and each adjacent grid point node, with capacity 1
and unit flow cost wg/2.

• For each grid, a bi-directional edge is added into E
between each pair of adjacent grid point nodes, with
capacity 1 and unit flow cost wg .

According to the above steps, the flow network shown in
Fig. 5(d) is constructed with NS = 3, O-cap = 2, and D-cap =
4. Note that the super source and super target in Fig. 5(d) are
hidden, and they are respectively connected to the electrode
nodes and contact pad nodes. We can obtain the minimum
cost flow by minimizing

∑
(u,v)∈E Γ(u, v)× F (u, v) on the

constructed flow network.

G. Correctness of the Proposed Super Grid Model

To demonstrate the correctness and effectiveness of the
proposed super grid model, we use f(gsi ) to represent the total
number of flows that pass through a super grid gsi ∈ Gs, where
Gs is the set of super grids on the routing plane. Then, we
have the follow lemma:

Lemma 1: In the minimum cost flows corresponding to the
flow network constructed in Section III-F, a quantity of f(gsi )
flows that pass through a super grid can be transformed into
f(gsi ) disjoint paths on the corresponding routing grid before
compression, where the size of the routing grid is NS ×NS

and f(gsi ) ≤ 2×NS − 1.
To prove Lemma 1, we first discuss three properties of the

minimum cost flows on the super grid.
Property 1: In a super grid, the incoming flow and outgoing

flow cannot share an edge node.
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value of total flows. (a) Before the change. (b) After the change.
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Fig. 12. (a)-(h) The eight flow configurations.

Property 2: In a super grid, if an outgoing flow points to
a corner node, then no incoming flow can come from the two
edge nodes adjacent to that corner node.

Property 3: In a super grid, if an incoming flow comes
from a corner node, then no outgoing flow can point to the
two edge nodes adjacent to that corner node.

For Property 1, we assume there are incoming and outgoing
flows that share the same edge node in the minimum cost flows
through the left super grid, as shown in Fig. 10(a). We assume
the values of the outgoing and incoming flow of the left super
grid are ϕ1 and ϕ2, respectively. Without loss of generality,
let ϕ1 ≥ ϕ2. We can reduce the total cost by offsetting the
incoming flow and outgoing flow each other, without affecting
the other flows, as shown in Fig. 10(b). This contradicts our
assumption that the flow through the super grid already has
minimum cost. Therefore, Property 1 is true.

For Property 2, we assume that in the minimum cost flows
through the left super grid, an outgoing flow points to a
corner node, and an incoming flow comes from the edge
nodes adjacent to the corner node, as shown in Fig. 11(a).
We can reduce the total cost by shifting the outgoing flow
pointing to the corner node to the neighboring super grid,
without affecting the other flows, as shown in Fig. 11(b). This
contradicts our assumption that the flow through the super grid
already has minimum cost. Property 2 holds true, and the same
reasoning applies to Property 3.

According to Property 1, Property 2 and Property 3, we
can enumerate the eight possible configurations of the incom-
ing/outgoing flows through the super grid, as shown in Fig. 12.
Notice that the value of flows shown in Fig. 12 can be zero.
By means of rotation or symmetry, we can extend these eight
configurations to all possible flow configurations. Therefore,
our goal is converted into demonstrating that Lemma 1 is true
in all eight flow configurations.

For illustration, we use fin(gsi , U), fin(gsi , D), fin(gsi , L),
and fin(gsi , R) to represent the values of the incoming flows

from the upper, lower, left, and right edge nodes of gsi , respec-
tively. fout(g

s
i , U), fout(g

s
i , D), fout(g

s
i , L), and fout(g

s
i , R)

are the values of the outgoing flows to the upper, lower,
left, and right edge nodes of gsi , respectively. fin(gsi , UL),
fin(gsi , UR), fin(gsi , DL), and fin(gsi , DR) are the values of
the incoming flows from the upper-left, upper-right, lower-left,
and lower-right corner nodes of gsi , respectively. fout(g

s
i , UL),

fout(g
s
i , UR), fout(g

s
i , DL), and fout(g

s
i , DR) are the values

of the outgoing flows to upper-left, upper-right, lower-left, and
lower-right corner nodes of gsi , respectively.

1) The First Flow Configuration: In the first flow config-
uration shown in Fig. 12(a), the incoming flows come from
two opposite corner nodes, and the outgoing flows point to
the remaining corner nodes. We have f(gsi ) ≤ 2. Obviously,
all flows can be transformed into disjoint paths regardless of
the value of flows. Thus, Lemma 1 is true in the first flow
configuration.

2) The Second Flow Configuration: In the second flow
configuration shown in Fig. 12(b), the incoming flows come
from two opposite edge nodes, and the outgoing flows point
to the remaining edge nodes. We have f(gsi ) ≤ 2 ×NS − 2.
Without loss of generality, let fin(gsi , U) ≥ fout(g

s
i , R). We

have fout(g
s
i , L) ≥ fin(gsi , D), since fin(gsi , U)+fin(gsi , D) =

fout(g
s
i , L) + fout(g

s
i , R).

In the routing grid before compression, we choose
fin(gsi , D) grid points from left to right on the lower boundary
as the starting points of the paths and fout(g

s
i , L) grid points

from lower to upper on the left boundary as the ending points
of the paths. We can construct fin(gsi , D) parallel paths from
the lower boundary to the left boundary in the area framed
with a red line at the lower left of Fig. 13(a). And there are
fout(g

s
i , L) − fin(gsi , D) ending points remaining on the left

boundary.
Similarly, we choose fin(gsi , U) grid points from right to

left on the upper boundary as the starting point of the paths
and fout(g

s
i , R) grid points from upper to lower on the right

boundary as the ending point of the paths. We can construct
fout(g

s
i , R) parallel paths from the upper boundary to the right

boundary in the area framed with a red line on the upper right
of Fig. 13(a). And there are fin(gsi , U)− fout(g

s
i , R) starting

points remaining on the upper boundary.
For the remaining fout(g

s
i , L)−fin(gsi , D) ending points on

the left boundary and the remaining fin(gsi , U)− fout(g
s
i , R)

starting points on the upper boundary, we can construct
fout(g

s
i , L)−fin(gsi , D) parallel paths in the area framed with

a green line on the upper left of Fig. 13(a). We construct a total
of fin(gsi , D)+fout(g

s
i , R)+fout(g

s
i , L)−fin(gsi , D) = f(gsi )

disjoint paths, thus Lemma 1 is true in the second flow
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Fig. 13. (a)-(d) The divisions of the routing grid before compression for
the second, fourth, fifth and seventh flow configurations, respectively. The
blue numbers indicate the number of starting points and the yellow numbers
indicate the number of ending points.

configuration.
We introduce Menger’s theorem [30] to prove Lemma 1 is

true. Given a graph G(V, E) and two sets of nodes C and D,
C,D ⊂ V . A third set of nodes W ⊂ V separates C from D if
every path from a node in C to a node in D contains a node
from W . P(G, C,D) is the largest number of disjoint paths
with starting node in A, an ending node in B, and no internal
nodes in C or D. K(G, C,D) is the smallest number of nodes
in a set that separates C from D.

Lemma 2 (Menger’s Theorem): P(G, C,D) = K(G, C,D).
3) The Third Flow Configuration: In the third flow config-

uration shown in Fig. 12(c), the incoming flows come from an
edge node and two corner nodes adjacent to that edge node,
and outgoing flows point to the opposite edge node and the
remaining corner nodes. We have f(gsi ) ≤ NS + 1.

In the routing grid before compression, we choose f(gsi )
grid points on the upper boundary, the upper-left corner, and
the upper-right corner as starting points and f(gsi ) grid points
on the lower boundary, the lower-left corner, and the lower-
right corner as ending points. We assume that the set of grid
points WS can separate the starting points from the ending
points. Obviously, the smallest number of grid points inWS is
equal min(NS+1, f(gsi )). Since f(gsi ) ≤ NS+1, min(NS+
1, f(gsi )) = f(gsi ). According to Lemma 2, we can construct
f(gsi ) disjoint paths in the routing grid before compression,
i.e., Lemma 1 is true in the third flow configuration.

4) The Fourth Flow Configuration: In the fourth flow
configuration shown in Fig. 12(d), the incoming flows
come from a corner node and two edge nodes adjacen-
t to that corner node, and the outgoing flows point to
the opposite corner node and the remaining edge nodes.
We have f(gsi ) ≤ 2 × NS − 1. For illustration, we use
ΩUR and ΩDL to represent min(fin(gsi , U), fout(g

s
i , R)) and

min(fin(gsi , L), fout(g
s
i , D)), respectively.

In the routing grid before compression, we choose
fin(gsi , L) grid points from lower to upper on the left boundary
as the starting points of the paths and fout(g

s
i , D) grid points

from left to right on the lower boundary as the ending points
of the paths. Obviously, we can construct ΩDL parallel paths
from the lower boundary to the left boundary in the area
framed with a red line at the lower left of Fig. 13(b). And
there are fin(gsi , L) − ΩDL starting points remaining on the
left boundary and fout(g

s
i , D)−ΩDL ending points remaining

on the lower boundary.
Similarly, we choose fin(gsi , U) grid points from right to

left on the upper boundary as the starting point of the paths
and fout(g

s
i , R) grid points from upper to lower on the right

boundary as the ending point of the paths. Obviously, we can
construct ΩUR parallel paths from the upper boundary to the
right boundary in the area framed with a red line on the upper
right of Fig. 13(b). And there are fin(gsi , U) − ΩUR starting
points remaining on the upper boundary and fout(g

s
i , R) −

ΩUR ending points remaining on the right boundary.
In the area framed with green line of Fig. 13(b), there are the

remaining f(gsi )−ΩDL−ΩUR starting points on the upper left
and the f(gsi )−ΩDL−ΩUR ending points on the lower right.
Obviously, the smallest number of grid points in WS is equal
min(2×Ns − 1−ΩDL−ΩUR, f(gsi )−ΩDL−ΩUR). Since
f(gsi ) ≤ 2×Ns−1 , min(2×Ns−1−ΩDL−ΩUR, f(gsi )−
ΩDL−ΩUR) = f(gsi )−ΩDL−ΩUR. According to Lemma 2,
we can construct at most f(gsi )−ΩDL−ΩUR disjoint paths in
the area framed with a green line of Fig. 13(b). We construct
a total of ΩDL+ΩUR+f(gsi )−ΩDL−ΩUR = f(gsi ) disjoint
paths, thus Lemma 1 is true in the fourth flow configuration.

5) The Fifth Flow Configuration: In the fifth flow config-
uration shown in Fig. 12(e), the outgoing flow points to the
lower edge node, and the incoming flows come from the edge
nodes and corner nodes that are not adjacent to the lower edge
node. We have f(gsi ) ≤ NS − 1.

In the routing grid before compression, we choose
fin(gsi , L) + fin(gsi , UL) grid points from left to right on the
lower boundary as the ending points of the paths and choose
fin(gsi , L) grid points from lower to upper on the left boundary
and fin(gsi , UL) upper-left grid point as the starting points of
the paths. We can construct fin(gsi , L) + fin(gsi , UL) disjoint
paths from the lower boundary to the left boundary and the
upper-left corner in the area framed with a red line at the left
of Fig. 13(c).

Similarly, we choose fin(gsi , R) + fin(gsi , UR) grid points
from right to left on the lower boundary as the ending
points of the paths and choose fin(gsi , R) grid points from
lower to upper on the right boundary and fin(gsi , UR) upper-
right grid point as the starting points of the paths. We can
construct fin(gsi , R) + fin(gsi , UR) disjoint paths from the
lower boundary to the right boundary and the upper-right
corner in the area framed with a red line at the right of
Fig. 13(c).

In the area framed with a green line at Fig. 13(c), we choose
fin(gsi , U) grid points from right to left on the upper boundary
as starting points and fin(gsi , U) grid points from right to
left on the lower boundary as ending points. According to
Lemma 2, we can construct fin(gsi , U) disjoint paths in the
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area framed with a green line of Fig. 13(c). We construct a
total of fin(gsi , L)+fin(gsi , UL)+fin(gsi , R)+fin(gsi , UR)+
fin(gsi , U) = f(gsi ) disjoint paths, thus Lemma 1 is true in the
fifth flow configuration.

6) The Sixth Flow Configuration: In the sixth flow config-
uration shown in Fig. 12(f), the incoming flow comes from
the lower edge node, and the outgoing flows point to the edge
nodes and corner nodes that are not adjacent to the lower edge
node. We have f(gsi ) ≤ NS − 1. We can prove that Lemma
1 also holds in the sixth flow configuration in a way similar
to the proof of the fifth flow configuration.

7) The Seventh Flow Configuration: In the seventh flow
configuration shown in Fig. 12(g), the outgoing flows point to
the lower edge node and the lower-right corner node, and the
incoming flows come from the edge nodes and corner nodes
that are not adjacent to these nodes. We have f(gsi ) ≤ NS .

In the routing grid before compression, we choose
fin(gsi , L) + fin(gsi , UL) grid points from left to right on
the lower boundary as the ending points of the paths and
choose fin(gsi , L) grid points from lower to upper on the left
boundary and fin(gsi , UL) upper-left grid point as the starting
points of the paths. We can construct fin(gsi , L)+fin(gsi , UL)
disjoint paths from the lower boundary to the left boundary
and the upper-left corner in the area framed with a red line of
Fig. 13(d).

In the area framed with a green line of Fig. 13(d), we
choose fin(gsi , U) + fin(gsi , UR) grid points from right to left
on the lower boundary as the ending points of the paths and
fin(gsi , U) + fin(gsi , UR) grid points from right to left on the
upper boundary as the starting points of the paths. According
to Lemma 2, we can construct fin(gsi , U) + fin(gsi , UR)
disjoint paths in the area framed with a green line of Fig. 13(c).
We construct a total of fin(gsi , L)+fin(gsi , UL)+fin(gsi , U)+
fin(gsi , UR) = f(gsi ) disjoint paths, thus Lemma 1 is true in
the seventh flow configuration.

8) The Eighth Flow Configuration: In the eighth flow
configuration shown in Fig. 12(h), the incoming flows come
from the lower edge node and the lower-right corner node, and
the outgoing flows point to the edge nodes and corner nodes
that are not adjacent to these nodes. We have f(gsi ) ≤ NS .
We can prove that Lemma 1 also holds in the eighth flow
configuration in a way similar to the proof of the Seventh
flow configuration.

In conclusion, Lemma 1 holds in all flow configurations.

H. Flow Collocation

After obtaining the maximum flow, detailed routing needs
to be performed to decide how wires pass through the super
grids, tiles, and connection regions between electrode area and
contact area, thus generating the final routing results. Note that
wire crossings need to be avoided in the detailed routing to
ensure the correctness of control-signal prorogation. Moreover,
compared with tiles whose corners are already occupied by
pins, super girds allow flows to pass through their edges.
If two flows are allocated a shared edge between adjacent
super grids, a wire crossing will be generated. Thus, the
routing design regarding super grids needs to be considered

p1

p2

ϕ1 

ϕ2 

ϕ3 

q4q3

p3 p4

θ3,3 
θ3,4 

θ4,3 
θ4,4 

(a) (b)

Electrode area

Contact area

Fig. 14. The diagram of the routing track. (a) Routing tracks between p1 and
p2. (b) Routing tracks connecting the electrode area to the contact area.

systematically with new techniques. Based on Lemma 1, we
further propose an ILP-based flow collocation algorithm to
deal with the detailed routing considering super grids.

To determine the starting and ending points of wire seg-
ments that cross a super grid, we recover the grid points on
the four sides of the super grid. We use the 0-1 variables λSi
and λEi to represent whether the grid point pi is the start or
ending point of the wire segments, respectively. pi cannot be
simultaneously a starting point and an ending point, which can
be constrained as

λSi + λEi ≤ 1,∀pi ∈ P (gsh),∀gsh ∈ Gs, (2)

where P (gsh) is the set of grid points located on the boundary
of the super grid gsh ∈ Gs.

For a super grid gsh ∈ Gs, the value of the incoming flow
from a edge node is equal to the number of starting points on
the corresponding edge. Similarly, the value of outgoing flow
to a edge node is equal to the number of ending points on the
corresponding edge. Thus, we have the following constraints∑
pi∈P∆(gsh)

λSi = fin(gsh,∆),∀gsh ∈ Gs,∀∆ ∈ {U,D,L,R},

(3)∑
pi∈P∆(gsh)

λEi = fout(g
s
h,∆),∀gsh ∈ Gs,∀∆ ∈ {U,D,L,R},

(4)
where PU (gsh), PD(gsh), PL(gsh), and PR(gsh) are the sets of
grid points located at the upper, lower, left, and right edge of
gsh, respectively.

For a super grid gsh ∈ Gs, if the value of the incoming flow
from a corner node is not 0, the corresponding grid point is the
starting point of the wire segment. Similarly, if the value of
the outgoing flow to a corner node is not 0, the corresponding
grid point is the ending point of the wire segment. Thus, we
have

λSi = fin(gsh,∆),

∀gsh ∈ Gs,∀∆ ∈ {UL,UR,DL,DR} ∧ pi = P∆(gsh),
(5)

λEi = fout(g
s
h,∆),

∀gsh ∈ Gs,∀∆ ∈ {UL,UR,DL,DR} ∧ pi = P∆(gsh),
(6)

where PUL(gsh), PUR(gsh), PDL(gsh), and PDR(gsh) are the
grid points located in the upper-left, upper-right, lower-left,
and lower-right of gsh, respectively.

There is one or more ways to connect any two grid points
on the boundary of gsh. We name the possible routing paths as
Routing Tracks. As shown in Fig. 14(a), there are three routing
tracks from p1 to p2. If pi is the starting (or ending) point of
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the wire segments, there is only one routing track starting (or
ending) at pi that is occupied by a wire. Thus, we have∑

pj∈P (gsh)

∑
φk∈Φ(pi,pj)

µk = λSi ,∀gsh ∈ Gs, (7)

∑
pi∈P (gsh)

∑
φk∈Φ(pi,pj)

µk = λEj ,∀gsh ∈ Gs, (8)

where Φ(pi, pj) is a set of all routing tracks that start at pi
and end at pj . µk is a 0-1 variable representing whether φk ∈
Φ(pi, pj) is occupied by a wire or not.

Since the shape of gsh is fixed as a n × n grid, all
possible routing tracks can be established for the constructed
super grids. To avoid wire crossings, we use a 0-1 variable
O(φk, φk′) to represent whether a pair of routing tracks φk
and φk′ overlap with each other. When φk and φk′ are in the
same super grid and O(φk, φk′) = 1, φk and φk′ cannot be
occupied by wires at the same time. Thus, we have

µk + µk′ ≤2−O(φk, φk′),

∀φk ∈ Φ(pi, pj),∀φk′ ∈ Φ(pi′ , pj′),

∀pi, pj , pi′ , pj′ ∈P (gsh),∀gsh ∈ Gs.
(9)

Similarly, when routing tracks φk and φk′ are in adjacent
super grids and O(φk, φk′) = 1, we have

µk + µk′ ≤ 2−O(φk, φk′),

∀φk ∈ Φ(pi, pj),∀φk′ ∈ Φ(pi′ , pj′),∀gsh ∈ Gs,
∀gsh′ ∈ AC(gsh),∀pi′ , pj′ ∈ P (gsh′),∀pi, pj ∈ P (gsh),

(10)

where AC(gsh) is the set of adjacent super grids of gsh.
We model the flow assignment problem for the contact area

in a similar way. For any tile th, we first add O-cap points,
called Tile Points, on each edge to serve as the starting or
ending points of the wire segments. In addition, we also treat
the contact pad on each corner of the tile as a tile point to serve
as the ending point of the wire segments. The 0-1 variables ξSi
and ξEi are introduced to represent whether the tile point qi is
the starting or ending point of the wire segments, respectively.
qi cannot be simultaneously the start and ending point, which
can be constrained as

ξSi + ξEi ≤ 1,∀qi ∈ Q(th),∀th ∈ TD ∪ TU , (11)

where Q(th) is the set of tile points located on the boundary
of th. TD and TU are the sets of all tiles located in the upper
and lower contact area, respectively.

The value of the incoming (outgoing) flow through an edge
of the tile and the number of starting (ending) points on the
corresponding edge of the tile can be constrained as∑

qi∈Q∆(th)

ξSi = fin(th,∆),

∀th ∈ TD ∪ TU ,∀∆ ∈ {U,D,L,R},
(12)

∑
qi∈Q∆(th)

ξEi = fout(th,∆),

∀th ∈ TD ∪ TU ,∀∆ ∈ {U,D,L,R},
(13)

where QU (th), QD(th), QL(th), and QR(th) are the tile
points located at the upper, lower, left, and right edge of th,
respectively.

The upper-left, upper-right, lower-left, and lower-right tile
points of th can only be used as the ending point of the wire
segment. If the the upper-left, upper-right, lower-left, or lower-
right outgoing flow value of th is not 0, the corresponding tile
points is the ending point of the wire segment. Thus, we have

ξEi = fout(th,∆),

∀th ∈ TD ∪ TU ,∀∆ ∈{DL,DR,UL,UR} ∧ qi = Q∆(th),
(14)

where QUL(th), QUR(th), QDL(th), and QDR(th) are the
tile points located in the upper-left, upper-right, lower-left, and
lower-right corners of th, respectively.

We can also build corresponding routing tracks for each tile.
If qi is the starting (or ending) point of the wire segments,
there is only one routing track starting (or ending) at qi that
is occupied by a wire. Thus, we have∑

qj∈Q(th)

∑
φk∈Φ(qi,qj)

νk = ξSi ,∀th ∈ TD ∪ TU , (15)

∑
qi∈Q(th)

∑
φk∈Φ(qi,qj)

νk = ξEj ,∀th ∈ TD ∪ TU , (16)

where Φ(qi, qj) is the set of routing tracks that start at qi
and end at qj . νk is a 0-1 variable representing whether φk ∈
Φ(qi, qj) is occupied by a wire or not.

For any two routing tracks φk and φk′ in the same tile, if
O(φk, φk′) = 1, they cannot be occupied by wires at the same
time. Thus, we have

νk + νk′ ≤ 2−O(φk, φk′),

∀φk ∈ Φ(qi,qj),∀φk′ ∈ Φ(qi′ , qj′),

∀qi, qj , qi′ , qj′ ∈Q(th),∀th ∈ TD ∪ TU .
(17)

A group of routing tracks is constructed to connect the
electrode area to the contact area. The routing tracks, that
connect the electrode area to the lower contact area, start at a
grid point on the lower boundary of the electrode area and end
at a tile point on the upper boundary of the lower contact area,
as shown in Fig. 14(b). We use θi,j to represent the routing
track starting at pi and ending at qj . ρi,j is a 0-1 variable that
represents whether θi,j is occupied by a wire or not. Thus, we
have ∑

qj∈Q(TD,U)

ρi,j = λEi ,∀pi ∈ P (Gs, D), (18)

∑
pi∈P (Gs,D)

ρi,j = ξSj ,∀qj ∈ Q(TD, U), (19)

where P (Gs, D) is the set of grid points located at the lower
boundary of the electrode area. Q(TD, U) is the set of tile
points located at the upper boundary of lower contact area.

To avoid wire crossings, we further use a 0-1 variable
O(ρi,j , ρi′,j′) to represent whether tracks θi,j and θi′,j′ overlap
with each other. Then, we have

ρi,j + ρi′,j′ ≤ 2−O(ρi,j , ρi′,j′),

∀pi, pi′ ∈ P (Gs,D),∀qj , qj′ ∈ Q(TD, U).
(20)
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TABLE I
DETAILS OF BENCHMARKS USED IN THE EXPERIMENTS

Benchmark
(NE , SE (mm2), SP (mm2), NP )

Test Case 1 Test Case 2 Test Case 3
(5, 3883, 852, 256) (7, 3883, 852, 256) (13, 3883, 852, 256)

Test Case 4 Test Case 5 Test Case 6
(23, 3883, 852, 256) (44, 3883, 852, 256) (88, 3883, 852, 256)

Test Case 7 Test Case 8 Test Case 9
(200, 7766, 1703, 512) (250, 7766, 1703, 512) (300, 7766, 1703, 512)

Test Case 10 Test Case 11 Test Case 12
(350, 7766, 1703, 512) (400, 15533, 3406, 1024) (600, 15533, 3406, 1024)

Dilution Chip 1 Dilution Chip 2
(34, 3883, 852 , 216) (100, 3883, 852, 216)

Similarly, the routing tracks, that connect the electrode area
to the upper contact area, start at a grid point on the upper
boundary of the electrode area and end at a tile point on
the lower boundary of the upper contact area. We have the
following constraints∑

qj∈Q(TU ,D)

ρi,j = λEi ,∀pi ∈ P (Gs, U), (21)

∑
pi∈P (Gs,U)

ρi,j = ξSj ,∀qj ∈ Q(TU , D), (22)

ρi,j + ρi′,j′ ≤ 2−O(ρi,j , ρi′,j′),

∀pi, pi′ ∈ P (Gs,U),∀qj , qj′ ∈ Q(TU , D),
(23)

where P (Gs, U) is the set of grid points located at the upper
boundary of the electrode area. Q(TU , D) is the set of tile
points located at the lower boundary of upper contact area.

Finally, optimized routing path with minimized wire length
and non-intersection of wires can be generated by solving the
following optimization problem

Minimize
∑

pi∈P (Gs,D)

∑
qi∈Q(TD,U)

ρi,j × L(θi,j)

+
∑

pi∈P (Gs,U)

∑
qi∈Q(TU ,D)

ρi,j × L(θi,j)

+
∑
gsh∈Gs

∑
pi,pj∈P (gsh)

∑
φk∈Φ(pi,pj)

µk × L(φk)

+
∑

th∈TU∩TD

∑
qi,qj∈Q(th)

∑
φk∈Φ(qi,qj)

νk × L(φk) (24)

subject to (2)− (23), (25)

where L(θi,j) and L(φk) are the length of θi,j and φk,
respectively.

IV. EXPERIMENTAL RESULTS

NR-Router+ was implemented in Python and tested on a
PC with 3.4 GHz CPU and 24GB memory. The minimum
cost flow and the ILP problem formulated in Section III are
solved by the OR-Tools [31]. We used 14 benchmarks to verify
the proposed method as shown in Table I. Parameters NE ,
SE , SP , and NP in Table I are the number of electrodes, the
size of the electrode area, the size of the contact area, and the
number of contact pads, respectively. The two dilution EWOD
chips are real-life biochemical applications, and the other 12
synthetic benchmarks were generated using our developed

design interface. These benchmarks contain a number of
electrodes with various shapes. Among them, test cases 7-12
use larger chip sizes to accommodate more electrodes and pad
contacts. Moreover, the parameters used in the experiments
are set as follows: wl = 100µm, sl = 5µm, wg = 150µm,
NS = 3, O-cap = 2, and D-cap = 4.

A. Validation of the Proposed NR-Router+

Since there is no existing work targeting the problem solved
in this paper, we implemented an exhaustive algorithm and an
A* algorithm in the preliminary version for comparison [1].
We ran the three algorithms on the aforementioned bench-
marks, including two dilution EWOD chips and 12 synthetic
benchmarks. Table II shows the experimental results, where N.
Average provides the average ratio between the comparison
method and NR-Router+ across all the benchmarks. It can
be seen from Table II that all the algorithms achieve 100%
routability in the benchmarks.

Compared with the exhaustive algorithm, it can be seen
from Table II that NR-Router+ achieves better results in both
total wirelength and CPU time. We analyze this result for
the following reasons: 1) The exhaustive algorithm performs
routing design based on a routing mesh using the proximity
principle between electrode area and contact area. In con-
trast, NR-Router+ further expands connection options between
electrodes and contact pads in a fine-grained level using the
ILP-based flow collocation algorithm, thus achieving shorter
wirelength and 2) since the exhaustive algorithm needs to
enumerate all possible combinations of candidate pins on the
routing mesh, it takes a relatively long time to evaluate a large
number of feasible solutions.

In addition, compared with the A* algorithm, NR-Router
achieves an average reduction of 50.97% regarding the wire-
length and a 11.6X speedup of CUP time on average. Although
the A* algorithm shows excellent performance in finding a
single shortest path between nodes, the optimal routing paths
considering all the pin-pad pairs in a global manner cannot be
generated. In particular, for benchmarks with a large number
of electrodes, since the previously routed paths will become
obstacles to the subsequent routing designs, the time consumed
for path computation is increased significantly. In contrast,
since the grids occupied by electrodes are removed from
the constructed flow network, the computation overhead of
NR-Router+ is reduced significantly with the increase in the
number of electrodes, thus demonstrating its better scalability.

B. Comparison Between NR-Router [1] and NR-Router+

To further verify the effectiveness of NR-Router+, this
section presents comparisons between NR-Router+ and the
previous version of NR-Router [1]. Due to the adoption of
several new techniques, e.g., the grid reduction strategy and
the ILP-based flow collocation algorithm, key indicators such
as the computation efficiency and the scalability of NR-
Router can be improved systematically. Similarly, We ran
both algorithms on the same PC using the aforementioned
benchmarks. Table III shows the corresponding comparison
results with respect to wirelength and CPU time.
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TABLE II
WIRELENGTH AND CPU TIME OF NR-ROUTER+ AND TWO BASLINES SOLUTIONS

Benchmark Test Case 1 Test Case 2 Test Case 3 Test Case 4 Test Case 5 Test Case 6 Dilution Chip 1 Dilution Chip 2 N. Average

Exhaustive
Algorithm

[1]

Wirelength
(µm) 89374 129836 173946 539274 1304753 2183741 593762 2243131 1.0143

CPU
Time (s) >1 hour >1 hour >1 hour >1 hour >1 hour >1 hour >1 hour >1 hour >100

A*
Algorithm

[1]

Wirelength
(µm) 128475 182736 397364 1984654 2794854 4395862 2594832 3418597 2.4048

CPU
Time (s) 0.2374 0.5920 1.0943 1.4284 2.5573 3.6716 2.4343 3.5392 11.5847

NR-Router+
Wirelength

(µm) 89124 127278 173863 536977 1292989 2172773 556634 2230076 1.0000

CPU
Time (s) 0.1660 0.1992 0.1946 0.2062 0.1417 0.1912 0.1280 0.1819 1.0000

TABLE III
WIRELENGTH AND CPU TIME OF NR-ROUTER AND NR-ROUTER+

Benchmark Test Case 1 Test Case 2 Test Case 3 Test Case 4 Test Case 5 Test Case 6 Dilution Chip 1

N. AverageWirelength
(µm)

NR-Router 89374 129836 173946 539274 1304753 2183741 593762
NR-Router+ 89124 127278 173863 536977 1292989 2172773 556634

Ratio 1.0028 1.0201 1.0005 1.0043 1.0091 1.0050 1.0667
Benchmark Test Case 7 Test Case 8 Test Case 9 Test Case 10 Test Case 11 Test Case 12 Dilution Chip 2

1.0155Wirelength
(µm)

NR-Router 3490540 4601247 5581822 6204942 7286310 11108725 2243131
NR-Router+ 3460042 4513620 5448888 6060968 7250295 10881327 2230076

Ratio 1.0088 1.0194 1.0244 1.0238 1.0050 1.0209 1.0059

Benchmark Test Case 1 Test Case 2 Test Case 3 Test Case 4 Test Case 5 Test Case 6 Dilution Chip 1

N. AverageCPU
Time (s)

NR-Router 0.4624 0.4981 0.5244 0.5221 0.6483 0.6739 0.5937
NR-Router+ 0.1660 0.1992 0.1946 0.2062 0.1417 0.1912 0.1280

Ratio 2.7855 2.5005 2.6948 2.5320 4.5752 3.5246 4.6383
Benchmark Test Case 7 Test Case 8 Test Case 9 Test Case 10 Test Case 11 Test Case 12 Dilution Chip 2

2.6150CPU
Time (s)

NR-Router 2.9418 4.0645 6.3019 8.9143 7.8237 15.9363 0.6894
NR-Router+ 2.2283 3.1239 3.8083 4.0152 5.9103 9.1132 0.1819

Ratio 1.3202 1.3011 1.6548 2.2201 1.3237 1.7487 3.7900
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Fig. 15. Comparison results between NR-Router and NR-Router+ with
respect to the number of nodes used in the flow network.
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Fig. 16. Comparison results between NR-Router and NR-Router+ with
respect to the number of edges used in the flow network.

Compared with NR-Router, the computational efficiency is
also improved by NR-Router+ across all the benchmarks. It
can be seen that the maximum speedup reaches up to 4.6X
with an average speedup of 2.6X. This is mainly because the
introduction of the grid reduction strategy simplifies the flow
network significantly. As shown in Fig. 15 and Fig. 16, NR-
Router+ achieves a 43.91% and a 66.17% reduction on average
in terms of the number of nodes and edges used in the flow
network compared with NR-Router, respectively. Moreover, it
can be seen from Table III that NR-Router+ achieves a 0.05%-
6.25% reduction of wirelength with an average reduction of
1.50%. This is mainly because NR-Router+ constructed a more
detailed connection network between the electrode area and
the contact area.

Furthermore, the simplification of the flow network also
reduces the times of solver calling significantly in the proposed
method. As shown in Table IV, compared with NR-Router,
the time for solver calling as a percentage of the total CPU
time in NR-Router+ is reduced significantly from 56.14% to
38.67% on average. Note that column Time of NR-Router+
in Table IV includes the calling times of both the minimum

cost flow algorithm and the flow collocation method. It can be
seen that the proposed flow collocation method can generate
the optimal solutions within a short period of time across
all the benchmarks. This result, once again, demonstrates
the robustness and scalability of the proposed NR-Router+.
Finally, Fig. 17–Fig. 19 show the routing solutions of a
synthetic EWOD chip and two real-life dilution EWOD chips,
respectively. It can be seen that all the routing paths are
constructed correctly on a single layer without any violation
of design rules, and these solutions can be used directly for
chip manufacturing.

V. CONCLUSIONS

We have presented NR-Router+, the first automation method
that can realize accurate routing design of single-layer E-
WOD chips with non-regular electrodes. In NR-Router+, a
minimum-cost flow algorithm followed by a light-weight mod-
el is proposed to efficiently construct optimal routing paths
between electrodes and contact pads. Moreover, several tech-
niques such as a grid reduction strategy and a flow allocation
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Fig. 17. The routing result of test case 12.

TABLE IV
CPU TIME OF SOLVER CALLING IN NR-ROUTER AND NR-ROUTER+

Benchmark NR-Router NR-Router+
Time (s) Percentage (%) Time (s)# Percentage (%) Imp (%)

Test Case 1 0.1641 35.49 0.0321 + 0.0234 33.43 5.80
Test Case 2 0.2096 42.08 0.0505 + 0.0287 39.76 5.51
Test Case 3 0.2491 47.50 0.0440 + 0.0326 39.36 17.14
Test Case 4 0.3034 58.11 0.0614 + 0.0425 50.39 13.29
Test Case 5 0.5360 82.68 0.0579 + 0.0255 58.86 28.81
Test Case 6 0.4973 73.79 0.0676 + 0.0443 58.53 20.68
Test Case 7 1.5659 53.23 0.3756 + 0.1981 25.75 51.63
Test Case 8 1.9664 48.38 0.6846 + 0.3612 33.48 30.80
Test Case 9 3.6921 58.59 0.8316 + 0.3705 31.57 46.12
Test Case 10 6.0297 67.64 0.5472 + 0.3757 22.99 66.01
Test Case 11 3.5883 45.86 1.8189 + 0.3525 36.74 19.89
Test Case 12 6.1521 38.60 1.8648 + 0.8194 29.45 23.70

Dilution Chip 1 0.3303 55.63 0.0266 + 0.0191 35.70 35.83
Dilution Chip 2 0.5403 78.37 0.0469 + 0.0357 45.41 42.06

Average 56.14 38.67 29.09
# The execution time of the minimum cost flow algorithm and the flow collocation method.

algorithm are proposed to further improve the overall perfor-
mance of NR-Router+. Mask files feasible for manufacturing
can also be generated automatically. Experimental results on
both real-life chip applications and synthetic benchmarks have
confirmed the effectiveness of NR-Router+.
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