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Abstract 

 

Pulsed Laser-induced Light Coupling and Phase Transformation of Silicon 

Nanostructures 

by 

 

Letian Wang 

 

Doctor of Philosophy in Engineering-Mechanical Engineering 

 

University of California, Berkeley 

 

Professor Costas P. Grigoropoulos, Chair 

 

 

Silicon nanostructures serve as the backbone of modern electronics and photonics. 

Particularly, silicon nanoresonator became an increasingly important building block for 

the advanced photonics applications, including sensing, wavefront engineering and 

integrated photonics. Its crystallinity engineering is critical for enabling the 

manufacturability as well as fueling the continuous innovation on the device 

functionalities.  Meanwhile, the scalable patterning of such nanostructures could offer 

cost-effective and highly controllable manufacturing routes beyond the conventional 

complementary metal-oxide-semiconductor (CMOS) fabrication. Owing to the 

controllable energy delivery and capability to interact with nanostructures, pulsed laser 

processing could significantly shed light on the above challenges and opportunities.  

The pulsed laser processing of semiconductor material has been intensely 

investigated in the last century providing insights into fundamental light-material 

interaction. In early this century, thin-film laser processing became the main research 

topic as the complex coupling of heat transfer and phase transformation has enabled the 

technical innovation towards thin-film transistors in the display industry.  However, when 

the lateral dimensions of the semiconductor material further shrunk down to the order of 

100nm, the governing laws of the multiphysics interaction had to incite a significant 

paradigm shift in the study of the optical coupling, heat transfer and phase 

transformations. 

This dissertation focus on understanding new coupling mechanism of pulsed laser 

interaction with silicon nanostructures, and exploiting them for scalable patterning and 

crystal engineering of the functional resonator arrays. Based on the unique near-field 

enhanced optical absorption, we first demonstrate the optically directed assembly of 

silicon nanoresonators. Spherical silicon nanoresonators can be fabricated with 

programmable numbers and combinations. Based on the ultrafast quenching rate and high 

adhesion work of silicon, we then demonstrate the deformation-free reversible phase 

transformation of silicon resonators that enables the active modulation of visible 

wavelength metasurfaces. Our in situ reflection probing of a single silicon nanodisk 

coupled with comprehensive simulations helps to reveal the mechanism behind the 

amorphization. We believe the experimental probing results lends support to the 

hypotheses silicon relaxation time scale on the silicon glass transformation. Lastly, 
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through femtosecond laser irradiation, we observed the ultrafast field enhanced selective 

material removal within nanodisks.  The detailed dynamics of the field enhancement, 

carrier excitation, non-thermal melting and subsequent cold ablation are studied ex-situ 

and in-situ. The mechanism can be used for scalable manufacturing of bowtie sensing 

structures and laser printing optical metasurfaces.  
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1 Introduction 
 

1.1 Pulsed laser processing of nanostructures 
 

The term “pulsed laser” refers to laser emitting pulses durations shorter than 1μs 

and consists of nanoseconds, picoseconds and femtoseconds. Pulsed laser processing offers 

a transient energy delivery with controllable power, duration and location. Based on the 

duration, it will have a configurable thermal effect on the material subject to irradiation. 

The unique features of pulsed laser have been exploited for the manufacturing of the Thin 

Film Transistor(TFT)1 of displays. TFTs are fabricated on top of glasses, which requires 

the deposition of amorphous silicon and subsequent thermal processing to improve the 

crystallinity. Pulsed laser processing offers a unique advantage by providing fast heating 

and controlled crystallization with minimum thermal effect on the substrate.  

With the development of the semiconductor industry and various nanotechnology, 

the semiconductor devices have now reached dimensions much smaller than wavelengths 

of light. Applying pulsed laser processing to semiconductor nanostructure could provide 

possibilities to engineer its geometry and the crystallinities. We will introduce below in 

details how it can be used for scalable manufacturing and active device control. 

 

1.1.1 Semiconductor manufacturing and nanomanufacturing 
 

 
Figure 1.1 Pulsed laser processing for semiconductor manufacturing and 

nanomanufacturing 

Pulsed laser processing can help solve the heterogeneous integration challenge in 

semiconductor manufacturing. With the development of cloud computing and artificial 

intelligence, the requirement of bringing logic and memory units closer becomes a 

pressing issue. Among various solutions, the development of 3D Integrated Circuits(IC)2 

has attracted great attention. A critical challenging for 3D IC integration is the stacking of 

high mobility crystalline Si/Ge layers on top of amorphous dielectric layers.  Pulsed laser 
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crystallization shows the potential to improve the crystallinity of deposited amorphous 

material on oxide substrates, providing an alternative route for 3D IC integration. Recent 

progress has reported using pulsed laser annealing to improve the channel crystallinity in 

3D NAND3 Flash memory. Beyond improving crystallinity, it is further desired to bring 

laser recrystallization to its extreme capacity, generating single crystals from amorphous 

precursors. 

Nanomanufacturing involves producing nanostructures in high precision and low 

cost. Surface patterned periodic nanostructures are important building blocks to novel 

electronics4 and spintronics5, chemical catalysts6, plasmonic and photonic devices 7–9  as 

well as memory devices10–12. All of the above applications require fabricating arrays in 

high fidelity and low cost. Since high fidelity is usually associated with high-cost, e-beam 

lithography and spontaneous self-assembly represent two extremes. Pattern-guided 

laser13–15 and thermal16,17 dewetting, as well as liquid-assembly 18,19 can produce periodic 

metallic and dielectric nanostructures with a reasonable combination of fidelity and low 

cost. Due to its non-contact and scalable nature, laser light field patterning stands out as a 

promising and attractive option among various tuning methods.20–22  

Besides high fidelity scalable patterning, recent advancements in structural color,23–

26  optical data storage12,27,28 and active nanophotonic devices29–31 highlight the need for 

customized fabrication and tuning of the nano building-blocks and their arrangement. 

With the high spatial resolution and controllable energy delivery, the transfer type 

printing of nanoresonators has been proposed32. Active and reversible tuning has also 

been reported33 based on standing wave and optical tweezing. On-demand patterning of 

nanostructures on 2D patterns with nanometer tunability could revolutionize the 

production of customized devices, just like ”3D printing” to the manufacturing. 

 

1.1.2 Phase change devices 
 

Phase change materials (PCM) present crystallinity dependent optical or electrical 

properties, which has been utilized for storage devices for a decade. A big group of phase 

change materials is GeSbTe(GST), part of the chalcogenide glasses family. The refractive 

index change of GST has been applied a decade ago in the optical storage systems 

including CD, DVD, and blue rays(Fig. 1.2A). Recent advancements in nanophotonics 

including metasurfaces and integrated photonics have vitalized the development of active 

modulation. Phase change materials like VO2 provides volatile programmable photonic 

properties in IR 34. For non-volatile applications, chalcogenide glasses, such as 

AgInSbTe(AIST) and GeSbTe (GST) have been commercially applied to optical storage 

and electronic memory. Due to their high spatial resolution29, high speed35 and switchable 

photonic properties in IR 36, advanced photonic applications are demonstrated, including 

optoelectronic display37, active wavefront control29,38, on-chip memory39, and 

computation40,41(Fig. 1.2B-D).  
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Figure 1.2 Phase change devices in photonic and electronic applications. (A) the optical 

rewritable storage. (B) The optoelectronic display based on thin-film GST37. (C) The 

optical wavefront control based on thin-film GST29. (D) The photonic memory and 

perceptron based on the integrated GST element39,41. 

However, many PCM elements (Ag, S, and V etc) are not allowed in the CMOS 

fab and even GST is only permitted in some pilot memory foundries42,43, which limits the 

large scale manufacturing of active photonic devices. Furthermore, compound PCMs 

require maintaining stoichiometry throughout the whole domain for consistent properties 

which has been a big concern for memory industries42. Therefore monatomic phase 

change materials have been proposed 44. Lastly, while many phase-change switching 

devices are demonstrated, PCMs incorporated in such devices are either in blanket film 

format or nanostructures capped with other materials. Film structure holds limited spatial 

precision and does not access the vast parameter space from geometry dependent 

nanoresonators.  For device performance as well as fabrication cost, it will be worthy to 

develop reversible phase transformation on isolated geometries. However, such 

transformations on GST have been unsuccessful45 and no demonstration on other 

materials has been reported either. The main obstacle is the melt-mediated deformation 

and dewetting of the structure, that prevents repeated operation. This issue becomes 

significant when the modulation is light-driven. Hence, obtaining a CMOS compatible, 

chemically stable and deformation free phase change material is of great value for 

expanding the current capabilities of the available PCMs.  

Most importantly, while various phase change material have been demonstrated 

for application in IR30, terahertz46, microwave47 and phononic systems48, the territory of 

visible wavelength has not been explored fully. The main challenge is that the 

chalcogenide glass family presents a low refractive index and high loss in the visible 



4 

wavelength, especially for the crystalline phase39.  Material innovation brought up 

Sb2S349 with higher refractive index and lower absorption in visible wavelengths, which 

is still considerable and hard to be CMOS compatible. Another proposal is to stack GST 

with silicon structure to create hybrid resonator50, which is complex, costy and also 

vulnerable to chemical diffusion. It is therefore of great interest to explore the possible 

alternative phase change materials for the visible wavelengths. 

 

1.2 Opportunities from pulsed laser processing on nanostructures 
 

1.2.1 Pulse duration-dependent light-material interaction 
 

Nanosecond pulsed laser processing of thin-film involves the coupling of heat 

transfer, phase transformation and even mass transport51 effect. Such coupling has been 

widely studied in the laser annealing and dewetting of thin films. As they are all 

processes with time scale longer than 1ns, the details of carriers are not involved(Fig. 

1.3), The same pulse-duration dependent multiphysics coupling can also be encountered 

and investigated for the nanosecond laser interaction with nanostructures.   

When the laser pulse duration is shorter than the nanosecond, the transient 

dynamics of carrier excitation and relaxation will fall into the same time scale as the 

pulse duration (see Fig. 1.3). Therefore more complicated light material interaction 

becomes possible given when the laser pulse energy and pulse duration varies. The 

variation will ultimately result in different material processing effects. From this aspect,  

by utilizing a sub-nanosecond pulsed laser, we could explicitly explore and exploit the 

carrier dynamics effect on the nanoscale light-matter interaction. The details of the 

opportunities will be introduced in section 5.1. 

 

 

 
Figure 1.3 Timescales of various carrier and lattice interaction in laser-excited solids. 
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 The figure is modified after the references52,53 and a new time scale from ref51 has been 

added. 

 

 

1.2.2 Light interaction with silicon nanoresonators 
 

Due to the well-studied properties and wide applications, both bulk and thin-film 

silicon has been intensively investigated with laser irradiation of femtosecond to 

nanoseconds. Sophisticated models have been developed to describe the carrier 

excitation, relaxation, thermal transport as well as structural transformation54,55. 

However, there are limited studies on the laser processing of nanostructures primarily due 

to the fabrication and probing challenges posed by the miniaturized sizes. Under the 

reduced dimension, several unique multiphysics coupling phenomena exist during laser 

processing. The process goes through optical field coupling, heat transfer, melting, 

interfacial effects and lastly solidification. Two main effects are listed below and the rest 

of the effects are described in section.2.1-2.3. 

The optical properties of silicon nanostructures provide new effects in the light 

coupling and detectable optical characteristics during processing. Si features a high 

refractive index and relatively low loss in the visible wavelength, especially the near-

ultraviolet (NUV) range56. As a result, Si nanostructures present strong electrical and 

magnetic multipolar Mie resonance57 and various non-linear properties58 within the 

visible frequencies. It provides strong resonance effects during pulsed laser coupling with 

the structure, which will subsequently affect the carrier excitation and thermal absorption. 

Furthermore,  such resonances are geometry dependent, which provides drastically 

different optical signals upon geometry deformation. Lastly, its refractive indices offer 

good contrast between crystalline and amorphous phases, which also give distinct optical 

resonances in the nanoscale domain. 

Compared to the thin film cases, the nanostructures dissipates heat more efficiently 

to its 3D surroundings rather than just the 1D vertical direction. Consequently, the fast 

quenching rate will lead to a phase transformation regime towards glass transition or 

more precisely, amorphization. Taking advantage of this trend, we may realize the 

reversible phase transformation of silicon nanodomain. On the other hand, since the 

dimension becomes smaller, it is then possible that only one or several nucleation events 

happen in the domain. Hence the stochastic nature of nucleation will be amplified 

compared to the conventional thin-film crystallization, thereby offering an experimental 

platform to study the pulse duration and laser energy’s effect on the nucleation and 

subsequent crystallization. 

Last but not least, silicon presents attractive features as a new phase change 

material for active photonics. High refractive indices, ease of fabrication and some 

nonlinear functionalities are the key advantages of silicon as the material for 

nanophotonics. Both crystalline and amorphous resonators have been used in many 

metasurfaces and integrated photonics devices56,57,59,60. Optical modulated crystallinity 

control may provide completely new opportunities for silicon-based nanophotonic 

devices57. For example, turning on and off edge states61 and Fano resonances62, 

modifying complex demultiplexer functions63, and offering multilevel turnability to 
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hybrid metamaterials50. Furthermore,  silicon can keep uniform chemical decomposition 

upon reversible optical modulation. 

 

1.3 Structure of the dissertation 
 

The dissertation focuses on exploring and understanding the phenomena of pulsed 

laser processing of silicon nanostructures in terms of optical coupling, phase 

transformation and geometry modifications, and apply them for manufacturing and active 

modulation of nanophotonics structures.  

Chapter 1 provide the background and the motivation of this dissertation. In 

Chapter 2, it first describes the fundamentals of optical, thermal and phase transformation 

theories associated with the laser processing of nanostructures. Then the comprehensive 

simulation, experimental fabrication and characterization methods used in this 

dissertation are also introduced. 

In Chapter 3, we will focus on the optical modulated nanoparticle assembly 

exploiting the near-field absorption and energy-dependent liquid instability to fabricate 

silicon nanoparticle arrays. Precise modulations of the fabricated nanoparticle array are 

demonstrated based on polarization, pulse energy and the number of pulses. 

In Chapter 4, we establish the reversible crystallization and amorphization of 

silicon nanostructure and its application in active photonics. Through single 

nanostructure transient probing and the comprehensive simulation, we provide new 

knowledge of the mechanisms behind the phase transformations. We also discuss the 

dewetting suppression effect that enables the preservation of the photonic signatures. 

Lastly, we highlight its applications in the active photonics and provide a discussion on 

future works. 

In Chapter 5, we show the results on the femtosecond pulsed laser-induced 

selective material removal within the nanoresonator. Preliminary explanations and on-

going researches are discussed. Potential applications in enhanced fluorescence sensing 

and printable optical metasurfaces are presented. 
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2 Fundamental theories and experimental techniques 
 

 

2.1 Optical theories 
 

2.1.1 The complex refractive indices of silicon 
 

The complex refractive index is the square root of the relative permittivity and 

permeability. Its real and imaginary parts are termed as refractive index n and extinction 

coefficient κ, respectively.  

 𝑛 = √𝜀𝑟𝜇𝑟 (2.1)  

 𝑛 = 𝑛 + 𝑖𝑘 (2.2)  

 

Most naturally occurring materials are non-magnetic at optical frequencies, which gives 

that 𝜇𝑟 is very close to 1, therefore n can be approximated to √𝜀𝑟. In this particular case, 

the complex relative permittivity 𝜀𝑟, with real and imaginary parts 𝜀𝑟and 𝜀𝑟̃, and the 

complex refractive index 𝑛 , with real and imaginary parts n and κ follow the relation: 

 𝜀𝑟 = 𝑛2 − 𝑘2 (2.3)  

 𝜀𝑟̃ = 2𝑛𝑘 (2.4)  

The real part of the refractive index, n characterizes the refractive power of the medium. 

The optical extinction coefficient k defines the loss of electromagnetic (EM) field in the 

medium. They jointly affect the resonance effect mentioned in the next section. 

 
Figure 2.1 Complex Refractive Indexes for Crystalline and Amorphous Silicon 

 

We plot in Fig. 2.1 the components of the complex refractive index of crystalline 

and amorphous silicon. The amorphous phase of silicon differs from the crystalline in the 

loss of the peak in the n at 400nm, and the increase of k in 400-600nm. Different from 
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crystalline silicon, amorphous silicon forms a continuous random network without long-

range order. Furthermore, some atoms have a dangling bond due to the disordered nature. 

Physically, these dangling bonds represent defects in the continuous random network and 

add localized defect states in the band diagram, which is causing the difference in the 

complex refractive indices. As a consequence, the amorphous silicon’s optical properties 

are found to be highly related to the processing conditions64. However, limited by the 

dimensionality of our nanoresonators, there are no direct methods to measure the 

refractive indexes. The refractive index applied in the simulation is from Low-Pressure 

Chemical Vapor Deposition(LPCVD), which is related to the deposition condition65. 

Silicon features a bandgap of 1.1 eV, therefore any light wavelength below 1.12um 

can be in principle absorbed. The analysis showed that the absorption at the bandgap 

edge shows a squared relation to the excess photon energy: a=(hv-Eg)2, where v denotes 

the frequency 64 and Eg denotes the bandgap energy. While absorption losses become 

notable for shorter wavelengths, their increase is still moderate due to the indirect nature 

of the electronic bandgap57. Compared to mostly PCMs, silicon’s absorption in visible 

range is still considerably small.  

 

2.1.2 Optical resonance and silicon Mie resonators 
 

Resonance describes the phenomena where amplification occurs when the 

frequency of a periodically applied force is in harmonic proportion to a natural frequency 

of the acted upon system66. When the optical field is reflected multiple times between 

two parallel mirrors(Fig. 2.2A), frequency-dependent optical enhancement is found(Fig. 

2.2 B). Specifically, when light passing through two parallel semi-transparent mirrors, 

there will be multiple reflections at two mirror’s surface. When the reflected optical field 

is in phase with the incoming optical field, constructive interference is formed. At 

resonance frequencies, the field amplitude inside an optical resonator reaches a maximum 

value due to the constructive interference. Similar to the thin film interferences, the 

optical field exiting the resonator, either reflection or transmission, will be greatly 

affected by the resonance frequency. The parallel mirror type of optical resonator is very 

common, which is called Fabry–Pérot interferometer, also an optical cavity67. In addition, 

there are also guided-mode resonance as well as the surface plasmon resonance(SPR). 

 
Figure 2.2 The working principle of Fabry–Pérot interferometer. (A) the schematics of 

two parallel mirrors and standing waves formed due to repeated reflection and 
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interference.  (B) The resonance peaks of the transmission against different incident 

wavelengths.  

High refractive index nanoparticles can effectively trap light and form cavities.  

One type of particular interest is Mie resonance, whose frequency-dependent resonance 

can be solved by the Mie scattering theories. Mie theories described the scattering effect 

of a plane wave on a homogeneous sphere based on the Mie solution to the Maxwell 

equation. The previous studies on Mie resonances emphasize on the scatters in the 

atmosphere, chemistry and biology.  

The magnetic resonance in dielectric nanoparticles at visible wavelengths has 

triggered a research interest renaissance to dielectric resonators. The most common 

example of magnetic dipole radiation is an electromagnetic wave produced by an excited 

metal split-ring resonator (SRR). The possibility of obtaining magnetic responses in 

optical frequencies enables non-unity and even negative magnetic permeability. Related 

applications are in negative refraction, cloaking or superlensing57. The SRR principle 

fails to extend to visible wavelength due to the fabrication limitation as well as the 

intrinsic loss. Based on its high refractive index and low loss nature, silicon nanostructure 

effectively present magnetic resonance in the visible wavelength. In 2012, Kuznetsov et 

al.68 carried out the first experimental demonstration of the magnetic dipole in silicon 

nanoparticles. Such magnetic resonance can be used as the building blocks of magnetic 

metamaterials. Remarkably, for the refractive indices above a certain value, there is a 

well-established hierarchy of magnetic and electric resonances68. 

Additionally, the surface plasmonic resonance(SPR) exists between metal and 

dielectric surface, which makes it best suited for sensing the interfacial property change 

including biological substances. The Mie resonance inside silicon is fully internal, thus 

leading to a significant internal field intensity and phase delay with low losses,  which is 

not easily attainable from metallic counterparts. Such internal field concentration leads to 

magnified non-linear effects from silicon69–71. This overall concept drove the recent 

progress in the dielectric based photonics.  

Based on the resonance effect, the optical field will present a space-variant 

electrical and magnetic field inside the nanostructure. Detailed simulation can be carried 

out in Finite Difference Time Domain(FDTD) and we provide a characteristic field plot 

for electric dipole and magnetic dipole resonances from a silicon nanoparticle on top of 

the silica substrate (Figure 2.3).  The electric dipole(ED) and magnetic dipole(MD) are 

determined through the comparison of the field plots with those from standard dipole 

moments. The rigorous way of determining the multipolar resonance required the 

multipolar decomposition techniques mentioned in references72.  Especially for the 

higher-order quadrupoles, the existence of anapole moments73 in silicon resonators 

complicates the analysis.   
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Figure 2.3 Electric and magnetic dipole in a 140nm in-diameter silicon nanoparticle on 

silica substrates 

 

2.1.3. Pancharatnam-Berry phase based metasurfaces 
 

Gradient metasurfaces are flat optical elements capable of manipulating light by 

generating local, space-variant optical phase from the incident electromagnetic waves59.  

These surfaces usually employ nanostructures as the meta-atom to generate local phases. 

The Pancharatnam-Berry phase is one of the methods for generating the geometrically 

distributed phases in metasurfaces. The control of the phases for transmitted (or reflected) 

light with opposite helicity can be realized by only the orientation angle of the 

nanoresonator56.  

The manipulation of polarized light can be described using the Jones calculus. 

Polarized light can be presented as Jones vector and a linear optical element can be 

defined as Jones matrix. Therefore the correlation between incident and outgoing light 

can be described as below74, where the J stands for the Jones matrix. In the equation, the 

2𝜃 entails the additional 2𝜃 phase shift introduced by the rotation of the scatter.  

𝐸𝑡
𝑅/𝐿

= 𝐽 ∗ 𝐸𝑖
𝑅/𝐿

=
𝑡0+𝑡𝑒

2
𝐸𝑅/𝐿 +

𝑡0−𝑡𝑒

2
𝑒𝑖𝑚2𝜃𝐸𝐿/𝑅     (2.5) 

i/r: incident/reflected light;  

R/L: right-hand/left-hand circular polarization 

to and te: transmission coefficients for Ex and Ey, can be reflection too 

m=-1/1 for right/left -hand polarized incident light 

Computational optics can be used calculated phase distribution over a plane based 

on the intended optical functionalities or holograms34,56 in the far-field. With the above 

correlation of the geometry and the phase delay, we can calculate the geometry pattern 

distribution for the lithography required afterward. 
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2.2 Heat Transfer 
 

For nanostructures receiving laser irradiation, the laser first heats the structure 

based on carrier excitation resulting from the optical coupling. Heat then transports 

within the nanostructure. Lastly, the heat dissipates across the interfaces to the 

surrounding environment while there are additional phase transformation and geometry 

changes happening within the nanostructure.  

 

2.2.1 Laser heating  
 

Laser heating of solid materials is defined by a sequence of processes, including 

the electromagnetic wave coupling of the material, carrier excitation and the relaxation to 

the thermal carriers. For the time scale above 10 ns, thermal equilibrium is obtained 

between the excited carriers and the thermal carriers53, which in our case are phonons. In 

this dissertation, we consider heating is fully relaxed in Chap. 3 and 4 and non-

equilibrium in Chap. 5. For Chap. 3 and 4, the absorbed laser irradiation will be 

recognized and modeled as heat source terms inside the simulated domain. 

Laser heating of bulk material (silicon wafer) follows the Beer-lambert Law, where 

the absorption can be calculated based on the exponential decay of the incident intensity. 

Eqn. 2.5-2.6 described the law based on plane wave incident on a bulk wafer, where z is 

the depth inside the wafer and 𝛼 is the absorption coefficient of the light. 

 𝐼𝑧(𝑡) = 𝐼0(𝑡)𝑒−𝛼𝑧 (2.6)  

 𝐼𝑎𝑏𝑠(𝑡) = 𝛼𝐼𝑧(𝑡) = 𝛼𝐼0(𝑡)𝑒−𝛼𝑧 (2.7)  

For laser heating of thin films (silicon film on oxide), the optical thin film 

interference model is required to estimate the total absorption as well as the absorption 

profile. Depending on the extinction coefficient, some extreme cases can be simplified. If 

the extinction coefficient is small compared to the substrate, then the absorption lies 

mostly on the substrate and we can model the heating with the beer-lambert law. If the 

extinction coefficient is so high that light cannot penetrate through, like most metals, then 

absorption is mostly within the thin film. Then the heating will be modeled within the 

thin film layer, which in most cases Beer-Lambert law also holds. In our study, silicon 

thin film is sitting on a silica substrate, whose absorption is negligible compared to 

silicon. Therefore, we consider silicon thin film will be the absorbing layer.  

For laser heating of the nanostructures, comprehensive FDTD simulation should be 

carried out to obtain the 3D absorption profile. 3D heat transfer model is required to 

account for the absorption as well as the heat dissipation. The FDTD simulation method 

is described in section Appendix A1 and be used to explain the results in Chap. 3. 

However, for studies on solidifications (Chap. 4), the detailed heating process is not 

critical compared to the cooling. Hence for comprehensive simulation in Chap 4, heating 

is modeled as either following Beer-Lambert law or homogeneously. 

 

 

2.2.2 Heat transport in nanoscale solids  
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For the heat dissipation processes, heat conduction dominates compared to the 

radiation and convection. The detailed comparison of the order of magnitude is given 

below in Table 2.1. Here the conduction is calculated based on the cooling rate in silicon 

oxide, which is the main substrate studied in this dissertation. The dimension d for the 

conduction is estimated as the thermal diffusion length as 𝐿 = √𝛼𝑡. The diffusivity 𝛼 can 

be read from Table. 2.2 and the time 𝑡 is selected to be 50 ns, where the maximum 

undercooling exist ( see details in Chap. 4.4). As can be seen from Table 2.1, the 

conduction is at least 4 orders of magnitude larger than the convection and radiation.  

 

Table 2.1 Comparison of the different heat transfer mechanism 

Mechanism T/T0(K) Parameter Equation  Value 

Conductive heat 

transfer 

1498/298 k=1.5 Wm/K 

d=150E-9 m 

k(T-T0)/d 1.2E10 

Convective heat 

transfer 

1498/298 h=0.5~1000 

W/(m2K) 

h(T- T0) <1.2E6 

Radiative heat 

transfer 

1498/298 σ =5.67E-8 

W/(m2K4) 

σ(T4-T04) 2.8E5 

 

Before solidification, the quenching is affected by the conduction of liquid 

silicon, thermal interface resistance between liquid silicon and oxide substrate and the 

oxide conduction. After solidification happens, we need to additionally analyze the 

condition in solid silicon as well as its thermal interface resistance with silica substrate.  

For both liquid and solid silicon, the magnitude of the thermal interface resistance 

is negligible compared to the resistance from the substrate. The magnitude of the thermal 

interface resistance between solid silicon and oxide is found to be in the order of 

0.9 × 10−9 𝐾𝑚2/𝑊 at the strong coupling limit75. There is no available data describing 

the thermal interface resistance between the liquid silicon and silica interface, which is 

considered similar to that from solid silicon. The substrate’s thermal resistance can be 

estimated as L/k, where L is the dimension of the thermal conduction. The resistance is 

then estimated to be 1 × 10−7 𝐾𝑚2/𝑊. As the interface resistance is 2 orders of 

magnitude smaller than the substrate resistance, the quenching will not be limited by the 

interfacial resistance and the temperature variation will lie mostly on the substrates.  

 

Table 2.2 The thermophysical properties of materials at 300 K and atmosphere presssure 

Materials k (W/mK) ρ (kg/m3) Cp（J/kgK) α (m2/s) Melting 

Point(K) 

Poly-silicon 6 2329 710 7.86E-05 1685 

Amorphous Si 1.5 2285 710 9.25E-07 1485 

Liquid silicon 430 2540 971 1.7E-4 - 
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Silicon oxide 1.5 2700 1000 5.56E-07 - 

Silicon nitride 15 3184 720 6.54E-06 - 

GST 1.4 6400 212 1.11E-6 900 

 

As for the thermal conductivities in the solid and liquid phases, we consider the 

Fourier law still holds for the polycrystalline and amorphous silicon nanostructures with 

sizes around 100nm size. Ballistic transport happens when the mean free path of the 

carrier is much longer than the dimensions of the medium wherein carriers travel. For the 

thermal conduction in silicon nanostructures, the carrier system is phonons. From 

Matthiessen's rule, the mean free path is the harmonic mean of the various scattering 

mechanisms’ characteristic length. In our study, the silicon nanostructures are either 

polycrystalline or amorphous, where the grain boundary scattering becomes the major 

scattering contributor. Hence its mean free path is limited by the size of the grains, which 

is smaller than the dimension of the nanostructures. Ballistic transport is therefore not 

considered in our analysis and thermal conductivities from 64 nm grained nanocrystal 

silicon have been used for the simulation76,77. However, for studies involving single 

crystal nanostructures, ballistic transport is possible but hard to model as the heat 

coupling is volumetric based on the resonance effects. This effect remains to be explored 

by further studies. Liquid silicon thermal conduction is diffusive hence experimentally 

measured conductivity is utilized in in our model. Temperature-dependent thermal 

conductivities are applied to the amorphous and polycrystalline silicon as well as the 

silica. 

 

2.3 Phase transformation theories 
 

The first-order phase transformation between liquid and solid silicon is studied in 

this section. First-order phase transitions exhibit a discontinuity in the first derivative of 

the free energy with respect to a certain thermodynamic variable78. Or in a modern 

definition, first-order phase transformation involves latent heat. Second-order phase 

transitions are continuous in the first derivative but exhibit discontinuity in a second 

derivative of the free energy.78This category includes the ferromagnetic phase transition in 

materials. In this dissertation, thermodynamics analysis is carried out in the isothermal and 

isobaric system, when quasi-steady-state assumption is made based on the quench rate we 

observed in Chap 3 and 4. Therefore the Gibbs free energy is used for analyzing the 

nucleation.  In our experiments, the Gibbs free energy change is introduced by the 

temperature.  The temperature difference from the equilibrium melting temperature is 

termed as supercooling or superheating.   

 

2.3.1 Different phases of silicon 
 

The temperature-pressure phase diagram of silicon has been studied extensively. It 

is known that the diamond structure of silicon (Si-I) under the atmosphere pressure 

undergoes a well-characterized first-order transition upon pressurization to the β-Sn 

structure phase (Si-II) and both phases melt as temperature increases. In this dissertation, 
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diamond structured silicon will be studied and termed as crystalline silicon(c-Si). The 

polycrystalline silicon is a combination of crystalline silicon grains with different 

crystallographic orientation connected with each other. It still falls into the category of 

crystalline silicon but with different thermal, electrical and mechanical behavior inherited 

from the grains boundaries,   

Amorphous silicon is an allotrope of silicon which can stably exist. The amorphous 

silicon (a-Si) contains similar tetrahedral coordination in the short-range, given that the 

long-range order is missing and a significant amount of dangling bonds exist (Fig. 2.4). In 

lower pressure, the amorphous phase is low density , and thus is called low density 

amorphous (LDA). At higher pressures, amorphous silicon changes from semiconducting 

to metallic and becomes more coordinated, leading to high-density amorphous phase 

(HDA)79.  

 

 

 
Figure 2.4 Schematics of different crystalline phases in silicon material 

Liquid silicon (l-Si) is metallic at high temperature, with some evidence showing 

that it possesses a small population of covalent bonds80. The coordination number Nc = 

7.381 is higher than that in c-Si(Fig. 2.4). As a result, l-Si has a higher density than c-Si, a 

property that silicon shares with water82. The high-density liquid is therefore termed 

HDL. It has long been postulated a low-density liquid phase exists transiently during the 

phase transformation of liquid to amorphous or crystalline. The details of these 

transitions are not expanded in the current section. 

In this dissertation, the phase transformation study will mainly focus on the 

transformation between amorphous and polycrystalline silicon. While there are pressure-

based methods to achieve this transformation, we are more interested in the temperature 

based ones, which is through laser heating in the current experiment. Practically, the 

liquid state is usually involved for the order-disorder transformation through temperature 

variation. Therefore in this dissertation, we will focus on the phase transformation of the 

liquid state, crystalline silicon and amorphous silicon.  

Crystallization describes the phase transformation from the liquid silicon to 

crystalline silicon, which is the most well-understood transformation that of interest. The 

transformation between liquid silicon to amorphous silicon is however not well 

understood. We will use the framework of crystalline to build our simulation model and 

explain some of the observed experimental results in both crystallization and 

amorphization.  Subsequently, insights are also obtained on the liquid to amorphous 

phase transformation. 
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2.3.2 Classical nucleation theories 
 

The kinetic aspect of the phase transformation becomes critical to the central goal 

of manipulating the phase transformation in nanoscale. Nucleation and crystal growth are 

two major topics for studying crystallization kinetics. A series of models83 are formed to 

describe the rate of forming the crystalline nuclei and driving the interface velocity 

between the crystalline phase and the liquid phase. We will first cover the nucleation 

theories in this section and crystal growth will be covered in section 2.3.4. 

Free energy change is the first step to understand the kinetics of nucleation. The 

free energy reduces when the liquid silicon phase transformed into the crystalline phase 

under supercooling. However, the nucleation, i.e. creation of a new phase inside the 

liquid phase causes additional free energy to increase due to the increased surface energy. 

Based on this competition, a nucleation size-dependent free-energy change chart can be 

drawn (Fig. 2.5). The formation of nuclei is a statistical thermal fluctuation event for a 

given total number of molecules/atoms. The same statistical fluctuation controls the 

growth and dissociation of the nuclei. As can be seen in the plot of Fig. 2.5A, only those 

nuclei reached the critical radius rc can keep growing as the increase of the nuclei’s 

radius drives down the total free energy. Those smaller than the critical radius will 

dissociate into the original phase. 

 

 
Figure 2.5. Free energy change of a nucleation event. (A) Schematics of nucleation radius 

vs. the free energy reduction. rc here stands for the critical nucleation radius. (B-C) 

Schematics of homogeneous and heterogeneous nucleation mechanisms. (B) before(i) 

and after(ii) homogenous nucleation. (C) before (i) and after(ii) heterogeneous 

nucleation. 

 

Homogeneous and heterogeneous nucleation present different free-energy change. 

As can be seen from the schematics in Fig. 2.5B, for the homogenous nucleation, the 

creation of a new phase increases the free energy by the area of the nuclei’s surface.  The 

free energy change for homogeneous nucleation can be obtained as follows, where the Tm 
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stands for the melting temperature, and Lc is the latent heat, 𝛾𝑙  is the surface tension of 

the liquid phase. 

 
△ Gℎ𝑜𝑚,c(T) =

16𝜋𝛾𝑙
3𝑇𝑚

2

3𝜌2𝐿𝐶
2 (𝑇 − 𝑇𝑚)2

 
        

(2.8) 

         

For heterogeneous nucleation, the free energy change has a correction factor. The 

nucleation additionally creates an interface between the new phase and the substrate(Fig. 

2.5B). The correction factor is listed below, where the 𝜃 is the contact angle. 

 
fc(𝜃) =

1

4
(cos3(𝜃) − 3cos (𝜃) + 2) 

         

(2.9)  

which gives 

 △ Ghet,c(T) =△ Gℎ𝑜𝑚,c(T) fc(𝜃)   (2.10) 

Various modeling work has been developed to establish Classical Nucleation 

Theories(CNT) since the initial formulation by Volmer and Weber84. CNT treats the 

nucleation rate by establishing a series of reactions between single molecules and the 

existing cluster. Both transient and steady-state treatment has been proposed to offer the 

solution of the CNT depending on whether the nucleation is at the equilibriums of atomic 

reactions85.  

As we will reveal later, the cooling rate for the crystallization studies in this 

dissertation still falls into the category of quasi-steady-state nucleation with negligible 

effects from non-thermal nucleation86,87.  The same nucleation model is applied to 

explain the melt duration as well as the solidification time for the amorphization. While 

we believe this model can readily explain the experimental data, the nucleation model 

may not predict an accurate number of nuclei at the ultrafast time scale.  

Based on the simplified models85, we obtained the following equations for the 

nucleation rates in steady states. In the simulator described below, the 𝑁ℎ𝑒𝑡  and 

𝑁ℎ𝑜𝑚coefficients in front of the exponential term are obtained as 1027 (m2.sec)-1 and 1039 

(m3.sec)-1 from Ref.88.  

 

2.3.3 Monte Carlo simulation of the nucleation 
 

CNT does not lead directly to the stochastic description of the nucleation process. 

In the temporal stochastic nucleation modeling, Poisson’s process is recognized as the 

appropriate method88,89. In Poisson's process, the arrival rate or the intensity defines the 

expected value for the number of events happening in a given time. It is helpful to 

understand the simplest case of  studying this probability, which is the probability of no 

nucleation occurance in a confined volume 𝑉𝐷 with total elapsed time t. If we assume the 

process has a constant rate Γ𝐷, from homogeneous Poisson’s expression for zero-event 

successes, we can obtain PLIQ(t) through :  

 𝑃𝐿𝐼𝑄(𝑡) = 𝑃{𝑁 = 0} =
(𝑛𝑝)0

0!
exp(−𝑛𝑝) = exp (−Γ𝐷𝑡)     (2.13)  

 Nrℎ𝑜𝑚(T) = 𝑁ℎ𝑜𝑚 exp (−
△Gℎ𝑜𝑚,c(T)

𝑇𝑘𝐵
)  (2.11)  

 Nrℎ𝑒𝑡(T) = 𝑁ℎ𝑒𝑡 exp (−
△Ghet,c(T)

𝑇𝑘𝐵
)   (2.12)  
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 𝑃𝑁𝑈𝐶>1(𝑡) = 1 − 𝑃𝐿𝐼𝑄(𝑡) = 1 − exp (−Γ𝐷𝑡)     (2.14)  

The constant rate Γ𝐷 is equal to the nucleation frequency, which is defined as below, 

where A is the interface area for the heterogenous nucleation 

 Γ𝐷 = 𝑉𝐷 ∗ Nrℎ𝑜𝑚 + 𝐴 ∗ Nrℎ𝑒𝑡.    (2.15)  

In reality, the temperature-dependent rate Γ𝐷 leads to a heterogeneous Poisson process.  A 

true representation should involve a full consideration of all the previous time steps. Then 

Equation 2.12-13 are transformed to an integral form: 

 
𝑃𝐿𝐼𝑄(𝑡) = exp (∫ −Γ𝐷(𝑇(𝑡))𝑑𝑡

𝑡

0

)) 
   (2.16) 

 𝑃𝑁𝑈𝐶>1(𝑡) = 1 − exp (∫ −Γ𝐷(𝑇(𝑡))𝑑𝑡
𝑡

0
))    (2.17)  

Based on such assumption, we can derive the probability of  the 1st nucleation falls at (t, 

t+dt) is the product of the probability that no nucleation for all the elapsed time t and the 

probability that it nucleated at elapsed time t+dt:   

 𝑃𝑁𝑈𝐶−1(𝑡, 𝑡 + ∆𝑡) = exp (∫ −Γ𝐷(𝑇(𝑡))𝑑𝑡
𝑡

0
) ∗ 

                      (1 − exp (∫ −Γ𝐷(𝑇(𝑡))𝑑𝑡
𝑡+∆𝑡

𝑡
))               (2.18)  

We will then discuss how to implement the Monte Carlo simulation to simulate 

the stochastic nucleation. From the simulation point of view, we first discretize the total 

volume into rectangular grids. To carry out Monte Carlo stochastic simulation, we 

examine every liquid node at time t and inquire whether it is about to nucleate. Different 

from the above equations, only the 2nd part of the product has remained as we have 

known that the node stays liquid for the elapsed time t. Then the probability of nucleation 

is unity minus the probability of avoiding any nucleation at t+dt, which is given below: 

   𝑃𝑁𝑈𝐶(𝑡, 𝑡 + ∆𝑡) = (1) ∗ (1 − 𝑃𝐿𝐼𝑄
𝑖𝑗𝑘

|
𝑡,𝑡+∆𝑡

)        (2.19)  

Compared to Eqn. 2.16, we consider every step as an individual separate 

isothermal process and a chain of such processes formed the entire phase transformation. 

There are two ways of evaluating 𝑃𝐿𝐼𝑄
𝑖𝑗𝑘

|
𝑡,𝑡+∆𝑡

 . First, it is to evaluate the conditional 

probability of no nucleation happen in (t, t+dt), which should be the quotient of 

unconditional probabilities of no nucleation happen in (t+dt) over no nucleation happen 

in t.  Another way is to evaluate through the integral of Eqn.2.16. In both ways, we 

obtained identical the formulation as below: 

 𝑃𝐿𝐼𝑄
𝑖𝑗𝑘

|
𝑡,𝑡+∆𝑡

=
exp(−Γ𝐷(𝑡+𝑑𝑡))

exp(−Γ𝐷𝑡)
= exp (∫ −Γ𝐷(𝑇(𝑡))𝑑𝑡

𝑡+∆𝑡

𝑡
) = exp(−Γ𝐷𝑑𝑡)   (2.20)  

Hence, the probability for nucleation is (dh is the dimension of the node): 

𝑃ℎ𝑒 = 1 − exp(−Nrℎ𝑒𝑡(T)dh2dt)     (2.21)  

Pℎ𝑜𝑚 = 1 − exp (−Nrℎ𝑜𝑚(T)dh3dt)      (2.22)  

 

2.3.4 Crystal growth 
 

The temperature-dependent crystal growth is characterized by the interface 

response function. Two typical theories are used to describe the interface velocity for the 

interface response function, i.e. the transitional states theories(TST) and diffusion limited 

theories(DLT). 90 Both theories employed the same structure of formalism as follows, 
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where Q is the activation energy, ∆𝐺𝑙𝑠 is the Gibbs free energy difference between liquid 

and solid silicon, kB the Boltzmann constant, and c is the related kinetic constant91: 

v(T) = c 𝑒
−

𝑄

𝑘𝐵𝑇(1 − 𝑒
−

∆𝐺𝑙𝑠
𝑘𝐵𝑇)       (2.23)  

Stolk et al. 90 found out for silicon epitaxial crystallization on from amorphous 

silicon that the DLT agrees better with the measured data. Therefore the model and the 

corresponding fitting parameters are used for the crystallization simulation in the super-

lateral crystallization in chapter 3. For the comprehensive phase transformation 

simulation introduced later, the generation of latent heat in the heat transfer equation 

(2.24-25) will be calculated based on this growth rate and the subsequent change in solid/ 

liquid fractions of each finite-difference grid inside the simulation. 

 

2.4 Coupled simulator for heat transfer and phase transformation 
 

Pulsed laser heating induced phase transformation is a time-dependent multiphysics 

process. Heat transfer and phase transformation are coupled and need to be solved at the 

same time. There are simple phase transformation coupling in COMSOL, however, it 

does not account for the nucleation process. To the best of our knowledge, there is no 

commercial or open-source program that is capable of simulating the stochastic 

nucleation process. Hence a house-built simulator is required and has been developed.  

The simulation models are inspired by the papers from Leonard88,89.  The simulator 

is originally developed by Jung Bin In91,92 including the C++ package and the Matlab 

main program. Letian Wang verified and documented the algorithm, added additional 

data monitoring and geometry import functionalities, developed a proper user interface 

for running and analyzing batches of simulations.  

The temperature distribution is obtained through solving the transient heat 

conduction partial differential equations. The heat transfer equation solved are listed as 

below, where 𝑄̇ℎ𝑣  stands for the laser heating and the 𝑄̇𝐿 stands for the latent heat 

associated with phase transformation. 

 

ρ𝐶𝑝
𝑑𝑇

𝑑𝑡
= ∇ ∙ (𝑘∇𝑇) + 𝑄̇     (2.24)  

𝑄̇ = 𝑄̇ℎ𝑣 + 𝑄̇𝐿     (2.25)  

 

The simulation process flow is demonstrated in the block diagram in Fig. 2.6. The 

geometry is discretized into rectangular grids. Then finite difference method is used to 

iteratively calculate the temperature from the heat transfer equation. A new scalar 𝜑 is 

updated in every time step to describe the ratio of different phases within one grid, which 

includes crystalline, amorphous and liquid phases.  When the emperature of this node is 

higher than the melting point, the solid phase will began to transform into liquid. There is 

no nucleation modeling on the melting part.  

The nucleation is modeled during the solidification process. In each time step, we 

will first check if the node is full of liquid or has some residual of the crystals. Only when 

full of liquid, nucleation is possible. In that case, we calculate the nucleation probability 

based on Poisson’s process and CNT. Homogeneous nucleation inside the liquid as well 

as heterogenous nucleation from the silicon and oxide surface has been modeled. Due to 

the downward heat conduction direction, the free surface will have much smaller 
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undercooling compared to the oxide interface. As a consequence, the nucleation in the 

free surface is not modeled. After we obtained the nucleation rate, then a random number 

generator is applied to generate a real random number between 0 to 1. Since the 

probability in a single node is at the order of 10-15, a high precision random number 

generator should be applied to appropriately capture the low probability event89(dSFMT). 

If a new random number is smaller than the predicted probability, we consider nucleation 

has happened, then the scalar standing for the crystal phase will start to accumulate the 

crystal growth based on the growth rate specified. For crystal growth, the ratio of the 

crystalline phase will increase at a speed of the crystal growth speed.  Once the node is 

filled with solid, it will expand the growth to the neighboring grids. With a 32-bit float 

precision, it is of very low chance that the crystal growth just complete in one grid and 

stop expansion. Therefore, it is assumed this node-by-node expansion can mimic the 

crystal growth in the macro scale. It is noted that all the crystals grown from one nucleus 

will share the same crystal identifier to define its crystal grain91. The detailed numerical 

scheme and software architecture is introduced in Appendix A2.  

 
Figure 2.6 Block diagram and flow chart for the simulation of heat transfer, nucleation 

and phase transformation 

The numerical scheme of the time-dependent simulation is based on finite 

difference time stepping. For the simplicity of implementation, an alternative-directional-

explicit (ADE) algorithm. An empirical guideline for stability consideration is that to 

adjust the time steps that the maximum volumetric phase change rate of the unit cells was 

limited below 0.25 % during each time step91. The simulation domains are separated as 

silicon and substrate. The phase transformation is only calculated at the top silicon 

domain while the heat transfer is calculated in both domains. The minimum size of the 

cubic grid was 10 nm at the silicon domain, but larger meshes were used for the 

structures below the silicon to reduce the computation and speed up the simulation. 
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2.5 Nanofabrication 
 

We follow a conventional CMOS fabrication process in Berkeley Marvell Nanolab. 

In Fig. 2.7, we show that the overall process consists of thin-film deposition, mask 

design, lithography, and reactive ion etching (RIE). The details of the fabrication process 

can be found in Appendix A3. 

 
Figure 2.7 Fabrication process flow for the nanoresonators 

For the study of reversible phase change, we obtained single crystalline silicon 

nanostructures on silica through the transfer-based fabrication method56. Then 

asymmetric geometries and the 400nm period nanodisk arrays are patterned through 

Electron Beam Lithography (Crestec) and same RIE. 

 

 

2.6 Characterization  
 

Optical microscopy is applied to characterize every step of fabrication and laser 

processing. For the images displayed in this dissertation, an optical microscope (Olympus 

BX60) and CMOS camera (AmScope MU300) have been utilized to characterize the 

optical bright field and dark field images. It is important to note the white light 

illumination from microscopy is non-coherent, which will not excite the group resonance 

of the nanodisks. Therefore, its optical characteristics is equivalent to a single nanodisk.  

Raman spectroscopy is employed to identify nanodisk of the polycrystalline silicon 

and amorphous silicon. The Raman spectroscopy is typically used to determine the 

vibrational, rotational and other low-frequency modes of molecules. In semiconductor 

solids, it has been successfully used to determine lattice dependent vibrational modes of 

the atoms. For crystalline and amorphous silicon, distinct Raman shift spectra are 

observed and well-studied93, which is used for tracking silicon phase transformation in 

this dissertation. Raman spectroscopy on silicon nanostructures contains additional 

features compared to bulk silicon, including resonant excitation94, surface-enhanced 

Raman spectroscopies(SERS), phonon confinement modes etc. Resonant excitation and 

SERS effect is not considered as the intensity of Raman peak is not used in our analysis. 

The phonon confinement can be used to correlate the size distribution to the peak position 

width, asymmetry and full-width half maximum95, which is however not utilized in this 

study.  
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Raman spectroscopy mapping is further applied to investigate the laser energy-

dependent phase transformation on the nanodisk. With densely pack nanostructure arrays 

of different geometries, one simple scan of laser pulses can generate big groups of both 

energy variant and statistically distributed processing results(Fig. 2.8A). The high 

throughput feature of Raman mapping ensures the speed of data collection under a 

controlled instrument condition. Overall, quantitative screening of the effect of laser 

fluence and nanoparticle geometries on phase transformation is significantly accelerated.  

A Renishaw inVia Micro Raman System with a 532nm laser excitation source, 

100X objective lens (Olympus MS Plan, NA0.95) and a 100nm-resolution motion stage 

are used for Raman spectra mapping. The mapped spectra are analyzed with the built-in 

WiRE 3.3 software. Spectra curves are fitted with combined Gaussian and Lorentzian 

profiles with the peak centered between 480-522 cm-1. 

 
Figure 2.8 Schematics of the characterization method used in the present work. (A) The 

optical and Raman spectroscopy mapping coupled high throughput characterization. (B) 

The transfer-based TEM characterization method.  

Scanning electron microscopy(SEM) is utilized for characterizing the geometry 

and chemical composition. The gold coating is avoided to preserve the crystallinity 

characteristic after laser processing. To reduce the charging effect, multiple contact 

regions are utilized during the mounting of the sample and the electron voltage and 

current are set to be low (10kV, 80nA). Electron Backscattered Diffraction (EBSD) 

mapping has a spatial resolution of 100nm, which helps the crystallization 

characterization in the thin film. But the resolution is not enough for the characterization 

of nanodomain crystallinity. EDS mapping helps to define the material composition in 

the laser processed area, which is important for one collaborated work. 

Transmission electron microscopy(TEM) images are taken from the Lawrence Berkeley 

National Lab(LBNL) microscopy center with assistance from Dr. Frances Allen. The 

TEM sample preparation requires transferring the processed silicon nanoparticles onto 
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electron transparent membranes, which are the 20nm /40 nm thick silicon dioxide 

membrane in this case. In my dissertation, the femtosecond laser has been irradiated from 

the backside of the sample and used to induce mild ablation and shock wave at the 

interface of the nanoparticle and oxide substrate. The subsequently generated recoil force 

is the driving force to transfer the nanoparticle to the membrane. The optical dark-field 

image is first used to locate the transferred nanoparticle. The nanosecond laser-induced 

dewetted nanoparticle in this Fig 2.8 B shows a polycrystalline structure.  
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3 Optically modulated self-assembly 
 

3.1 Introduction 
 

Recent advancement in dielectric metasurfaces and structural color leads to the 

active research towards the fabrication of the dielectric nanoresonator array. As we 

discussed in the introduction 1.1, the scalable nanomanufacturing of dielectric particle 

array is critical for the wide application of the novel devices. Various on-demand printing 

and patterning have been proposed. Printing Si resonators with tunable size was realized 

using the Laser-induced Forward Transfer (LIFT) method.32 However, this method 

requires accurate alignment of the laser beam onto the donor substrate as well as 

synchronization of the donor and receiver substrate positions for writing complex 

nanoparticle arrays with submicron unit size,96 which limits its scalability. Surface 

morphologies of Al23 and Ge islands 24 were precisely tuned through laser pulse energy 

density and polarization, which successfully demonstrated laser’s application in structural 

color printing. Therefore, a final milestone would be the development of a process that 

can pattern and tune the particle number, placement and size in a scalable fashion.  

In this work, we realized Laser-induced Modulated Assembly (LiMA) to optically 

manipulate the nanostructure assembly process and simultaneously modulate the 

nanoparticle size, number and placement.  It is noteworthy that in typical dewetting the 

laser pulse acts simply as a transient heat source. In contrast, the LiMA process relies on 

the modulation of the local laser absorption due to the near-field optical energy coupling. 

Due to the near field interaction, LiMA does not require elaborate focusing of the laser 

beam and is easily scalable. The present method can ultimately produce mono-periodic, 

bi-periodic and tri-periodic patterns, hence directly facilitating the application of Fano 

resonance 97,98 and spectroscopy.99 The content of this section has been published in ACS 

Nano100 . 

 

3.2 Laser-induced modulated assembly (LiMA) 
 

3.2.1 Methods and overview 
 

With the described methods from section 2.5, here 30nm thick amorphous silicon 

film is deposited on the silica substrate. These pre-patterned holes varying from 250 to 

500nm in diameter are spaced with a period of 800nm, which can be seen in the Fig. 

3.1A.   

For laser processing, a high power Nd:YAG pulsed laser (New Wave Solo II Laser, 

532nm, 13 ns) is employed to generate large area arrays for characterization. The YAG 

laser is focused using a Mitutoyo APO 2X objective lens with a beam diameter at 40 

microns. A high repetition rate Nd:YVO4 laser (Spectra Physics Navigator, 532nm, 25 

ns) is employed to study second pulse effects on tuning of the Si nanoparticle property. 

The laser is focused with a Mitutoyo APO 2X objective lens, creating a beam size of 15 

microns in diameter.  
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A commercial-grade simulator (Lumerical FDTD101) based on the finite-difference 

time-domain method was used to perform the calculations. For “S” particle, a 140nm in 

diameter nanoparticle is placed on top of a 5 μm quartz with 10nm overlapping to depict 

the truncated geometry. For “L” particles, a 220 nm nanoparticle with 20nm overlapping 

is adapted to describe the truncated geometry. The plane-wave source is at 2 μm distance 

on top of quartz and the FDTD domain contains the source and a 2 μm quartz domain. 

Crystalline Si (c-Si) properties are selected from the built-in model while amorphous Si 

(a-Si) properties are from Ref.102. Reflection monitor with a spectrum resolution 

10nm/point is placed at a height matching the numerical aperture of the objective lens we 

used. 5nm grid in the xy plane and 2nm grid in the z direction with 1000 fs simulation 

time are applied.  

 
Figure 3.1 Schematics of experiment and the dewetting phenomena.  (A) The patterned 

amorphous silicon thin film on silica. (B) the nanosecond laser irradiation on the 

patterned thin film. (C) The silicon nanodot array formed by dewetting. (D) The SEM 

images of the dewetted nanodots from a 20nm thick amorphous Si film with 335 nm hole 

size irradiated by a single 13 ns laser pulse at 1.5 J/cm2 fluence. Reproduced with 

permission from ref 100 Copyright 2019 American Chemical Society. 

As a result of dewetting induced assembly, a large Si nanoparticle (termed as “L” 

particle) was formed at the center of four neighboring holes (Fig. 3.1D). Each hole is 

surrounded by symmetrically placed smaller sized particles (the “S” particles).  The 

assembled particles are of bottom-truncated spherical shape (Fig. 3.1D). Theoretical 

studies103–106 have shown that non-spherical particles can be effectively modeled to 

predict and design resonators for metasurface applications. The L nanoparticle size fell at 

23010nm while the S particles were in the range of 14010nm.  An “Orange-Green” 

false color combination is added into the SEM image in Fig. 1A, iii, corresponding to the 

actual bright-field micrograph (Fig.3E, i) that shows an “Orange+Green” alternating 

pattern.  

Laser-induced modulated assembly (LiMA) of nanoparticles in 2D is 

schematically shown in Fig. 3.2. Modulation of the nanoparticle arrangements (including 

size, number, and symmetry) is achieved by adjusting the laser beam polarization, 

amplitude and number of pulses. As the fabrication of Mie resonator metasurfaces, LiMA 
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enables the deliberate placement of the resonance peak and active selection of resonator 

combination. 

 

 
Figure 3.2 Schematics and characterization of laser-induced modulated assembly 

(LiMA). Detailed methods include (A) Polarization direction; (B) laser fluence and (C) 

number of pulses. Representative SEM images of the fabricated Si nanoparticle array are 

displayed in the subfigures (ii-iii), showing the capability of manipulating the 

nanoparticle size, number of nanoparticles, and particle symmetry. Reproduced with 

permission from ref 100 Copyright 2019 American Chemical Society. 

 

 

3.2.2 Polarization based modulation 
 

Light polarization is the key LiMA mechanism that features near-field absorption 

and can be harnessed to tune the nanoparticle size.  Using a sample rotational stage, the 

polarization was set at angles of 0°, 45° and 90° with respect to the horizontal (+x) 

direction. Here, a 22 nm thick amorphous thin film with 250 nm hole pattern was 

irradiated by one 13 ns laser pulse. As illustrated in Fig.3.3 A(i-iii), the assembled S 

particles exhibited an interesting size variation against the polarization angle. In the case 

of light polarization in the horizontal direction (Fig. 3.3Ai), smaller S particles (i.e. “SP” 

(7010 nm)) are produced in the polarization direction (P), while larger S particles (i.e. 

“SPP” (1705 nm)) are formed in the perpendicular direction of polarization (PP). On the 

other hand, laser irradiation polarized at a 45o angle produces just SPP particles (Fig. 

3.3A, ii). The configuration is shown in Fig. 3.3A-iii is identical to the one in (i) but 

rotated by 90o. The size of SP nanoparticles falls in the deep-blue scattering range. Note 

that the scattering captured under optical microscopy was overwhelmed by the response 

of major resonator L particles. Finite-Difference Time-Domain (FDTD) simulation 
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revealed spatially varying absorption based on the near-field light coupling to an 

amorphous nano-patterned Si film. The simulated absorption distribution in a unit cell is 

presented in Fig. 3.3B(i-iii). Due to near-field optical effects, the local absorption 

enhancement is strongly dependent on the polarization angle. The local absorption 

distribution can be mapped into 4 quadrants; the left/right quadrants are labeled in the “x 

direction” and the up/down quadrants are in the “y direction”. As noted in Figs. 3.3 B and 

E, the distribution of the local absorption maxima (termed as “hotspots”) is perpendicular 

to the polarization direction.  

 

 
Figure. 3.3. Polarization-dependent near-field absorption and nanoparticle size 

modulation. (A, D and F) SEM images of nanoparticle distributions over different 

polarization angles (i-iii) relative to the horizontal direction with a hole size of 250nm(A) 

and 400nm with high fluence(D) and low fluence(F). (B and E) FDTD simulated spatial 

distribution of absorption cross-section for different polarization angles (i-iii) and hole 

size of 250nm(A) and 400nm(D). Dashed lines are the boundaries of 4 quadrants and the 

unit cell in FDTD simulation corresponds to the boxed area in A, D and F. (C) 2D 

assembly pattern with an increased fluence from left to right. Polarization directions are 

labeled with white arrows. Scale bars are 400nm for A, D and F and 800nm for C 

respectively. Reproduced with permission from ref 100 Copyright 2019 American 

Chemical Society. 

 

We observed that the non-homogeneous transient heating, melting and dewetting 

triggered by near-field absorption should be the origin of the nanoparticle tuning 

mechanism. Fig.3.3C shows different stages of assembly induced by laser irradiation with 

fluence near the dewetting threshold. Non-uniform melting is first observed at the 

initiation stage. The y quadrants melted and dewetted, exposing the substrate between the 

holes. At the transition stage, it appears that early melting in the y direction introduced by 

concentrated hotspots led to the formation of SPP particles through direct dewetting. On 

the other hand, x quadrants melted and merged into a continuous liquid stripe along the y 

axis. Solidification arrested a Rayleigh-Plateau type of instability14,107 experienced by the 

liquid strip. However, at increased fluence this instability developed fully, breaking the 

stripe into large particles while satellite droplets yielded the so-called SS particles, which 
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are similar to those reported in the solidification of liquid metal stripes.14,108 Our 

observations highlight the crucial role of the polarization-dependent heating, melting and 

self-assembly induced by the near-field laser beam energy deposition. 

With a given laser wavelength, the variation of hole sizes can define the 

magnitude of near-field enhancement and therefore tune the size range of nanoparticles. 

When the size of the hole is increased to 400 nm, the high fluence regime (Fig. 3.3 D) 

yields a similar pattern to Fig. 3.3 A but the particle size difference between SP and SPP 

become much smaller; which is explained by the FDTD simulations, where a reduced 

near-field enhancement in PP direction was observed in Fig. 3.3E. However, with a 

slightly lower fluence, we observed the particle in polarization direction is split into 2 

dots, whose placement also follows a polarization-dependent pattern (Fig. 3.3F). The 

formation of 2-dot pattern is also related to laser amplitude, which will be explained in 

the following section.  

To quantitatively analyze near-field enhancement, we define hotspots as the 

regions whose absorption cross-sections are 2 times or larger than the overall 

average(Fig. 3.4). The hotspot intensity is defined as the average absorption cross-section 

over the hotspot area. The normalized intensity difference and the particle volume 

difference over the x and y directions are given below and plotted. The hotspot intensity 

is positively correlated with the nanoparticle size increase.  

𝑁𝑜𝑟𝑚. 𝐻𝑜𝑡𝑠𝑝𝑜𝑡 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦. 𝐷𝑖𝑓𝑓. =
𝐴𝑏𝑠𝑥−𝐴𝑏𝑠𝑦

1

2
(𝐴𝑏𝑠𝑥+𝐴𝑏𝑠𝑦)

     Eq. 1a 

𝑁𝑜𝑟𝑚. 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑉𝑜𝑙. 𝐷𝑖𝑓𝑓. =
𝑟𝑥

3−𝑟𝑦
3

1

2
(𝑟𝑥

3+𝑟𝑦
3)

       Eq. 1b 
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Figure 3.4 Polarization-dependent nanoparticle size distribution and absorption 

simulation. (A) Hotspot average absorption(left) and nanoparticle diameters(right) 

against polarization in different directions. (B). Normalized hotspot intensity difference 

(left), and particle volume difference(right) in horizontal and vertical directions against 

polarization. Reproduced with permission from ref 100 Copyright 2019 American 

Chemical Society. 
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3.2.3 Amplitude based modulation 
 

The second LiMA mechanism entails the programming of the number of 

nanoparticles via regulating the laser light amplitude (i.e. fluence). Two distinct regimes 

are identified for laser fluence below and above the ablation threshold. For laser fluence 

below the ablation threshold, LiMA offers control of “S” nanoparticle numbers from 0 to 

2 in two different directions (Fig. 3.5A). The origin of such variation is based on the 

spatial absorption distribution and the energy-dependent dewetting state transition. The 

schematic in B illustrates how these two effects take place. With the increase of absorbed 

energy, four energy-dependent “S” nanoparticle dewetting states are distinguished, i.e. α, 

β, γ, and δ. Here, α state indicates dewetting initiation, where only big patch of liquid 

started dewetting from the quadrant (refer to Fig. 3.5C-Initiation) with no S particle 

formation. Afterwards, satellite particles are formed, from one small (β state), two small 

(γ state) to ultimately one large (δ state) S particle. The relative absorbed energy levels of 

these four states are labeled as dashed lines in Fig. 3.5 B. We then plotted two curves 

describing the absorbed energy against different locations across the laser-irradiated 

region in Fig. 3.5 B (lower axis), where different locations on the substrate receive 

increasing laser fluence from left to right due to the Gaussian laser beam profile. The 

emergence of α, β, γ, and δ states on the substrate is linked to the absorbed energy curves 

in Fig. 3.5B through arrows. Since the absorbed energy in the PP direction is higher than 

in the P direction, the PP line is higher than P line in Fig. 3.5B. As a consequence, we can 

clearly see on Fig. 3.5B that the transition of states always initiates earlier in the PP 

direction than in the P direction, which is depicted in Fig. 3.5C. This difference leads to 

various combinations of particle numbers in two directions. It should be noted that the 

local laser energy density gradient on Fig. 3.5C is steep, rendering the transition region 

too short. With shallower imparted energy density gradients, each energy state can 

occupy a wider region, giving opportunities of forming a symmetrical and uniform 

assembled region. A series of “S” nanoparticle combinations are obtained by applying 

loosely focused laser beams and therefore shallower laser energy density gradients are 

shown in Fig. 3.5A. Combinations of corresponding different states in the PP and P 

directions are mapped in Fig. 3.5B. It is noteworthy that Fig. 3.5A (ii) demonstrates 

dewetted states of “S” particles while the development of L particle has not been 

completed due to the fact energy level of correspondent states are relatively low.  
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Figure. 3.5. Energy-dependent assembly state transitions and the modulation of 

nanoparticle number. (A) SEM images and schematics of different nanoparticle 

arrangements irradiated by loosely focused laser pulses of increased fluence on a 400 nm 

hole patterned a-Si film. Nanoparticles assembled in PP and P directions are marked with 
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blue and red colors, respectively. (B) Schematics of polarization and energy-dependent 

modulated assembly in PP and P directions. The different assembled nanoparticle 

combinations are mapped on (C) the graph of the absorbed energy vs the position across 

a spot irradiated by a tightly focused Gaussian laser beam under increasing laser fluence 

from left to right. Dashed horizontal lines in (B) mark different energy levels for 

assembling S particles into different states (α, β, γ, and δ). Polarization directions in A-C 

are the same and labeled with a white arrow with reference to the hole. (D-F) modulation 

of “L” and “S” particle numbers above the ablation (i.e. nanoparticle removal) threshold. 

(D) SEM images of three representative arrangements (i-iii) under fluence of 1.5, 1.8 and 

2.0 J/cm2 for a 335 nm hole pattern. (E) Bright-field optical microscopy corresponding to 

different arrangements in D. (F) Microscopy reflection spectra for the patterns shown in 

D and E. The scale bars are 1μm for A, C and D, 2 μm for E respectively. Reproduced 

with permission from ref 100 Copyright 2019 American Chemical Society. 

 

By applying laser fluence above the ablation threshold corresponding to the 

targeted particles, the number of “L” and “S” nanoparticles can be programmed 

(Fig.3.5D). The optical response is therefore also configured accordingly (Fig.3.5E and 

F). High fluence (1.8 J/cm2) subtracts L particles, thereby leaving a square 4-dot S 

particle array (Fig. 3.5D, ii). An even higher fluence (2.0 J/cm2) will subtract 2 more S 

particles and generate 2-dot patterns (Fig. 3.5D, iii). The preserved 2 S particles are 

located in the horizontal direction, which is also the hotspot location. This result revealed 

further evidence of the process dynamics following the laser-material interaction. The 

enhanced absorption leads to the dewetting of “S” particle in hotspot locations, after 

which the formation of “L” particle and “S” particle take place. The particle subtraction 

mechanism should happen in a later stage as the mass transfer driven by the spatially 

varying surface tension gradients could possibly provide enough force51,109,110 to remove 

the liquid in the colder domains. Microscale reflection spectra were measured (Fig. 3.5F), 

suggesting a promising application as programmed optical resonator arrays. The detailed 

resonance analysis will be carried out in section 3.3 

 

 

3.2.4 Number of pulses 
 

The third LiMA mechanism features selective nanoparticle subtraction based on 

the polarization and amplitude of 2nd laser pulse irradiation. The method can effectively 

break the predefined “S” nanoparticle two-side symmetry (Fig. 3.6A, ii-iii), leaving 

single-side particle placement (Fig. 3.6B, ii-iii and Fig. 3.6C). The selective subtraction 

based on additional laser pulse is related to near-field enhanced absorption and 

successive rapid thermal expansion.111 Different S particle sizes lead to different 

subtraction mechanisms. From the results of Fig. 3.6A and B, the larger S particles are 

effectively removed due to size-dependent resonance (Fig. 3.6D, i and iii). However, 

when the S particles are of similar size (Fig. 3.6C, i), the polarization-dependent near-

field enhancement becomes significant (Fig. 3.6D, ii and iv), which was further 

validated in Fig. 3.6C. At low fluence, only particles in P directions (Fig. 3.6C, ii) are 

removed, while at higher fluence particles in the PP direction are also removed (Fig. 
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3.6C, iii).  It is also noted the subtraction happens after the assembly process and it is 

therefore a post-processing based modulation. 

 
Figure. 3.6. Near-field enhanced selective particle removal and demonstration on the 

anisotropic shape, scalability and structural color. (A) 1st pulse induced dewetting on 400 

nm hole pattern. (i) is schematics and (ii, iii) are representative SEM images of dewetted 

patterns corresponding to Fig. 3A(iii) and (vi). (B) 2nd pulse induced selective removal of 

particles. (i) is schematics and (ii, iii) are the representative SEM images of the pattern 

after 2nd pulse corresponding to A (ii and iii). (C) SEM image of nanoparticle pattern 

corresponding to Fig. 3A(vii) produced by (i) 1st pulse, (ii) selective (boxed region) 

removal and (iii) complete removal of “S” particles (dashed region) following 2nd pulse 

irradiation. (D) FDTD simulation explains the laser selective removal of nanoparticles in 

the patterned array. (i-ii) Top view for simulated geometries for particles of different size 

(i) and same size (ii), where the unit cells are labeled with boxes. (iii-iv) Absorption 

profile for (i) and (ii) correspondingly.  (E) With 45 degree of polarization and low 

fluence, the L particle is dewetted partially in a controlled way. (i) 45 degree rotated unit 

cell schematics indicating the quadrants of PP and P. (ii) liquid stripes (dashed regions) 

are broken by the hole patterns. (iii) large scale controlled anisotropic nanostructure 

assembly. (F) Optical microscopy (i) and SEM(ii) images of large scale dewetted pattern. 

(G) A metasurface with various colors fabricated through 7 ns laser pulse irradiation with 

1X objective lens on a 30 nm thick pre-patterned amorphous thin film.  The scale bars are 

10μm for E(iii), F and G and 1 μm for the rest. Reproduced with permission from ref 100 

Copyright 2019 American Chemical Society. 
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We further demonstrate anisotropic patterning that features elliptical “L” particles 

and normal “S” particles (Fig. 3.6E). The dewetting mechanism is illustrated in Fig. 

3.6E(i) with the PP and P quadrants for a 45˚ polarization. The PP direction shows an 

early dewetting feature as it absorbed higher energy, which introduced 4 S particles in 2 

PP quadrants. In the P direction, the dewetting lags, forming liquid stripes diagonally 

between the holes (Fig. 3.6Eii) in a manner analogous to the Fig. 3.3C-Transition. 

However, since the liquid stripes are separated by the periodic hole array, the delayed 

dewetting formed ellipsoidal features (Fig. 3.6E, iii). The method shows good scalability, 

uniformity and potential applications in gradient resonator array and optical structural 

color surfaces. On the current experimental apparatus, the metasurface fabricated by a 

single Gaussian laser pulse is ~25 μm in size (Fig. 3.6F, i-ii). A uniform light field 

induced by flat-top beam profile can be easily applied to fabricate larger-scale patterns. A 

full visible color spectrum from blue to red is demonstrated with single laser pulse 

irradiation in Fig. 3.6G by adjusting the laser fluence. The modulation of the nanoparticle 

combination and crystallinity via the applied laser fluence and the respective variation of 

the color response will be discussed in the subsequent section. The emergence of 

nanoparticles in blue and green spectra is achieved in the high fluence regime where L 

particles has been removed (to the very right of Fig. 3.6G).  

 

3.3 Optical resonance of generated silicon nanoparticle array 
 

For patterns with only “S” particles (Fig. 3.4F(ii) and (iii)), the evident green 

peaks around 550 nm are the overlapped electric dipole (ED) and magnetic dipole (MD) 

resonances introduced by the “S” particles. The number of “S” particles can modify the 

intensity of the optical response without affecting the peak combination and position. For 

the pattern with both “L” and “S” particles, additional ED and MD features in 800 and 

630 nm are introduced by the “L” particles. Similarly, for the case of both “L” and “S” 

particles, we captured the SEM images describing the “L” nanoparticle size is 220-240 

nm. For simulation, 220nm and 20nm overlap are chosen to best describe the 

measurement. The simulated spectrum is listed in Fig. 3.7.  

  

 
Figure 3.7 FDTD simulated reflection spectra of “L+S”, “4-S”, “2-S” nanoparticle array. 

The figures (A-C) correspond to Fig. 3.5F.  Reproduced with permission from ref 100 

Copyright 2019 American Chemical Society. 
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We utilized the field and vector field to determine and demonstrate the multipolar 

resonance of “S” particles on the substrates.  By comparing with standard dipole and 

quadrupole plots, we determined the specific modes ED and MD in Fig. 2.3 . 

 

3.4 Nanoparticle dewetting from the microsecond laser irradiation 
 

The existence of the unique light modulated assembly is a combination of the 

near-field coupling, surface tension driven liquid instability and solidification. We show 

below in Fig. 3.8 that upon a 10 μs laser pulse irradiation, only L particles are formed in 

the center of neighboring 4 holes.  Therefore this dewetting pattern does not present the 

Rayleigh-Plateau type of instability. It shows that transient dynamics is highly dependent 

on the time of the molten state. 

 
Figure 3.8 Nanoparticle dewetting from 10-microsecond laser irradiation 

 

3.5 Conclusion 
 

In summary, we proposed a laser programming method that can tune nanoparticle 

arrays’ size, number, symmetry and crystallinity. Laser-induced modulated 

assembly(LiMA) utilizes nanosecond laser pulse irradiation as a source modulating the 

assembly of a pre-patterned amorphous Si film to a periodic nanoparticle array. The 

modulation archived polarization-dependent particle size modulation, fluence dependent 

particle number modulation and selective particle subtraction which all leverage near-

field interaction during the process of fabrication. LiMA helps to program the silicon Mie 

resonator combination as well as the resonance peak position on different scales. Hence, 

the present laser-based integrated approach offers an effective way for programming 

dielectric metasurfaces and would be potentially applied in structural color and multi-

dimensional optical data storage.  
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4 Nanosecond pulsed laser-induced crystallization 

and amorphization 
4.1 Introduction 
 

On-demand tuning of the crystallinity of semiconductor materials has long been 

pursued by material scientists and device engineers. Engineering the crystallinity of 

silicon has been studied intensively due to its place as the ubiquitous material for 

electronics, micro-electro-mechanical-system(MEMS), and photonics. Pulsed laser 

annealing has been the workhorse for the display industry and recently has been 

employed to improve the channel quality inside 3D memory devices3. In parallel to 

crystallization, amorphous silicon has also been widely used in photonics60,112 and 

MEMS113. Femtosecond surface amorphization has been proposed for post-fabrication 

tuning silicon resonator frequencies114. Hence direct control of crystallization and 

amorphization of silicon nanostructures will offer an additional degree of freedom for 

device manufacturing and active modulation. Furthermore, fast and reversible phase 

transformation could enable silicon as a new phase change material (PCM) for visible 

photonics. The detailed motivations have been mentioned in section 1.1.2 and 1.2.3. 

Despite all anticipated benefits, silicon has never been considered as a phase 

change material. Pulsed laser crystallization can be realized on thin film115  and 

nanostructure92.  Pulsed laser-induced amorphization has also been reported on bulk 

materials116 and thin films117.  Hence pulsed laser irradiation is a promising route for 

reversible phase change in silicon nanodomain. Previous research studied crystallization 

118and amorphization117 in thin films at different configurations and laser pulses. For 

device applications, reversible phase transformation on the same nanostructure and 

preferably with the same modulation source is required. Hence, proper selection of the 

domain size as well as the laser pulse duration becomes critical in order to achieve the 

preferred quench rate range. On the other hand, as we observed in a previous study100, 

laser melting may lead to the dewetting of silicon nanostructures just like metal and 

GST100. Suppression of dewetting during reversible phase transformation, thereby 

preserving the consistency of the optical properties remains a critical issue. 

To tackle these challenges, several fundamental questions must be answered. For 

fast crystallization, super-lateral growth is a mechanism proposed by Im et al. 118. While 

we probed its existence in thin films 115,119, it has not been observed on the silicon 

nanostructures. Via in situ TEM92 observation during laser annealing of nanoscale 

precursors, we found that crystallization in fully melted domains is dominated by the 

strong stochastic dependence of nucleation. Therefore, it remains unknown how to 

introduce crystallization deterministically. Furthermore, the amorphization is far less well 

studied. It was first reported that the skin layer of a bulk silicon wafer amorphized upon 

picosecond pulsed laser heating120. Complete amorphization of a thin silicon film capped 

with an oxide layer has been reported, and the parametric study of the amorphization 

through different substrate temperatures indicated a nucleation based mechanism, 

although in situ evidence was provided. On the other hand, the femtosecond laser-

induced surface amorphization has been probed in situ with a total time of 600 ps, 

indicating a nucleation-free process121. The quench rate has been identified as the main 

driving force determining the amorphization mechanism. Our recent work100 shows 
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nanosecond laser pulses can introduce order-to-disorder one-way transformation on 

silicon nanostructures. Femtosecond laser quenching of the surface layer of bulk wafer 

reached a rate of 1012K/s, and nanosecond laser heating on a thin film reached 1010K/s. In 

contrast, nanosecond laser irradiation on a nanostructure could reach 1011K/s100. Since 

silicon nanodomain has one order higher quench rate than the thin-film, in situ 

investigation becomes critical for distinguishing nucleation events.  Silicon nanoresonator 

possesses a unique Mie resonance, hence providing a unique optical signature that is not 

available for the thin silicon films. 

Here, we answer the above questions by showing that reversible phase 

transformation can indeed be realized on silicon nanostructures with the same 

nanosecond pulsed laser. We confirm a unique geometric pinning effect of isolated 

silicon nanostructures enabling deformation-free reversible phase change on various 

geometries. Transient optical reflection probing reveals the mechanisms and key criteria 

for ultrafast amorphization and crystallization. The temporal time scale is measured to be 

below 100 nanoseconds and the reversible cycle count can be extended to 400. 

Ultimately, we demonstrate single pixel-addressable active optical metasurfaces for 

applications in structural color displays and dynamic wavefront control. 

 

4.2 Reversible phase transformation  
 

In Fig. 4.1A we introduce the concept of laser-induced reversible phase 

transformation of Si nanostructures. a-Si, c-Si and l-Si stand for amorphous, 

polycrystalline and liquid silicon.  We term the a-Si to c-Si phase transformation as 

“forward phase transformation”, while c-Si to a-Si as “backward”. The phase 

transformation process consists of melting and subsequent solidification. The terms 

“crystallization” and “amorphization” refer to specifically two distinct solidification 

processes instead of the whole phase transformations. The crystallization in forward 

transformation can be induced by either nanosecond or continuous wave(CW) laser. The 

CW laser scanning at mm/s speed essentially applies ms pulses and the irradiated 

amorphous silicon undergoes either solid phase or nucleation based crystallization122, 

resulting in a large laser power window. Hence it is used for large area crystallization in 

all the figures. On the other hand, the low energy nanosecond laser pulses can introduce 

super-lateral growth123 in thin films, which could provide faster crystallization speed. We 

experimentally probed and validated the same crystallization effect in nanodisks, which 

will be discussed later. For amorphization, it is known femtosecond laser pulses can 

introduce amorphization on bulk silicon121. Here we found nanosecond laser pulses are 

short enough to introduce amorphization in nanoscale silicon domains. The studied 

samples in the present work are 30nm thick arrays of amorphous Si (a-Si) nanodisks and 

nanoribbons on fused silica, whose characteristic lengths range from 200 to 1500nm. The 

fabrication processes can be found in section 2.6.  The as-fabricated amorphous silicon 

sample’s Raman spectrum is listed in Fig. 4.1E as “pristine” .  
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Figure 4.1 Schematics and experimental validation of reversible phase transformation of 

silicon nanostructures. (A) Schematics of reversible phase transformations. (B) 215nm 

diameter a-Si fully crystallized by CW laser into c-Si nanodisks and characterized with 

bright field optical image, mapping of Raman peak position and peak width(from left to 

right).  (C) The c-Si disks in B are locally amorphized by two nanosecond laser pulses, 

(D) Amorphized nanodisks in C are “erased” with CW laser-induced crystallization. (E) 

Raman spectra of the labeled regions in B-C as well as pristine amorphous nanodisks and 

the single-crystal silicon wafer. (F) Transmission spectra of pristine a-Si disks and disks 

in regions a, b. The scale bars for B-D are 2 μm. 

 

In Fig. 4.1B, the CW laser irradiation has crystallized nanodisks of 215nm in 

diameter into poly-crystalline states as indicated by the Raman spectrum “A” in Fig. 

4.1E. The Raman peak mapping shows the whole laser processed area has the peak 

position close to 520 cm-1 and the width close to 6 cm-1. Silicon nanodisks with sizes 

smaller than 500nm fall into the Mie resonance regime124, presenting vibrant visible 

colors in bright-field and dark-field optical microscopy. The poly-crystalline nanodisks 

with 215nm diameter present a green resonating color(Fig. 4.1B). As we can see in Fig. 

4.1C region b, c-Si nanodisks switched the resonance color from green to red upon 

irradiation of a 13 ns laser pulse. Those nanodisks share a “low density 
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amorphous”(LDA) broad Raman peak at 480 cm-1(Fig. 4.1E), identical to the pristine 

amorphous phase. Given the well-studied correlation between the silicon’s crystallinity 

and its Raman spectrum, we confirm the silicon phase changed from crystalline state to 

amorphous state. The phase transformed region can be identified through both bright 

field optical imaging and Raman mapping (Fig. 4.1C).  In Fig. 1F, the transmission 

measurement of the laser-induced forward(a) and backward phase transformation(b) can 

blue-shift and red-shift the Mie resonance, finally returning its scattering spectrum close 

to that of the pristine amorphous phase. The change of optical resonances is properly 

captured with FDTD simulations using refractive indexes from literature125,126. In Fig. 

4.1D, additional CW laser crystallization resets the crystallinity and photonic resonance 

(region c), indicating the initiation of the next phase change cycle.   

We further found the use of a single nanosecond pulsed laser can obtain reversible 

phase transformation.  From Fig. 4.2A, we confirm the nanosecond laser can induce 

forward phase change on a canvas of amorphous disks under a fluence of 1.8 J/cm2. 

Backward transformation by a fluence of 2.1 J/cm2 is shown in Fig. 4.2B. In the Raman 

peak mapping, we can clearly see the matching with the transformed optical image. With 

a higher fluence compared to Fig. 4.2A (1.9 J/cm2), a-Si disks were transformed to a-Si in 

the center and to c-Si at the rim (Fig. 4. 2C) within the laser processed area. We term the 

a-Si to a-Si transformation as a “neutral phase transformation”. Fig. 4.2C shows the 

fluence for crystallization is lower than that of neutral transformation, which evinces 

crystallization at near-complete melting. Hence, energy variation controls the 

solidification path to either crystallization or amorphization. The neutral transformation 

requires lower energy compared to the backward transformation since amorphous silicon 

has a lower melting point and thermal diffusivity. 
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Figure 4.2 Nanosecond laser-induced reversible phase transformation. (A) forward (a-Si 

to c-Si) (B) backward(c-Si to a-Si,) and(C)  neutral( a-Si to a-Si) phase transformations. 

Left to right are the bright-field image, Raman shift peak position and peak width 

mapping. For figure C, additional crystallization happens at the rim of the laser-irradiated 

area due to the low fluence. The color black in Raman peak position indicates the peak 

position is smaller than the lower bound, 510 cm-1 while in Raman peak width mapping, 

it means the width larger than the upper bound, 25 cm-1. The scale bars for A-C are 10 

μm. (D) The 40nm thick asymmetric (half-circular) single crystal nanodisks exhibit 

pinning effects after amorphization. (i-iii) SEM image, Raman mapping of peak position 

and width. (E) The amorphization of 30nm thick crystalline nanodisks of 1.5μm 

diameter. (i-iii) bright field image and associated Raman mapping of peak position and 

width.  (F) Location-selective amorphization of 500nm wide nanoribbons. The laser-

irradiated area in (C-E) are labeled with dashed lines. The scale bars are 500nm for D and 

4 μm for E-F. 

 

Besides the geometry pining, the amorphization is also found robust and versatile. Raman 

mapping confirms the amorphization of the single crystalline silicon sample in Fig.4.2 D 

prepared using the method in the literature56 . Over 2 μm size nanodisks can be fully 

amorphized in Fig. 4.2 E. Furthermore, location-selective amorphization within one 

nanoribbon is achieved (Fig. 4.2F). We infer the amorphization is deterministic across 

different initial crystallinities and lateral geometries regardless of whether the domain 
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fully melts in the lateral dimension. The results are in agreement with the theoretical 

analysis where “complete amorphization” will deterministically happen at a critical 

quench rate of 6.65 × 1010K/s87.  

 

4.3 Dewetting and its suppression 
 

When the incident laser fluence is larger than the threshold level, the molten 

silicon nanodisk will experience dewetting. When a 28ns laser pulse incident on a group 

of nanodisks, we can see partial and fully dewetting happening at different regions in Fig. 

4.3 A(ii). Based on this observation, we proposed the schematics of the dewetting 

happening on the nanodisks. Later we found for shorter pulse duration(13ns), the partial 

dewetting effect is not evident. 

 
Figure 4.3 Characterization of dewetting in the molten silicon nanodisks. (A) Nanodisk 

irradiated with different laser fluences. (i)Schematics of nanodisks array irradiated with a 

Gaussian laser pulse. (ii) SEM image of laser irradiated nanodisk array corresponds to (i). 

(iii) Different states of laser-heated nanodisk. (B) Shape characterization of the dewetted 

nanoparticle. (i) Tilted SEM image of dewetted nanoparticles. (ii) Modeling of the shape 

and height of nanoparticles. (iii) Comparison of modeled nanoparticle size and SEM 

measurements. 

 

Upon 13 ns laser heating, a unique geometry pinning effect enables high fidelity 

reversible transformations which are not found in GST45 or previous studies100. Fig. 4.4 A 

shows a collection of the polycrystalline disks, amorphized disks and dewetted disks 



41 

from left to right. Both dewetted disks and amorphized disks show amorphous features in 

the Raman mapping. As we can see in Fig. 4.4 B, in contrast to the dewetted nanodots, 

the morphology and shape of the amorphized nanodisks remain almost identical to 

crystalline nanodisks. A slight edge rounding observed in nanodisks proximal to the 

dewetted dots. Fig 4.4 C further shows amorphized disks beyond this vicinity do not 

present such rounding.  

 

 
Figure 4.4 Characterization of geometry pinning effect. (A) Geometry pinning on a 

220nm nanodisk array characterized by the optical image and Raman mapping of peak 

position and width(from top to bottom). The bright-field image contains a crystalline 

nanodisk (light green), amorphized nanodisk (orange) and dewetted disks (deep green). 

(B) Scanning electron microscopy(SEM) image for a, with white dashed lines labeling 

the aforementioned three regions. Scale bars are 500nm for A-B. (C) The geometry 

pinning effect on a large group of  amorphized nanodisks 

 

Different from the 28ns case, the dewetting suppression in 13ns case is considered 

thermodynamics dominated. If the dewetting in the current study is kinetically dominated 

as in laser-induced metal dewetting109,127 or the case in 28ns irradiation, different input 

energies should result in gradual deformation rather than a clear distinction between 

dewetting and non-dewetting. Therefore, we infer the observed pinning effect is 

controlled by thermodynamics instead of kinetics. From the thermodynamic point of 

view, as silicon’s work of adhesion is three times that of gold128, its free energy reduction 

during dewetting is anticipated to be only one third. The smaller free energy reduction 

requires a higher energy input to overcome the energy barrier to initiate deformation, thus 
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leading to higher threshold fluence for dewetting. Below we provide geometry specific 

thermodynamic analysis.  

 

 
Figure 4.5 Thermodynamic analysis for the dewetting process.  (A-B)The schematics of 

the molten silicon geometries (A)before and (B)after dewetting. (C-D)The free energy 

change after dewetting plotted against different contact angle and temperature for silicon 

. (E-F) same plots as (C-D)for gold. 

 

a. The volume conservation of the molten silicon 

For nanodisk before dewetting(Fig. 4.5A), d is the thickness of the disk, and r1 is the 

radius. Therefore the volume of the disk is 𝑉1 = 𝜋𝑑𝑟1
2.   

The geometry of the dewetted dot is measured to be hemispherical. The lost height is 

defined as h. From the equilibrium contact angle θ, h is estimated as ℎ = 𝑟2(1 + cos[𝜃]). 

Then the volume of the dewetted dot is derived as:  

𝑉2 =
4𝜋𝑟2

3

3
− 𝜋ℎ2 (𝑟2 −

ℎ

3
) 

Through volume conservation, we can solve 𝑉1 = 𝑉2 to obtain:  

𝑟2 =
31 3⁄ 𝑑1 3⁄ 𝑟1

2 3⁄

(2 − 3cos[𝜃] + cos[𝜃]3)1 3⁄
 

b. The surface area before and after dewetting 

The liquid-gas interface area for a disk:    𝐴l1 = 2𝑑𝜋𝑟1 + 𝜋𝑟1
2; 

The area of a spherical cap:     Asc = 2𝜋ℎ𝑟2; 
The liquid-gas interface area for a dewetted dot:   𝐴l2 = 4𝜋𝑟2

2 − 𝐴𝑠𝑐; 
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The liquid-solid interface area for a disk:   𝐴ls1 = 𝜋𝑟1
2; 

The radius of the contact area:    rr = √𝑟2
2 − ℎ2; 

The liquid-solid interface area for a dewetted dot:  𝐴ls2 = 𝜋rr2; 
The solid-gas interface area for a disk:   𝐴s1 = 0; 
The solid-gas interface area for a dewetted dot:  𝐴s2 = 𝜋(𝑟1

2 − rr2); 
 

c. Interfacial force balance (Young-Laplace equation) 

𝛾𝑠 = 𝛾sl + 𝛾𝑙 ∗ cosθ 

d. The free energy change after dewetting 

ΔG = 𝛾𝑠 ∗ (𝐴s2 − 𝐴s1) + 𝛾sl ∗ (𝐴ls2 − 𝐴ls1) + 𝛾𝑙 ∗ (𝐴l2 − 𝐴l1)  

 Substitute the Young-Laplace equation into above:  

ΔG =
𝜋𝑟1𝛾𝑙

(2 − 3cos[θ] + cos[θ]3)2 3⁄
(−2𝑑(2 − 3cos[𝜃] + cos[𝜃]3)2 3⁄ +

1

4
32 3⁄ 𝑑2 3⁄ (12

− 5cos[𝜃] + 4cos[2𝜃] + cos[3𝜃])𝑟1
1 3⁄

−
(8 − 9cos[𝜃] + cos[3𝜃])2 3⁄ sin[

𝜃
2]2𝑟1

21 3⁄
) 

 

e. Plot the free energy vs. different contact angle 

The contact angle is measured to be close to 90 degrees. Observations showed that higher 

temperature gives a higher contact angle (85-95degree). Surface tension has a linear 

relation with temperature.  

Therefore, we substitute in the geometrical parameter, r1=100nm and d=30nm. We 

found ΔG is negatively correlated to the contact angle. The free energy reduction at the 

melting point is calculated as −8.2 × 10−15𝐽. 

 

f. Free energy vs. temperature 

If a linear estimation of the contact angle is made: 

θ = (83 + (𝑇 − 1683) ∗ 𝑘)  Degree; 
 And we also substitute in the linearly temperature-dependent surface tension.  

𝛾𝑙 = (730 − 0.13 ∗ (𝑇 − 1683))𝑚𝑁/𝑚; 

From the listed k values, ΔG has the possibility to become positive at supercooled states. 

However, there is no valid experimental data describing the temperature-dependent 

contact angle of molten silicon on silica. Therefore we consider the free energy reduction 

to be still negative, which indicates that dewetting is a spontaneous process. Further, the 

free energy reduction is enlarged with an increase of the temperature, which entails the 

cause of dewetting under high laser fluence input. 

Further, we can compare the results of silicon to the counterparts in plasmonics, gold. 

Liquid Au has a temperature-dependent surface tension as follows: 

𝛾𝑙 = (1138 − 0.19 ∗ (𝑇 − 1338))𝑚𝑁/𝑚; 

Its equilibrium contact angle with silica at its melting point is 140 degrees. As no 

temperature-dependent contact angle data is available, we estimated it to be similar to the 

variation in silicon. The free energy change against contact angle and temperature in Fig. 

4.5 E-F has shown that the gold has a free energy reduction of −2.68 × 10−14𝐽 at 

melting point, which is three times that for silicon(−8.2 × 10−15𝐽).  This shows that Au 
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has a larger thermodynamic driving force for dewetting. Furthermore, if we put Au’s 

contact angle and silicon’s surface tension into equations, a −1.8 × 10−14𝐽 free energy 

reduction is predicted, indicating that both surface tension and contact angle has an effect 

on the dewetting free-energy reduction. 

 

4.4 Reflection probing of phase transformations 
 

Due to the strong Mie resonance of silicon nanodisks, reflective probing of phase 

transformation can be used for monitoring the heating, melting, solidification, dewetting 

and cooling of the silicon nanodisk. The detailed schematics of the setup can be found in 

Appendix A4.  

 

4.4.1 Single nanodisk probing 
 

To investigate the detailed mechanisms of reversible phase transformations, we 

carried out transient reflection probing on a single nanodisk. In this experiment, the 

633nm probing CW laser and the 532nm pump nanosecond laser are aligned collinearly 

and tightly focused on a single nanoresonator. The diffraction limited focus is verified 

through the modification of a single disk in Fig 4.6.  

 
Figure 4.6 Minimum laser addressable feature size and periodicity.  (A) 200nm diameter 

crystalline nanodisk array(green) with a 400nm period with single-pixel amorphized in 

the middle(red). (B) 300nm nanodisk array in a 400nm period with the single-pixel 

ablated in the middle. (C) The SEM image of the (B). 

 

The laser phase transformation process will go through heating, melting, 

solidification and cooling, which is schematically shown in Fig. 4.7B.  We would like to 

note a significant phase-dependent thermo-optical effect at 633nm probe wavelength 

(Fig. 4.7C). Specifically, the amorphous nanodisks offer reduced reflection (-15%) of 

probe beam upon pump laser irradiation and the crystalline ones present opposite effect 

(22%).  Both thermal and carrier effects induced by optical excitation can modify the 

refractive index129. We observe the reflection decay in Fig. 4.7 C-D is much slower than 

the typical carrier decay (1ns) 130  but follows well the predicted temperature transient. 

Studies indicated the inverted position of the isentropic band gaps from c-Si and a-Si lead 

to positive and negative temperature coefficients (dn/dT)131 in 633nm.  
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Figure 4.7 Probing of single nanodisk’s reversible phase change.  (A) Schematics of the 

single nanodisk optical reflection probing. The 532nm 13ns pulsed laser is used as a 

pump laser and the 633nm CW HeNe laser is used as a probing laser.(B) Schematics of 

transient states during laser phase transformation of the disk. Labels 1-5 (or reversely 5’-

1’) are a-Si, heated a-Si, liquid-Si, heated c-Si, c-Si. (C) The crystallinity dependent 

thermo-optical signals upon the irradiation of a 13 nanosecond laser pulse (i) on a-Si 

disks and (ii) on c-Si disks. The simulated temperature change has been normalized to the 

(Tmax-Tmin). Note that in B the sign is flipped for the comparison of the signals. (D) 

Probed transient reflection of the forward phase transformation(a-Si to c-Si). (E) 

Transient reflection of backward phase transformation (c-Si to a-Si). In the zoomed-in 

view (ii), the red dashed region indicates a molten state while the blue region indicates 

the solidification. The plotted reflection curves in B-E are all normalized to the signal 

level of initial reflectivity.  

In Figure 4.7B, the numbers 1-5 and 5’-1’ (the reverse process) stand for the 

amorphous, the heated amorphous, the liquid silicon, the heated crystalline and 

crystalline nanodisks. The transient processes can be categorized into heating (1->2), 



46 

melting (2->3), molten state and solidification (3->4) and cooling (4->5) period based on 

the aforementioned states. The heating and cooling are signified with phase-dependent 

thermo-optical effects. The initial drop and increase of the reflection signal in Figs. 4.7D 

and 3E, respectively, are the effect of heating (1->2) in amorphous and crystalline 

nanodisks. At the cooling process (4->5), the trend is however switched due to the change 

of crystallinity. The melting is characterized through an increased reflectivity based on 

High-Density Liquid phase132. This is in agreement with reported investigations, 

including e.g. our own experiments on the excimer laser annealing of thin Si films115. The 

existence of melting is further confirmed through increasing the laser fluence to 

dewetting (chap. ). FDTD simulation is also provided in Fig. 4.11 validating the high 

reflective state can be offered from liquid silicon’s refractive indices.  

Much shorter melt duration and solidification time are observed for crystallization 

compared to amorphization. The time interval (3->4) can be further separated into the 

molten state (τmelt ) and the solidification period (τsolidify ) by the on-set of solidification, 

which is the drop of the reflection signal. The experimental τmelt is defined as the time 

duration when the acquired reflectance, R, is at its maximum. Following the melt 

duration, the experimental τsolidify is defined by the duration from the time reflection starts 

to decrease until stage 4. Note that this drop shall be distinguished from the drop caused 

by cooling in crystalline nanodisks (Fig. 4.7Cii).  A 2ns crystallization time is much 

shorter than 12ns amorphization time. The corresponding melt duration is also much 

shorter in crystallization.  

Upon examining Fig. 4.7C, we infer that the 2ns-long fast crystallization is driven 

by super-lateral growth123, where near-complete melting preserved some solid seed 

remnants for the regrowth of the crystal. The elimination of the spontaneous nucleation 

process leads to the short melt duration and the solidification time is based on the crystal 

growth speed of silicon, which is reported to be in the range of 10-18 m/s133. On the other 

hand, the 12ns long amorphization follows the deep undercooling of the liquid. The 

absence of nucleation sites on the non-participating interface with the substrate allows 

deep undercooling wherein the liquid silicon transforms into amorphous material through 

glass formation. This experimental observation in conjunction with our simulation results 

agree with the arguments presented by Kim et al.117 Details of the heat transfer and phase 

transformation simulation are presented in next section. Our transient signal, however, 

cannot differentiate the contributions from nucleation and liquid-amorphous 

transformation. Our probing experiments in thin films115 indicate that the nucleation will 

not trigger significant optical contrast. As the reflection drops continuously without any 

step change, at least we confirm glass transformation spans the whole 12ns. The 12ns and 

estimated 950K temperature supports the postulated silicon relaxation time map by 

McMillian at 2004134.  

 

4.4.2 Comprehensive heat transfer and phase transformation simulation  
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Figure 4.8 Comprehensive simulation to explain the transient reflectivity signals.  (A) 

Schematics of simulated nanodisk sitting on the oxide mesa and the fused silica substrate. 

(B) Simulated transient temperature distribution at the top of the simulated domain with 

high fluence F=0.575 J/cm2. (C) Crystal map showing the process of super-lateral growth 

with red color stands for molten silicon and random colors stand for the nanocrystals. 

Initial nanocrystals are an artifact from setting up the simulation, which is explained 

below.  (D) Crystal map showing the process of nucleation based amorphization. Colored 

crystals at (iii)-(iv) stand for the nuclei. (E) The temperature involution of the simulated 

heating(F=0.55 J/cm2), crystallization(F=0.575 J/cm2 ) and amorphization(F=0.59 J/cm2 ) 

under different laser fluences. Here the arrow labels the deep under-cooling that 

amorphization reached. The red and blue dashed boxes are indicating the melt duration 

and solidification process during the amorphization processes. (F) temporal evolution of 

the liquid silicon volume fraction during the heating, crystallization and amorphization 

processes. 

Augmenting the description provided in the methods section, we show here a 

schematic of the modeled geometry in Figure 4.8 A. The substrate features gradient grid 

sizes to suffice the stability requirement. Then we show a characteristic temperature 

mapping during the laser heating process. As seen in Fig. 4.8 B-ii and iii, the nanodisk 

dissipates heat to the substrate in a 3D fashion, different from the thin film cases, which 
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explains the elevated quenching rate. The heat transfer simulation has been verified by 

comparing the transient thermo-optical signal as discussed in the main text. 

Then we show the simulated melting, nucleation and crystal growth for 

crystallization and amorphization. The result is best described by displaying the 

snapshots of the crystal map during the processes (Fig. 4.8C).  Molten silicon is labeled 

as red color in the snapshots. For crystallization, the simulation captured the growth from 

residual unmelt seeds at the silicon-oxide interface (Fig. 4.8A), illustrating the super-

lateral growth and the nucleation-free fast dynamics. Note that the snapshot shown is 2D 

while the whole domain is 3D, suggesting the possibility of crystal growth from out-of-

plane seeds. The source of residual crystal seeds135 is the heterogeneous nucleation on 

oxide during the deposition of amorphous films. As it is impossible to reproduce the 

random existence of small seed crystals at the silicon oxide interface in the simulation, 

we assumed a polycrystalline domain as an artificial initial condition. After laser energy 

is fully delivered, only the bottom region of the initial crystals may survive melting (Fig. 

4.8Cii), resembling the true physical scenario. For amorphization, full melting and liquid 

overheating are required to sustain undercooled liquid silicon. Consequently, nucleation 

events at an exponentially increased rate took place at D(iii) due to the deep supercooling 

reached. Ultimately, the liquid silicon surrounding nuclei transformed into amorphous 

silicon, which is not displayed in figure 4.8D(iv). Note that crystals on the map indicate 

the locations of the nuclei and the phase is amorphous.   

Furthermore, we show the detailed curves of temperature evolution and volume 

fraction change of the liquid silicon. Since there is no crystal growth, the temperature of 

the molten silicon kept decreasing and reached deep supercooling (700K) that triggered 

amorphization. The predicted melt duration of around 12ns matched measured data (Fig. 

Fig. 4.8E and Fig. 4.7Eii). The generation of nuclei is estimated to happen around 12ns, 

which also agrees with the solidification time in Fig. 4.7E.  The glass transformation of 

surrounding liquid silicon to the amorphous phase has not been modeled separately due 

to insufficient theoretical analysis.  As indicated from the curves of F=0.575 J/cm2, the 

melt and solidification time sum up to 10ns, which is slightly longer than the observation 

(7ns). This is simply because the experimentally observed melting did not reach the 

predicted volume fraction (93%), and therefore the melting and crystallization could take 

a shorter time.  

 

 

4.4.3 Energy dependent laser-material interaction 
 

With the increase of incident laser energy, the laser-nanodisk interaction vary 

significantly(Fig. 4.9). For low power, a thermos-optical effect exist, which will be 

explained in detail in the following section. Then the melting initiated and the maximum 

reflectivity will increase with laser fluence. It is because the number of nanodisks that 

experience melting and the extent of each nanodisk melt are both increased. Then at a 

fluence of 2.1 J/cm2,  the reflectivity plateaus due to the fact that the temperature increase 

does not increase the molten state’s reflectivity, which is widely observed during the laser 

crystallization of the thin films115.  Since full melting is introduced, we observed the 

amorphization in the solidification processes, which echos with the previous signals.  
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Then we found the laser-induced dewetting slightly reduces reflectivity compared 

to amorphization. Under high laser fluence, once melting is completed, dewetting kinetics 

takes place quickly just as in the case of molten metal droplets predicted by simulation51. 

The reflectivity of a dewetted molten nanoparticle is smaller than that of a molten 

nanodisk due to high scattering. Therefore, the initiation of dewetting will reduce the 

reflectivity. Detailed analysis of dewetting is beyond the scope of this paper. In summary, 

the above figure shows the increasing, plateauing and the dropping of the maximum 

reflectivity. These effects, especially the plateau feature, are only consistent with the 

existence of melting.   

 

 

Figure 4.9 Energy-dependent laser-material interaction.  (A) Transient reflection signal 

with increasing laser fluence. The boxes are grouping the signals for different physics 

happing during the transient processes, which are correlated to the images in b and the 

categories in c. (B) The corresponding image of the laser processed area. The scale bar is 

10 μm.  (C) The statistics of the measured signal against laser pulse energy. The blue dots 

are the maximum signal value along the whole process and normalized to the initial level 

to account for the HeNe probe laser fluctuation. The red dots are for the end level. The 

blue dashed lines between different laser energy level is categorizing the existing physics 

based on the signals we obtained. The red dash line are showing the plateau of the 

maximum signal, indicating the molten silicon’s reflectivity is saturated.  

 

4.5 Applications to active photonics 

4.5.1 Highly repeatable cycling 
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Figure 4.10 Characterization of high repeatable cycle lifetime.  (A) Probed reflection 

signal from a group of nanodisks experiencing backward (i,c-Si to a-Si) and neutral 

phase transformations (ii, a-Si to a-Si).  (B) Repeatable cycle lifetime of 210 nm diameter 

bare resonators with backward and neutral phase transformations signals from A.  For 

reversible phase transformation in (i),  additional CW laser scanning is applied to ensure 

crystallization. For repeated amorphization in (ii), a train of nanosecond pulses is applied. 

The reversible cycle lifetime is characterized through recording the signal’s initial, peak 

and ending levels, termed as α, β, γ . The subscript 1 denotes the amorphization process 

and subscript 2 denotes the neutral process during consecutive phase transformations. 

 

High speed, high contrast and highly repeatable switching behavior are observed. 

Both the forward and backward phase transformations conclude within 100ns, including 

the heating, melting, solidification and cooling processes. Consequently, the reversible 

switching frequency reaches 5MHz, which is comparable to industry start-of-the-art136. 

Due to the Mie resonance, 200nm crystalline state (c-Si) nanodisk is 80% of the 

amorphous phase (a-Si), resulting in a 20% non-volatile modulation (Fig. 4.10A). The 

order of magnitude matches with the FDTD simulation in the next section. The 

reflectivity contrast is consistent in both the forward and backward transformation 

measurements, providing additional evidence of reversibility for the transformation. The 

initial reflectance (α) is selected as the performance indicator for evaluating the lifetime 

of the resonator. For complete reversible phase transformations, CW laser scanning is 

applied to ensure more uniform quality of crystallization than nanosecond laser pulses. 

The nanodisks yield 50 cycles with only 10% degradation in α (0.5dB) but fully dewet 

after 80 cycles (Fig. 4.10B, i). Besides the reversible phase changes, we probed the 

lifetime of repeated neutral (a-Si to a-Si) transformations (Fig. 4.10 B, ii). It shows that 

the disks withstand ~400 such cycles with only 10% degradation in α (0.5dB) but fully 
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dewet after 700 cycles. In Fig. 4.10 B, β/α equals to 2 (or 1.3 depending on the initial 

crystallinity) ensures the resonators passed the melting threshold. The ratio γ/α describes 

the direction of phase transformation, i.e. backward (>1) or neutral (=1) phase 

transformation. Note that if high optical contrast is not intended, degradation and 

deformation can be fully suppressed with additional capping layers.  

 

4.5.2 Phase dependent resonances 
 

The optical resonances of the nanodisks will be shifted due to the change of 

refractive indices. Limited by the available experimental techniques, the refractive 

indexes are not measured for the nanodisks. Instead, refractive indices of crystalline125 

and amorphous silicon 126 from the literature have been used in the FDTD simulation in 

Fig. 4.11. For different states of 215nm sized nanodisks,  the measurement and FDTD 

simulation agree well on the relative magnitude (Fig. 4.11B). From the comparison of 

Fig. 4.11C and E,  the simulated reflection spectra also precisely capture the multipolar 

resonances in the nanodisks. The above two agreement confirmed the reasonable 

approximation between the actual refractive indexes and the literature. We further 

reproduced the CIE colors based on the microscope light source and simulated reflection 

spectrum, giving identical colors matching the bright-field and dark-field images(Fig. 

4.12 B-C). 

 



52 

 
Figure 4.11 Phase-dependent refractive indices and resonances.  (A) FDTD simulated 

reflection spectra of crystalline (i) and amorphous (ii) nanodisks with different diameters. 

The diameters (unit: nm). (B) CIE Standard color transformed from simulated reflection 

spectra from A(i-ii) respectively. (C) Measured (1-Transmission) spectra for crystalline 

(i) and amorphous(ii) nanodisks plotted as (B). The dashed lines in fig A and C are for 

the visual guidance of peak shifting. The scale is multiplied with 2.5 to show the peaks. 

(D) FDTD simulated reflection levels of silicon under different phases. The ablated state 

stands for the bare oxide mesa. Note that the static measurement is not available for 

liquid silicon, which is only transiently melted during laser irradiation.  

 

4.5.3 Pixel-addressable display 
 

Based on the reversible resonance shift, we demonstrate pixel-level active 

modulation on visible photonic arrays. The optical resonances of silicon nanostructures 

span broad visible spectra (Fig. 4.12 A-C), leading to wide color palettes124. Upon 

amorphization, the refractive index in the visible range is reduced and induces redshifts 

of multipolar resonances (Fig.4.12 A and Fig. 4.11). Enabled by a high N.A. objective 
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lens, we show the reversible encoding of digital information at selected pixels on 700nm 

pitched nanoresonator arrays (Fig. 4.12 D), which is the first demonstration of near-

diffraction-limit pixel-level active modulation of a photonic array. With high-resolution 

patterning and resonating printing 137, the minimum optical addressable resolution is 

further reduced to 400nm per pixel (Fig. 4.6), paving the way to pixel-rewritable 

metasurfaces working at wavelengths below 800nm. Corresponding to the concept of 

plasmonic displays26, we show high-resolution dielectric display of  “LTL” letters (Fig. 

4.12 E), which offers a display resolution up to 63,500 PPI, two orders of magnitude 

higher than today’s mainstream electronic displays. As a proof-of-concept experiment, 

we further demonstrate a dynamic dielectric display showing text “LTL” transitioning to 

“CAL” (Fig. 4.12 F). Despite that only 0.5 Hz refresh rate is obtained on a motion stage, 

a high refresh rate display can be achieved through laser scanning digital light projection 

(DLP) or a spatial light modulator (SLM) 138. 

 

 
Figure 4.12 Phase-dependent resonance shift, pixel-addressable active modulation and a 

dielectric display. (A) The optical transmission spectra of the nanodisk arrays with 

different sizes and crystallinity. The diameters for the number “0” to”8” nanodisks are 

190nm, 215nm, 260nm, 285nm, 310nm, 335nm, 370nm, 395nm, and 420nm 

respectively. The crystalline and amorphous phases are labeled as (-c) and (-a). The 

signal is multiplied by 2.5 and stacked for better visualization. (B-C) The optical 

(B)bright-field and (C)dark-field images of the crystalline (left) and amorphous (right) 

nanodisk arrays, with diameters ranged from number “0” to”8” from top to bottom. (D) 

2D diffraction-limited pixel-addressable encoding. The 4-by-4 crystalline nanodisk array 

is originally resonating green color, and red dot (3,4) is a dewetted disk for reference. 

First, amorphization turns disk (1,1), (2,4) and (4,4) into yellow color. Then the 
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crystallization erases dot (1,1), (2,4) and (4,4) into green color. Lastly, re-amorphization 

addressed the same disk (1,1) again. (E) Diffraction limited laser printing of “LTL” 

letters on different amorphous disk arrays, whose diameter/pitch are 310nm/700nm, 

335nm/750nm, 285nm/650 nm (hcp) array, from top to bottom. (F) A dynamic color 

display is showing the characters’ transition from “LTL” to “CAL.” The scale bars for B-

F are 20 μm, 20 μm, 1 μm, 8 μm, and 20 μm. 

 

4.5.4 Visible active metasurfaces 
 

Lastly, we show a the proof-of-concept experiment of an active optical element in 

the visible wavelength. On the exact place, amplitude-based Fresnel Zone Plates (FZPs) 

are actively printed with different focal lengths (Fig. 4.13 A-C). The measured cross-

section intensity distribution clearly showed the FZP’s focal spot has shifted from 200 

μm to 350 μm with a slight deviation from designed values (240 μm and 400 μm). The 

deviation is likely due to the printing pixel limitation and imperfect fabrication138. The 

laser printed FZPs achieved a diffraction-limited (λ/2NA, λ=633nm, NA=100/2f=0.21), 

full-width at the half-maximum focal spot of about 1.5 μm (Fig. 4.13D-E). Setups and 

characterization of the focal plane are described in  Appendix A4.  
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Figure 4.13 Active visible Fresnel zone plates with the on-demand tuning of focal 

lengths. (A) Dark-field images of (1) writing f=400 μm, (2) erasing and (3) rewriting 

f=240 μm FZPs on the same canvas and location. The scale bar is 30μm.  (B-C) 

Measured spatial intensity distribution near focal planes of printed FZPs from A. The 

actual focal length is measured to be 353 μm and 207 μm respectively. The higher orders 

are not shown in the plot. (D) The focal spot of 1st  FZP characterized with CCD intensity 

image. (E)The line plot of radially accumulated intensity and Gaussian curve fitting.  

 

4.6 Discussion and future work 
 

Reversible phase transformation of silicon nanodomains is obtained upon the 

irradiation of nanosecond laser pulses. The thermophysical properties of silicon suppress 

the dewetting in nanoscale and keep the geometry intact upon phase transformations. 

Such a geometry pinning effect eliminates the need for capping layers and therefore 

preserves the maximum optical contrast between the resonator and air. Transient 

reflection probing validated the mechanisms of near-complete melting induced 

crystallization and full melting induced amorphization. The experimental results 

confirmed the crystal structural change indicated by Raman spectroscopy is indeed a 

derivative of phase transformations and within the classical thermal regime. The 
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complete non-volatile modulation concludes within 100ns while solidifications only take 

less than 20ns. The geometry pining and ultra-short transformation time paved the way 

for the reversible phase change silicon for active photonic applications. As a proof-of-

concept, we demonstrate the pixel addressable active modulation on silicon resonator 

arrays with 400nm minimum spatial resolution. Based on the reversible resonance shift, 

we further demonstrate the high-resolution dynamic displays and active visible wavefront 

control. The wavefront control demonstration differs from the previous reports29 in that it 

is based on individual resonators,  works at visible wavelengths, and can be easily cycled 

multiple times. If the light field is delivered through SLM, such components can be 

arbitrarily written 138 and printed at a nanosecond time scale. Besides the optical 

wavefront control, rewritable metasurfaces can also be readily applied to holography and 

encryption139. Beyond the resonance shift,  silicon has crystallinity dependent thermo-

optical and non-linear properties140, which are intriguing for implementing active tuning 

functionalities.  

Besides active photonics, the site-selective amorphization shown in Fig. 4.2 could 

enable laser tuning of the optical properties for the manufacturing of silicon photonics. 

More manufacturing applications can be investigated for silicon photonics and MEMS. 

Reports have indicated Ge, GaP and GaAs share similar potential as phase change 

materials upon ultrafast laser irradiation141, which further extends the material and 

crystallinity database for semiconductor and photonics fabrication 

With nanosecond laser modulation, the switching time is currently limited to tens 

of nanoseconds and only nanoresonators below a 100nm thickness can be amorphized.  

Furthermore, multilevel phase transformation is not obtained, which is important for 

wavefront control applications. However, given reported femtosecond(fs) laser-induced 

crystallization32 and amorphization121 effects on silicon, we anticipate fs-laser irradiation 

on silicon nanoresonators can further improve the switching frequency, expand the 

resonator size and thereby provide multilevel phase transformations. With the controlled 

number of fs laser pulses or cooling time, preliminary studies32,140  show that multilevel 

phase transformations can be obtained through deliberately inducing combined 

crystalline and amorphous phases.  

Based on a realistic COMSOL simulation in Fig. 4.14, we predict the quenching 

behavior of a nanodisk upon a sub-nanosecond pulsed heat source. The simulation readily 

shows that nanodisks with thickness up to 50 nm can quench to 1000K in around 1 ns, 

while thickness up to 500nm can quench within 10ns. The maximum cooling rate and 

switch speed are essentially limited by the heat conduction to the surrounding media. If 

we impose femtosecond or picosecond laser irradiation on the nanoresonator, the 

surrounding media will not be heated up before full-melting, which gives the fastest 

possible heat dissipation to the molten silicon. Here we estimate the fastest cooling 

through simulating the heat dissipation of a nanodisk with a temperature at melting point 

(COMSOL Multiphysics). The substrate’s thermal conductivity is set to be either 1.5 or 

15 W/mK, representing the silica or silicon nitride cases. As we can see from Fig. 4.14, 

the fastest cooling exists when the nanodisk is small, thin and the substrate is of high 

thermal conductivity. For nanodisks up to 500nm in diameter and 50nm in thickness, it 

still takes less than 1 ns to quench below 1000K. For disks with 500nm thickness, it is 

still possible to quench to below 1000K within a similar time scale as measured in 

nanosecond laser irradiation. The thermophysical properties are attached in Table.2.1. 
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Figure 4.14 Faster quenching and larger domain sizes enabled by femtosecond laser 

irradiation.  (A) The temperature field evolution. (B) temperature evolution for the center 

of nanodisk with different disk geometries  

 

The silicon phase transformation consumes energy on the same order as GST. We 

adopted the same simulation used in Fig. 4.14, with the difference that the nanodisk is 

30nm thick and the pulse duration is 13 ns. In Fig. 4.15, the isolated cases refer to bare, 

un-supported nanodots and are calculated based on just the sensible and latent heat 

required for melting. The energy required for melting isolated Si is three times of that for 

GST. However, the difference is smaller when the nanodot is on the substrate and 

irradiated by a nanosecond laser. The shaded area stands for the possible range based on 

different laser pulse durations from sub-nanosecond to 13 nanoseconds. On silica 

substrates, silicon consumes around 2-3 times the energy compared to GST.  
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Figure 4.15 Required pulse energy to melt Si vs. GST.  Blue shaded area stands for GST 

and the red stands for Si. 

 

We will link the nanostructure phase transformation to the optical response 

through a comprehensive library(Fig. 4.16A). For example, on-chip integration requires 

high-contrast transmission and phase delay with no significant requirement on the period. 

On the other hand, metasurfaces typically target a very small footprint. The substrates 

and capping conditions for these applications also differ. The nanostructure geometry is 

associated with its photonic functionalities, including optical transmission, phase delay 

and nonlinear properties. The fundamental input includes the amorphous and crystalline 

phase complex refractive index. On one level, the model will predict the range of 

transmission contrast(Fig. 4.16B) and the phase delay(Fig. 4.16C) to generate optimized 

structures. On another, the geometry defines the quench rate and associated laser pulse 

parameters for crystallization and amorphization. 

Optimization algorithms among competing criteria should be pursued. Significant 

transmission and phase delay contrast are obtained through larger size nanodisks, whose 

dimensions are close to the wavelength of visible light. Larger size entails larger height 

or lateral diameter (Fig.4.16B-C). However, larger height induces slower phase 

transformation while larger diameter increases the footprint and discontinuity of 

geometrical phases. A delicate trade-off needs to be made and preferably through 

optimization algorithms. 
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Figure 4.16 Building database for building active photonic devices.  (A) The library 

linking the phase change and optical properties of silicon nanostructures; (B) 

transmission contrast and (C) phase delay of crystalline and amorphous phase silicon 

nanodisks with different thickness and radius at different wavelengths. 
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5 Ultrafast femtosecond laser interaction with silicon 

nanostructure 
5.1 Introduction 
 

As discussed in the chap. 1.2.1, the pulse duration of the femtosecond (fs) laser is 

shorter than the time scale of thermalization between carriers and lattice, therefore it 

provides a precise excitation and probing tool to study light-material interaction and 

fundamental material light interaction in ultra-high temporal resolution. Extensive studies 

have been carried out on the fs laser interaction with bulk semiconductor materials, 

including the carrier dynamics142, non-thermal melting143, solidification121 and 

ablation144,145.  

Carrier dynamics and non-thermal melting have been well-studied. When laser 

irradiation is applied at low fluence near the melting threshold, thermal melting takes 

place at around tens of picoseconds, increasing its reflectivity146. For high fluences, the 

multiphoton absorption promotes a large number of valence electrons to the conduction 

band.  These carriers can energize the vibrations of longitudinal optical (LO) phonons 

and subsequently the atomic ordering. This effect is previously called as plasma 

annealing and recently recognized as non-thermal melting147. The ultrafast non-thermal 

disordering will give rise to reflectivity as well as reduce the Second Harmonic 

Generation (SHG) signals of bulk silicon148. Confirmed by pump-probe femtosecond X-

ray experiments, the non-thermal melting initiates at sub-picosecond and completes at 

several picoseconds 147.    

For solidifications, amorphization is mostly observed and studied.  However, 

different time scales are reported on the amorphization experiments, indicating a big 

range of quench rates. One experiment found the melting state will exist for tens of 

nanoseconds for InSb and tens of nanometers amorphous layer is formed, inferring that it 

initiated from the solid-liquid interfaces149. Another experiment pushed the absorption 

depth to 7nm and used silicon as a high conductivity substrate, indicating an 

amorphization time scale at 600 ps121. A relaxation map of silicon is proposed to link the 

undercooling and time scale for predicting stable phases, which helps explain the large 

spread of the time scales.134  

For ablation, three energy-dependent mechanisms have been identified in bulk 

semiconductors. For low fluences (below 100 mJ/cm2), the material removal is based on 

the evaporation and sublimation which happens in the nanosecond and microsecond time 

scales150. For high fluence at 300-500 mJ/cm2, the material is heated and melted 

sufficiently, hence homogeneous nucleation induced bubble formation leads to spallation, 

phase explosion. For even higher fluences (around 1J/cm2), a gaseous plasma phase is 

formed and the induced strong space-charge effects lead to the material ejection, which is 

widely termed as Coulomb explosion151. For the last regime, our group has carried out 

pump and probe reflection and shadowgraph characterization on silicon substrate144,152. 

The details of plasma formation processes are modeled and validated recently153. 

Compared to bulk semiconductor materials, limited investigations have been carried 

out on thin films. Fs laser-induced thin-film crystallization is initiated from the surface 

layer and propagate towards the substrate interface154. The crystallization will further 

modify the surface morphology of the thin film and was applied to generate photo-
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trapping structures155 for photovoltaic applications156. Material removal of semiconductor 

thin film is limited32 and the in situ observation is absent.   On metal thin films, the 

melting and generation of gas introduce bulging and material removal. Ablation studies 

on insulating and metal thin films both have established that hydrodynamic material 

removal occurs in nanosecond or longer time scales157,158.  

When the spatial resolution is reduced to the nanoscale, the ultrafast laser 

interaction becomes fundamentally different. Silicon nanoresonators feature strong light 

localization due to Mie resonance104 and demonstrate low ohmic loss compared to the 

plasmonic counterpart. Femtosecond laser interaction with Mie resonant nanocrystalline 

silicon nanoparticle found an ultrafast 2.5ps relaxation time.159 Through analytical 

modeling, the authors further argued a transient scattering pattern change based on the 

ultrafast carrier dynamics. Beyond carrier dynamics and optical properties, studies 

towards phase transformation and structure modification are still absent. From fs laser 

interaction with metal particles, studies revealed that near-field effects have allowed the 

emergence of two distinct regimes, atomic material removal160 and  explosive161 ablation. 

Hence it will be intriguing to explore the ultrafast phase transformation and ablation 

dynamics in nanoscale.  

Besides the fundamental aspects, the exploration of femtosecond interaction with 

nanoresonators could fuel the development of scalable manufacturing. As we discussed in 

chap 1.1.1, the difficulty of scalably fabricating nanoresonators has limited the wide 

application of the functional optical metasurfaces. Pulsed laser processing of 

nanoresonators has been demonstrated for scalable patterning162, pixel-addressable 

patterning137 as well as single-pixel isotropic tuning162,163. However, there is no 

demonstration of fabrication and tuning of sub-wavelength anisotropic nanostructures. 

The anisotropic nanostructures, however, are essential to the Fano resonance and 

Pancharatnam-Berry phases for the sensing and optical phase modulation.  

In this chapter, we show a single femtosecond laser pulse can controllably ablate 

near-field enhanced regions within a silicon nanoresonator.  Both 400nm and 800nm 

femtosecond laser pulses shape the circular nanodisks into polarization-dependent 

nanobars and bowtie structures based on the incident polarization and fluence.  Such 

controllable shaping can be used for the laser printing of bowtie sensing structures and 

Pancharatnam-Berry phase metasurfaces. From the laser-material interaction aspect, 

nanodisks receiving 400nm laser pulses produce rounding edge morphologies, which we 

refer to as “hydrodynamic” features. The 800nm laser pulses can selectively ablate 

420nm or larger nanodisks with irregular cross-section, without evincing additional 

hydrodynamic deformation.  FDTD simulations correlate the ablation with the enhanced 

electric field. The fact that resonators become amorphized regardless of the existence of 

the ablation confirmed the ultrafast quenching after either thermal or non-thermal 

melting. Pump and probe reflection probing confirmed the existence and the sequence of 

nonthermal melting, ablation and thermal melting.  

 

5.2 Selective material removal within the nanodisk 
 

In Figure 5.1, we show the concept and the experimental results of femtosecond 

laser-induced selective material removal inside a nanoresonator. Silicon nanodisk arrays 

are fabricated with diameter d from 200nm to 400nm, and a periodicity p=2d. 30nm thick 
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disks are sitting on top of 50nm oxide mesa and fused silica substrate (Fig. 5.1 A). 

Detailed fabrication methods can be found in section 2.5 and Appendix A3. With a 

Gaussian-shaped 130 fs laser pulse (Spitfire, Spectra-physics, 800nm), an array of 400nm 

in-diameter nanodisks received different fluence their specific locations (Fig. 5.1 B). The 

material removal starts along the y-axis of the resonator (Fig. 5.1B labeled with dashed 

lines, corresponds to the gold region in Fig.1A inset and is aligned with the polarization 

direction of the incident laser. With the increase of the incident energy, the removed area 

expands preferably towards the center with a uniform rate as schematically illustrated in 

Fig. 5.1C.  

 

 
Figure 5.1 Polarization-dependent selective material removal inside silicon 

nanoresonators.  (A) schematics of the pulsed laser processing of nanoresonators. 

(B)laser fluence dependent selective material removal on nanoresonator with 400nm size. 

(C) the schematics of the near-field selective material removal with increasing fluence. 

(D) printing nanodot-pair in a tilted angle. Slight image distortion is observed due to the 

severe charging effect of bare quartz and the periodicity of nanoresonators.  (E) printing 

of anisotropic nanobars with arbitrary orientation. The angles of polarization with regard 

to the vertical direction are plotted on top of each sub-figure. All the scale bars are 

400nm 

 

With increasing fluence, the remaining parts formed a connected bowtie structure. 

There is a protrusion in the center of the bowtie structure, possibly due to hydrodynamic 

mass transfer. It is believed that the remaining part of the structure, the “bridge” between 

two islands requires slightly higher incremental energy to ablate. Therefore, the 

remaining carrier energy after the partial ablation is not enough to ablate the material 

completely, but enough to generate thermal melting of the sharp tip.  With further 



63 

increase of the energy, the ablation finally removed the “bridge”, and “sculptured” the 

resonator into a bowtie structure.  Furthermore, strong laser irradiation starts to ablate the 

sharp tips of the bowtie and form a spherical dot along the x-axis. The results show 

femtosecond laser processing of isotropic nanostructures can generate anisotropic 

structures with a high degree of controllability based on the fluence. With precise control 

of laser energy, the bowtie structure can reach a very controlled gap at the range of 10-

30nm. Such range has been reported to bring strong near-field enhancement essentially 

boost fluorescence sensing164. More details about this application can be found in section 

5.6.  

The selective shaping of the resonator can further be modulated by the 

polarization. In Fig. 5.1D, we show the formation of tilted angle selective removal, which 

confirms the selective ablation is not related to the orthogonal periodicity of the 

nanodisks. It is concluded that the ablation is not related to the collective excitation of the 

nanodisks but just the optical excitation of a single nanodisk. When the polarization is 

rotated with an arbitrary angle, the deformed structures can also be printed accordingly in 

Fig. 5.1 E. These polarization-dependent nanobars paved the way to on-demand printing 

of Pancharactnam-Berry phase metasurfaces. More details about this application is 

offered in section 5.6. 

 

 

 
Figure 5.2 Effect of nanoresonator sizes and incident laser wavelength.  (A) Resonators 

of irradiated with 400nm wavelength femtosecond laser. The red and blue boxes identify 

the detachment of the material as well as the formation of the nanobars. (B) resonators 

irradiated with 800nm wavelength femtosecond laser, respectively. The green and yellow 

boxes identify the resonators that have a protrusion in the middle as well as the resonators 

with irregular ablation residuals. The diameters for (i-iv) are 260, 310, 370 and 420 nm 

accordingly. From left to right, the laser fluence is increasing. Incident laser pulse 

polarization is labeled with arrows. The scale bar is 500nm. 
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Through the controlled experiments, we further reveal that both the 

nanoresonator’s size and laser wavelength will affect the selective removal process. From 

Fig. 5.2, it is clear that the ablation initiated from the same location regardless of the 

incident laser wavelength. For the nanodisks that received 400nm wavelength laser 

irradiation, three different features are observed compared to those with the 800nm 

wavelength. A significant delamination effect is observed at the edge of the remaining 

material (Fig. 5.2A red boxes), i.e. some material appears to be detached from the 

substrate but not being ablated away.  Detailed explanation should be pursued based on 

comprehensive modeling with electrodynamics. Secondly, we observed a stronger 

hydrodynamic165 behavior in the 400nm irradiation (Fig. 5.2A both red and blue boxes),. 

Thirdly, the ablation is non-uniform in 400nm. When the fluence increases, the removal 

presents a higher rate near the rim of the disk rather than uniformly in Fig.5.1.  As a 

consequence, no bowtie structures are observed but only the nanobars for high fluence 

irradiation (Fig. 5.2A blue boxes). With an even higher fluence, similar spherical nanodot 

pairs are found.  

For 800nm laser irradiation, nanodisks with different diameters present different 

final morphologies. For nanostructures with 420nm diameter or larger, we found the 

residual material has an irregular cross-section without any rounding (Fig. 5.2B yellow 

boxes). The irregular geometry resonates with the ablation mechanism of Coulomb 

explosion, where the material is ejected due to strong space-charge effects with high laser 

fluences150. Nevertheless, the tendency to form a round “ball” in the middle of the bowtie 

structure is observed on the disks with smaller diameters (Fig.5.2B green boxes).  This 

phenomenon is not well-understood. All these findings warrant detailed optical 

simulation on the geometry and wavelength-dependent near-field enhancement, which is 

discussed in the following section. 

 

5.3 Enhancement from FDTD simulation 
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Figure 5.3 FDTD simulation of near-field enhancement on silicon nanoresonators with 

different diameters.  (A-B) The plot of E field magnitude with 400nm (A)and 800nm(B) 

incident laser wavelength respectively. The polarization is aligned with the y-axis. 

 

Through FDTD simulation, we infer laser-induced enhancement is associated 

with the electric field enhancement. From Fig. 5.3, the maxima of the electric field 

enhancement are located at the two edges of the resonators and aligned with the y-axis, 

which agrees with the experimental observations. The agreement is also obtained 

between different electric enhancement between two incident laser wavelengths in Fig. 

5.3A and B. The overall weak ablation and strong hydrodynamic behavior in the 400nm 

light field are correlated to weaker field concentration. As a result, the carrier excitation 

does not generate enough space charge to detach the material but provide enough thermal 

energy to melt them and generate hydrodynamic effects.  

However, high field enhancement is associated with the nanodisks with diameters 

smaller than 420nm(Fig. 5.3B). Its correlation to the center “ball” formation (Fig. 5.2B 

green box) is not clear, where the “ball” formation is believed to entail excessive thermal 

melting. A clear explanation of this effect is absent, requiring comprehensive modeling of 

the light coupling, carrier excitation and dynamics.54  Note that the reflectivity as well as 

the non-linear absorption coefficient varies within the pulse due to the transient electron 

density distribution.  

 

5.4 Evidence of amorphization 
 

 

 
Figure 5.4 Optical and Raman spectroscopic characterization of the femtosecond laser 

irradiated nanoresonators.  (A) bright-field image for nanoresonators receiving one 

800nm fs laser pulse. The nanodisks have a diameter of 370nm and the period is 750nm. 

(B) the same plot as A with the nanodisks of a diameter of 420nm and a period of 850 
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nm. (C) Raman shift spectra at different locations in A are plotted accordingly, which is 

very similar to B. The scale bars are 15 μm. 

 

Through Raman spectroscopy, the irradiated nanostructure is confirmed to be in 

the amorphous phase regardless of the existence of ablation. In the optical image from 

Fig. 5.4A, a femtosecond laser pulse irradiated on the polycrystalline silicon nanodisk 

array. Due to the Gaussian distribution, different regions are formed and labeled as 1-4.  

Raman spectroscopy is carried out at labeled locations with a focused beam size of 1μm. 

The color-changed region (location-1) is where material removal happens. The region 2 

is believed to have experienced phase change, giving a shifted resonance manifested by 

yellow color. Region 3 does not present a significant resonance change probably only 

subject to surface melting and recrystallization. Region 4 is the pristine polycrystalline 

silicon nanodisks, presenting orange resonance color. From the Raman point 

measurement, the boundary region 1-2 is determined to have an amorphous phase. Such 

crystalline to amorphous transformation caused by femtosecond laser irradiation has been 

reported before in bulk silicon166121, which is the first time observed on thin 

nanostructures. Based on the experiment in bulk silicon121, we infer the amorphization is 

caused also by the melting and ultrafast quenching.  

For nanodisks smaller than the 420nm in diameter (Fig. 5.4A), the ablation will 

generate protrusion in the middle as a result of thermal melting. The fact that regions with 

ablation also resulted in an amorphous phase indicates that fast quenching happens after 

thermal melting and subsequent hydrodynamic rounding. For nanodisks larger than 

420nm(Fig. 5.4B), the ablation should not invoke thermal melting, but the residual 

resonator turns to the amorphous phase as well. This finding suggests that non-thermal 

melting could be responsible for incurring disorder the lattice.  The fact that regions 

without ablation (region 2) also become amorphous indicates that other forms of melting 

exist for these disks, whose experimental characterization can only be done in situ.  

In summary, we established evidence of quenching and amorphization after the 

thermal melting, as well as evidence of non-thermal melting. Nevertheless, it remains 

unknown what happens before the ablation and how does the ablation coexist with 

thermal melting and hydrodynamics.  

 

5.5 Evidence from pump and probe imaging 
 

Optical pump and probe reflection probing and imaging is a common technique 

for investigating the transient carrier, thermal and structure change of semiconductor 

material subject to the ultrashort pulsed laser. The incident laser pulse is beam-split to 

create a pair of pump and probe pulses with a controlled time delay in between. The 

pump pulse will modify or modulate the material and the probe pulse will serve as probe 

signal interacting with the pumped material system. The collection of the reflected probe 

pulse with a variable time delay formed a view of the material changes induced by the 

pump laser. The optical setup is built by Minok Park in the laser thermal lab with a 

similar setup as ref.144. Transient states during laser interaction are proposed in Fig. 

5.5A . Pump and probe results on the 30nm thin, 500nm disk array are included in Figure 

5.5 B-C. The ablation threshold for the silicon nanodisk is calculated based on the 
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mapping of the image and Gaussian distribution of laser beam, which turns out to be 180 

mJ/cm2 for the disk, and 240 mJ/cm2 for the thin film.  

 

 

 
Figure 5.5 Pump and probe imaging of the nanodisks receive fs laser ablation.  (A) 

schematics of different states during laser interaction with nanodisks. 1, pristine, 2, 

carrier excitation, 3, non-thermal melting, 4, charge accumulation, 5, initiation of non-

thermal ablation, 6, complete non-thermal ablation, 7, thermal melting and 8, amorphized 

nanoresonator. (B-C) The femtosecond laser processed 500nm-in-diameter nanodisk 

array with (B)  low power and (C) high power. (D)The femtosecond laser processed 

nanodisk array with the same power as C. 10X objective lens has been used for pumping 

and probing. For the reflected light, only those with the same polarization is collected. 

 

From the pump-probe images in Fig. 5.5,  we first clearly see an increased 

reflection starting within 1ps and extended through 3ps. As normal thermal melting 

requires a time scale of 1 ns53, such a high reflection state has to be associated with the 

carrier induced effects.. In the optical reflection167 and SHG168 experiments, the ultrafast 

high energy pulse will introduce dense electron-hole plasma. This dense carrier indeed 

can increase the reflectivity but restores to normal within 1ps144, which is not the case in 

our experiment. If the excitation is strong enough, the x-ray diffraction experiment143,147 

unambiguously shows excited carriers will transfer the energy to Longitudinal optical 

(LO) phonons and vibrate the lattice in a picosecond time scale and introduce so-called 

non-thermal melting147,167. The high reflectivity started fade at around 3-10 ps. It is 

because the generated carriers is continuously thermalize with the phonons53, weakening 

the lattice disordering effect. Later on, we see the emergence of a dark region at the 

center of the beam. From the silicon wafer ablation experiments, the dark regions are the 

indication of a strongly absorbing plasma from ablation152.  In our experiments, the 

plasma formation starts as early as 10 ps or as late as tens of ps depending on the pulse 

energy. It can be explained as the higher fluence will generate higher local field 

enhancement and total energy, thus bring an earlier ablation.  Along with the dark region, 

we see an increasing reflection in the center of the reflected beam (approximately 200ps). 

We infer it is the increase of thermal melting beneath the nonthermally molten silicon 

layer154.  
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From the pump and probe imaging, we confirmed the existence and the sequence 

of the nonthermal melting, the subsequent ablation as well as the thermal melting at the 

very end. The existence of non-thermal melting explains why ablated nanodisks 

(>420nm) without hydrodynamic feature will end up forming the amorphous phase,  as 

the non-thermal melting has already discorded the lattice. Those with hydrodynamic 

features have experienced thermal melting and subsequent quenching. The sequence 

between ablation and thermal melting explained why there are hydrodynamic behaviors 

after partial materials removal.  

We include a comparison between nanoresonators (Fig. 5.5C) and thin films 

irradiated from the same pulse energy (Fig. 5.5D). As we can see, the nanodisks present a 

stronger and earlier plasma formation compared to the thin film. However, the difference 

in the actual energy coupling efficiency prevents us from establishing a strong claim that 

the nanodisks have more severe and earlier ablation due to the near-field enhancement. 

Further studies, possibly at the single nanodisk level are needed to clarify these issues. 

 

5.6 Potential applications 
 

Crystalline silicon dimer has been proven to provide Surface Enhanced Raman 

Spectroscopy(SERS) and Surface Enhanced Fluorescence (SEF). 164 While the field-

enhancement and associated SERS is not as strong as plasmonic counterparts, the SEF 

effect on silicon dimers is one order higher than that on plasmonics, which is due to the 

suppression of fluorescence quenching effects. Amorphous silicon dimer has also been 

confirmed the SEF and can facilitate the single molecular fluorescence169. Compared to 

dimers, the field enhancement of bowtie structures can be more precisely confined in the 

gap between two resonators without leaking in the rims, which becomes a better 

candidate for spatially-resolved chemical and biological imaging170. However, both 

dimers and bowties are patterned through Electron Beam Lithography (EBL), which is 

costly and offers low throughput. 

Here we show fabrication of gap controlled bowtie structures through 

femtosecond laser selective ablation. Through FDTD simulation, we see the a-Si bowtie 

structures can provide 7 fold of field enhancement just as the c-Si ones(Fig. 5.6 B and D). 

The near field enhancement changes less than 1.5 times from 15 nm gap to 80 nm gap 

(Fig. 5.6 A and B).  It shows that the enhancement is robust to the variation of gap 

distance, which correlated to the incident laser energy. 
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Figure 5.6 The simulated near-field enhancement of the bowtie structure.  (A-B) the 

electric field magnitude plot for the crystalline bowtie structures with 15nm(A) and 80nm 

(B) gap distance. The triangles are modeled from the nanodisks with 400nm in diameter. 

(C) the SEM image of the laser fabricated bowtie structures with different gaps.  (D) the 

electric field plot of the amorphous silicon bowtie with an 80nm gap.  

As a second application, the femtosecond laser can on-demand print 

Pancharatnam-Berry (P-B) metasurfaces on a pre-fabricated canvas. As we mentioned 

earlier, the nanobar orientation can be controlled by the polarization of the incident laser. 

And it can be used to create the spatially distributed P-B phase for advanced optical 

functionalities. Here we show that such large scale printing is possible with the expanded 

laser light (Fig. 5.7A) or the focused laser beam(Fig. 5.7B). Then through FDTD 

simulation, we demonstrated that periodically placed nanobarn array with different 

orientations can form P-B metasurfaces (Fig. 5.7C). The periodicity is controlled to be 

600nm. When the Right Circular Polarization (RCP) passes through the metasurfaces. 

The phase of the transmitted Left Circular Polarization (LCP) is spatially placed in 

gradient, which can be effectively used for the beam steering. It is noteworthy that the 

visible wavelength beam steering can be formed when the periodicity is smaller than 800 

nm. It is important to note that the efficiency of the metasurfaces is determined from 
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various aspects, including the geometrical placement of the P-B resonator, as well as the 

individual resonator’s transmission contrast between x and y components of the electrical 

field. For individual resonators, the contrast of the transmission coefficient should be 

optimized through varying the geometry of the nanobars. A higher anisotropy is generally 

creating a larger contrast. 

 

 

Figure 5.7 Proposed laser printable Pancharatnam-Berry phase metasurfaces.  (A) the 

SEM images of the large scale printed nanobar array. The scale bar is 2 μm.(B) The 

optical bright field and dark field images of the line scanned laser printing of anisotropic 

nanobar array. (C) FDTD simulation setup of 8 nanobar structures with 45-degree 

incremental rotation. The nanobars are 200*400nm and placed with 600 nm period. (D) 

The left circular polarized (LCP) light phase map when the incident light is right circular 

polarization (RCP). Both 690nm wavelength and 800nm wavelengths are plotted. The 

metasurfaces are labeled with black dashed lines. The direction of light propagation is in 

+y direction.  The reflected beam shows a random phase distribution.  
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6 Conclusion 
 

To recapitulate, this dissertation starts with the introduction to the potential 

opportunities lying on the pulsed laser processing of silicon nanostructures (Chap.1). The 

introduction is accompanied by the related fundamental physics of pulsed laser 

interaction with nanostructures, including optical coupling, heat transfer, and phase 

transformation (Chap. 2). The heat transfer and phase transformation coupled simulation 

tool is introduced along with the experimental techniques. 

We first utilized the near-field enhanced absorption and surface tension driven 

liquid instability to demonstrate the optical modulated assembly of silicon 

nanoparticles(Chap 3). Nanoparticle arrays’ number, size and symmetry can be readily 

modulated through pulsed nanosecond laser’s amplitude, polarization and number of 

pulses. Consequently, the resonance peaks of the silicon nanoparticle array can be 

controlled on-demand.   

Reversible phase transformation on silicon nanostructures is obtained through 

nanosecond laser irradiation. Through ultrafast quenching of the nanostructure, we 

realized complete amorphization. With the same nanosecond laser irradiation, we 

obtained crystallization through near-complete melting and super lateral crystal growth. 

The reversible phase transformation is probed on a single nanodisk. The transient signal 

combined with comprehensive simulation revealed the deep undercooling of the liquid 

silicon and the long amorphization time. It is believed that our results lend support to the 

postulated silicon relaxation time map posted in 2004. Additionally, we observed the 

strong geometry pinning effect where dewetting will not happen for molten silicon 

nanodisks. Through thermodynamic analysis, we show such pinning is due to silicon’s 

large adhesion work with oxide surfaces. Lastly, we applied the reversible resonance 

shifts to active metasurfaces in the visible range for the display and wavefront control. 

With femtosecond laser pulses, we observed and investigated the selective 

ablation within the nanodisk. From SEM observation and FDTD simulation, we infer it is 

the enhanced electric field, and subsequent carrier excitation induced “cold” ablation of 

the nanodisk. Raman spectroscopy shows the crystalline nanodisks all have been 

transformed into the amorphous phase regardless of the occurrence of ablation. The 

irregular ablated cross-section and hydrodynamic features indicate both non-thermal 

ablation and thermal melting take place, depending on the laser fluence, wavelength, 

polarization and nanodisk dimensions. Pump and probe imaging confirmed the sequence 

of nonthermal melting, ablation and subsequent thermal melting. With the selective 

material removal, the isotropic nanodisk can be shaped into anisotropic bowtie with 

controllable gap distance, which serves as a scalable fabrication method for fluorescent 

sensing array. The polarization-dependent fabrication of nanobars enables laser printing 

Pancharatnam-Berry phase metasurfaces. 
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Appendix 
A1. Optical simulation with Lumerical FDTD 
 

The finite difference time-domain(FDTD) is developed by the seminal work of Yee 

at 1966171. Besides the well-known finite difference time stepping. Yee applied centered 

finite difference operators on staggered grids in space and time for each electric and 

magnetic vector field component in Maxwell's curl equations.  

There are multiple advantages of FDTD compared to the Finite Element 

Method(FEM). Firstly, FDTD scales linearly with the problem and therefore can be 

easily parallelized. From the definition, it's excellent for the simulating transient 

response. Additionally, it is a time-domain method that uses Fourier transformation to 

deconvolute the response with regard to the different wavelengths, making broadband 

simulation very efficient. The broadband wavelength capabilities make FDTD stand out 

as compared to FEM or rigorous coupled-wave analysis (RCWA) method. Additionally, 

due to the time-domain stepping nature, the method easily accounts the non-linear 

behavior of the photonics naturally. The advantage of the RCWA method lies in the 

efficiency of arbitrary geometries but limited to a single frequency and periodic structure. 

FEM simulations like COMSOL multiphysics, feature capability of integrating 

multiphysics into the photonics simulation, including thermal effects. Recently with the 

development of commercial software Lumerical FDTD, the integration of the electrical 

modules makes FDTD the top candidate for simulating integrated photonics. Detailed 

operations of the Lumerical FDTD can be found over the tutorials online. 

 

A1.1 Simulation setup 
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Figure A1.1 FDTD simulation setup and interfaces. (A) top view (B) perspective View, 

(C) the list of components. (D) the side view. 

 

A typical FDTD simulation in Lumerical is setup based on four major 

components: FDTD domain, object, source, monitors. Scripts can be written for setting 

up the components, batch running and post-processing. Geometries and settings are 

shown in Figure A4.1. 

FDTD domain is the simulation domain, where the simulation domain size, 

boundary conditions, mesh and simulation time will be set. For the direction of the light 

propagation, the domain should be at least 2 times the maximum wavelength. For the 

lateral direction, the domain size will be decided by the periodicity for periodic 

structures. As for non-periodic structure, it will be defined by the requirement of 

generating a far-field plot. 

For boundary conditions on light propagation direction, perfectly matched layer 

(PML) will be used. PML layer is an artificial absorbing layer that no incident wave from 

non-PML layer will be reflected. For lateral directions, symmetric and periodic boundary 

conditions can greatly reduce the simulation time.  The simulation time is set to be 100fs 

as it requires a time-domain pulse signal with different frequency components from the 

setting. Based on the principle of FDTD, the results will be deconvoluted to identify the 

responses for the different wavelengths. The wavelength information will be set at the 

source and the monitor. 
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The object contains both the resonator and the substrate. The successful 

simulation requires clear identification of the complex refractive index of the materials. 

The dispersion correlation can be imported as the sample points. For spheres on substrate, 

proper overlapping of the resonator and the substrate is desired to prevent the infinite 

sharpness of the simulated structure. Special attention should be paid to the sequence of 

material construction.  

The source is the input of the EM field. Two special sources are used for the 

simulation in the current work, plane wave and total field scatter field (TFSF). Both cases 

the light is considered irradiating like a plane wave, where the incident light is from the 

focused laser and at the focal plane the light field can be considered as a plane wave. 

Different from the plane wave, the TFSF helps to solve the dark-field reflection 

measurement, where only the scattering field will escape the source defined “box”. 

Monitors can be 2D or 3D. For 2D monitors, the transmission is used to record the 

spectral transmission or reflection based on the positions relative to the object and 

sources. Monitors between beyond object in the direction of the light propagation is 

defined as transmission. The monitor behind the source, but within the FDTD domain 

captures the reflection. The domain named “DFTMonitor” means the frequency domain 

monitor, where the results at different frequency points can be visualized. 

 

A1.2 Power, transmission and absorption 
Poynting vector defines the energy flux of electromagnetic field, which is the 

cross-product of electric and magnetic field vector: 

𝑆 = 𝐸⃑⃑ × 𝐻⃑⃑⃑ 

The definition of the power in FDTD is defined as the integral of the energy flux 

through that surface. The transmission in FDTD is defined as the transmitted power 

through monitor over the total power from the source. 

𝑃𝑜𝑤𝑒𝑟 =
1

2
∫ 𝑟𝑒𝑎𝑙(𝑆) ∙ 𝑑𝐴

 

𝐴

 

Note that the propagating power is proportional to the real part of the Poynting 

vector only, which is related to the conservation of energy for the time-averaged 

quantities. The imaginary part of the Poynting vector relates to the non-propagating 

reactive or stored energy, such as one might find in the evanescent tail of light being 

reflected by total internal reflection (TIR). The factor of 1/2 is related to the time 

averaging of the CW fields. 

Therefore it is natural to obtain the absorption from the divergence of the 

Poynting vector, where absorption can be thought as a sink of the electromagnetic field 

energy flux. 

𝑃𝑎𝑏𝑠 = −
1

2
∗ 𝑟𝑒𝑎𝑙(∇ ∙ 𝑆) 

Unfortunately, the divergence calculation is very sensitive to the numerical 

scheme. Through the Maxwell equation and the definition of the Poynting vector, the 

above formula can reach a numerically more stable form.  

𝑃𝑎𝑏𝑠 = −
1

2
∗ 𝑟𝑒𝑎𝑙(iωE⃑⃑⃑ ∙ D⃑⃑⃑) 

With simple displacement and permittivity equation, we obtained absorption’s 

correlation to the electric field and the imaginary part of the permittivity: 
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𝑃𝑎𝑏𝑠 = −
1

2
∗ ω|E⃑⃑⃑|2𝑖𝑚𝑔(ε) 

These quantities are easily calculated in the FDTD. The square of the E field is 

intensity, the imaginary part of the permittivity is related to the resistivity of the material.  

 

A2. Software architecture of the comprehensive simulation 
 

 

 

 
Figure A2.1 Simulation suroutines mapped into different functionalities 

Detailed functions and subroutines are described in the Figure A2.1. The main 

program (main.m) is hosted in MATLAB to provide easy to access of data analysis and 

visualization. You can access the simulator with either a graphic user interface (GUI) or a 

command line interface (CLI). With CLI and scripts, batch run of simulations can be 

done.  For the computations, the time stepping of heat transfer and phase transformation 

is implemented with C++, together with all the low-level models, including the 

temperature-dependent thermal properties, optical absorption, and Monte Carlo 

nucleation etc.  C++ is used for speed and memory considerations. A specific mex 

function is written for the purpose linking C++ to MATLAB. Matlab will compile this 

mex function and related C++ routines into mex file. The correlations between the data 

files are listed in the following figure. A detailed operation manual can be obtained upon 

request.  

 

The pseudo-code for the main simulation program mex_MonteCarlo is described 

below. The mex_fHCinc, mex_fHCdec, mex_fPCinc and mex_fPCdec are all cpp 

functions and compiled to Matlab functions. These subroutines execute the time stepping 

function of the heat transfer and phase transformation.   
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Figure A2.2 Pseudo code for the main simulation program 

 

For real-time monitor and post processing purpose, a group of 1D plots is 

generated and refreshed with the time stepping(Fig. A2.3). Temperature against axial 

location is also plotted as 1D line curves, which gives a clear view of the heat-affected 

zone propagation. Real-time point monitors are also placed on the top and bottom of the 

silicon domain. It helps to monitor the melting and recalescence effect.  

 

A group of 2D plots is also included in the right part of Fig. A2.3.  It starts with the 

fraction of the crystalline and amorphous silicon ratio. As you can see, at the top of the 

tip, the crystalline silicon ratio becomes zero due to the existence of the liquid silicon. 

And then the label of crystals including the initial condition and the output real-time 

results. Melting will be noted as the red color. Once nucleation is initiated, the nuclei will 

be assigned one random identifier to indicate their identity. With the crystal growth, this 

label will also be propagated to the regions surrounding it to present the overall size of 

the grown crystals. During real-time visualization, the crystals can then be visualized 

with the different colors to present to the outcome of the crystallization. Similarly, we can 
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also allocate nanocrystals in our initial condition which represent the polycrystalline 

silicon sample.  

In the console of the MATLAB, a log of initial input will be recorded. Then there 

will be a log record for each event of nucleation, including the location, the temperature 

and ID will be displayed. It helps to analyze the nucleation events later on. 

 

 
Figure A2.3  Realtime monitoring of the comprehensive simulation 

 

The analytical prediction is compared to the stochastic simulation to offer a 

perspective how effective of the simulation. To obtain an analytical evaluation of the 

realistic nucleation history, we extracted the temperature evolution as T=1680-60t (ns) 

based on the typical cooling process of laser-heated nanodisks. Therefore the nucleation 

probability for an entire domain is calculated using equation 10 and 11, and the results 

are plotted in Fig. A2.4-A. The overall probability of having at least one nucleation in the 

entire domain is plotted in marked lines and the probability of nucleation happens at the 

(t, t+dt) period is plotted in shaded lines. During the cooling process, the probability of 

heterogeneous nucleation is larger than that of homogenous nucleation. The figures 

indicated that over the entire domain the 1st heterogeneous nucleation is bound to happen 

at 1300-1250K (PHet )and the homogenous one is 1100-1050K(PHom ).  

Similarly, we also plotted the analytical results for a single node(10nm) inside the 

domain (Fig. A2.4-B). As we can see from the curve, the probability of nucleation shifted 

towards lower temperature as the domain size is 400 times smaller. The 1st nucleation 

only started to pick up significant probability at 1300-1250K(PiHet ) and 1100-

1050K(PiHom ), which is however same as the predicted temperature range of 1st 

nucleation over the entire domain. It indicates the collective emergence of nucleation 

probability in each node sums up as a significant increase of the nucleation probability 

over the entire domain. 

In the simulation, the 1st nucleus of the whole domain is captured at around 1200-

1250K(Nuhet) and 1100K(Nuhom) which is very close to the prediction of 1st nucleation 
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over entire domain (Fig. A2.4-A PHet and PHom). Additionally, the distribution of the 

nucleation event resembles the predicted distribution of single node nucleation (Fig. 

A2.4-B’s PiHom and PiHom ), especially the high-temperature part. When the temperature 

keep dropping, we see the spectra center of both homogenous and heterogeneous 

nucleation shifted towards the 950K. This is mainly because of the high recalescence 

effect from large amount of nucleation arrested the cooling curve at around 950K, 

deviating significantly from the input parameter in the analytical analysis. 

 

 
Figure A2.4 Temperature-dependent probability of the heterogeneous and homogenous 

nucleation.  (A) Probability analysis through the entire volume using with 

Area=(200nm)2, V=(200nm)2*30nm, dt=0.05ns. Phet and Phom lines are the probability of 

nucleation happen in the elapsed time t, predicted with Eqn.10. The shaded curves Pihet 

and Pihom are the probability of nucleation predicted with Eqn.11. (B) Probability analysis 

of an individual node using the same equations as (B) with Area=(10nm)2, V=(10nm)3, 

dt=0.05ns. (C) The temperature history of the nucleation progress, which is the event’s 

time sequence normalized with a total event number. The 1st nucleation is indicated with 

arrows. (D) The temperature distribution histogram of the nucleation event. Both (C-D) 

are captured from our simulator 

Lastly, the high supercooling degree observed at the amorphization process is 

considered from the high quench rate. Though nucleation starts from 1200K, the limited 
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numbers of nuclei are not sufficient to release enough latent heat to stop the cooling. As 

the volume continues cooling, it reaches a degree of supercooling where exponentially 

increased nucleation sites finally managed to arrest the cooling. Then the lowest 

supercooling is considered as the onset of amorphization. 

 

A3. Fabrication process of silicon nanoresonators 
 

The silicon nanoresonators went through thin film deposition, lithography, and etching 

steps. The details are described below.  

A3.1. Substrate and thin film deposition 
 

Fused silica wafers from HOYA and University Wafers are used to provide an 

inert and thermal stable amorphous substrate hosting amorphous silicon precursor. The 

amorphous silicon will experience melting, nucleation and solidification. Amorphous 

substrate ensures, no seeds or preferable orientation will affect the nucleation and crystal 

growth, which ensures our simulation conditions are valid. On the other hand, for optical 

applications, silica substrate provides high optical transmittance and minimum effect on 

resonance and field enhancement of the silicon resonator. 

The deposition of the amorphous silicon film is carried out via Low-Pressure 

Chemical Vapor Deposition (LPCVD) at 550oC. 550oC is below the normal polysilicon 

growth temperature (600-650oC )which ensures there is no growth of the deposited 

microcrystals. Before sending into the furnace, the silica wafers are all cleaned with 

Piranha, BHF and dried with quick-dump-rinse(QDR). This MOS-clean process ensures 

no impurity serve as the heterogeneous nucleation site between molten silicon and oxide 

substrates. After the MOS clean, it is recommended to use MOS-Clean Furnace (tystar10) 

instead of NON-MOS furnace(tystar 15). 50nm thick a-Si film is deposited through the 

standard recipe(10vdasia) through 15min. The growth rate will vary based on the tool 

condition, details can be obtained from the Staff. Thin-film thickness is confirmed with 

SEM cross-sectional imaging as the conventional film metrology does not apply 

transparent substrates. Note that the deposition of LPCVD is not directional, so both sides 

of the wafer will be deposited, which requires the handling of the wafer to be carefully 

carried out without contamination on either side. 

 

A3.2 Mask design and lithography 
 

4 layers chrome photomask is designed based on the specifications of ASML 

300/5500 stepper in Berkeley Marvell Nanolab. Due to the 4X reduction feature of this 

stepper, each mask has 4 quadrants to contain one layer of images. Later in the 

dissertation the layers will be called quadrants to distinguish from the actual layers 

required for electrical circuit fabrication. The ASML 5500/300 stepper is capable to 

resolving 250nm resolution, thus 1um resolution on the mask should be developed. The 

mask cost is a function of the minimum resolution, and a loosely correlation function of 

the total write time. Hence, four quadrants are fully utilized to provide utilities of 

patterning positive(#1), negative resonator array(#2), marker(#3) and gradient periodic 

array(#4). The positive and negative resonator array is designed to provide various 

nanostructures for the laser processing study. The (#3) marker quadrant is used for 
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patterning a large array of markers for the 2D material studies for the colleague(Yoonsoo 

Rho). The (#4) gradient periodic array is for the study of liquid phase transformation and 

especially Leidenfrost phenomena(Meng Shi). 

 
Figure A3.1 The mask design and lithography results of the “nanoplatform”.  (A) mask 

layout for different regions to be patterned. (B) image of fabricated amorphous silicon on 

silica wafer. (C) characteristic designed silicon nanodisk pattern. (D) the designed 

electrical layout pattern employing three quadrants on the mask. 

 

One typical quadrant for positive resonator array is shown in Fig. 3.1-B.  The 

typical periodic array is described below in Fig. 3.1-C. As you can tell from Fig. 3.1-B, 

long stripes of arrays are employed to maximize the efficiency of the processing and 

characterization, accounting for the translational movement of the motion stage. Besides 

the dense silicon resonator array, electrical in-situ probing circuits are designed on the 

mask. Three layers of mask are used for the development simple structure of the circuit 

(Fig. 3.1-D), which have been allocated into the 1, 2, 3 quadrants of the mask. Note that 

the third layer will coexist with the marker mask, but not interfere with the mask.  

Due to the silica transparent substrate, special permission is obtained before 

sensing the wafer into the stepper. To avoid failure of the chuck, the backside of the silica 

wafer should be free of protrusions, which indicates the amorphous silicon thin film 

deposition from LPCVD should be uniform. DUV resist compatible with ASML stepper 
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has been applied. It is critical to deposit backside antireflection coating(BARC) before 

the resist. Automatic prebake, BARC, resist dispensing, edge bead removal and after 

bake is completed.  

A new imaging job is created from the staff named as “LTL_nanoplatform” 

containing the number of dies and the dimension(10mm*10mm). Then the wafer is fed 

into ASML tool and the focus-exposure matrix is selected as the mode of exposure. On 

one 6 inch wafer, over 100 dies can be patterned and processed at same time. In only one-

time exposure, a matrix of focus and exposure can be applied, yielding at least 10-15 dies 

with optimal exposure. These distributed exposure condition is also beneficial in 

smoothing out the variation from etching. The advantage of using photolithography is 

that it provides large scale and uniform samples which eliminated the repeated writing 

and etching time required for Ebeam-lithography.  

After exposure, automatic resist development and post-bake are applied using 

standard DUV recipes provided in Nanolab. It is important to apply the additional baking 

process to improve the mechanical strength of the resist, which will prevent scratch from 

handling as well as ensure the proper selective ratio during etching. 

 

A3.3 Etching for pattern transfer 
 

Dry etch and wet etch are both valid methods for transferring patterns from the 

resist to the amorphous Si thin film. However, reactive ion etching (RIE) provides better 

process control as the time of processing can be precisely determined. Polysilicon etch 

recipe with  Cl2, HBr and O2 gases are used for etching amorphous silicon. As the 

thickness of our sample is below 50nm, the etch profile is not critical while the etch stop 

is critical. Standard polysilicon etching recipe in Lam 7 tool inside Berkeley Nanolab is 

selected as there is an etch stop step can help to determine the end of etching. However, 

slight over-etch during RIE process still exist, partially because the fast etching rate 

compared to the standard polysilicon. The slight over-etch leaves silicon sitting on a 

50nm thick oxide mesa. Further process improvement can be pursued. Due to the 

transparent nature of the silica wafer, special care is required when loading the wafer into 

Lam 7.  
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A4. Optical setups for the optical characterization 
 

A4.1 Static reflection and transmission spectroscopy 
 

The reflection spectrum measurement is obtained by integrating a commercial 

reflection probe (Thorlabs RP28) with 100X objective lens (Olympus MS Plan) and 

measured with a spectrometer (Acton SpectraPro 2300i). The spectrometer is illuminated 

with the stabilized light source (Thorlabs SLS201) and the reflection spectra is obtained 

by normalizing reflected signal over the illuminating signal. 

 

 
Figure A4.1 Schematics of reflection and transmission setup for the nanoresonator's 

optical responses 
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Figure A4.2 Photograph of the reflection and transmission setup 

 

A4.2 Transient reflection probing 
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Figure A4.3 The schematics of the experimental setup for the reflection probing 

 

 
Figure A4.3 Photographs of the schematics for transient reflection probing 
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A4.3 Characterization of optical metasurfaces (Fresnel Zone Plate) 

 

 

 
Figure A4.4 FZP characterization setup and intensity distribution at the focal plane.  (A) 

The FZP focal plane characterization setup. (B) The axial-vertical intensity plot near the 

focal plane. 
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