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Mimicry and Analysis of Convergent Protei eractions

by

Warren Lyford DeLano

Abstract

A diverse assortment of natural proteins target a common site on the Fc frag

ment of immunoglobulin G, between the CH2 and CH3 domains. Alanine scan

ning of the protein A:Fc binding interface shows that this consensus binding site
overlaps an energetic “hot spot.” We sought to develop minimal molecules ca

pable of mimicking the hot spot interactions. However, rational development of
minimized protein A variants capable of binding tightly at this site proved dif
ficult. Instead, novel peptides engineered to bind Fc using phage display were

found to specifically target this consensus binding site with high affinity (Ka=15

nM), in preference to any other site on the Fc surface. The structure of a repre

sentative peptide in complex with Fc reveals that these 3-hairpin peptides make

a number of convergent interactions directly analogous to those found in the Fc

binding interfaces of natural proteins. The high affinity for Fc of this 1500 molec

ular weight peptide demonstrates that protein interfaces can be successfully tar

geted by smaller molecules capable of mimicking protein interactions using dis
tinct structural scaffolds. Computational analysis reveals that this site may have

been targeted by all of these molecules for its high degree of exposed non-polar

surface area and for the inherent flexibility of an inter-domain hinge region. Fur

ther analysis of this consensus region should help in the identification of potent

binding sites on protein surfaces.
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Chapter 1

Introduction

This is an exiting time to be a biologist. In recent decades, scientists have found the

keys to unlock many of life's fundamental mysteries through technologies such as

DNA sequencing and high resolution structure determination. The process of life

need no longer be viewed as magical or somehow incomprehensible, explainable

only in terms of gods or mystical legends. Instead, it is apparent that life is a

physical process just like any other: it can be dissembled, it can be modified, and
it can be understood.

Since the advent of recombinant DNA technology in the 1970's, awesome leaps

in understanding have been made. For example, we now have a very good sense

of how DNA and associated molecules act to control the cell, and we recognize

the significance of many interactions inside the cell. We understand how nucleic

acids, proteins, cells, and even entire organisms are replicated. We know how sig

nals are conveyed, and we have grasped how motor proteins generate the motions

we experience in our macroscopic world.

However, today's biologists also realize that we only scratching the surface

of the true complexity that comprises life. Much of what we now understand in

principle, we need to learn in detail. Two aspects of life currently give us the

most trouble: (1) the tremendous amount of information we need to be able to



manipulate and interpret, and (2) the colossal interconnectedness that exists in

side of living organisms. I believe that much work in the coming decade will

be focused on addressing these two problems by developing and applying tech

nologies which can operate on billions of components at once, for purposes of

information gathering, analysis, and molecular design. Such technologies will be

essential in order to reduce the complexity of life down to useful concepts which

can then be rationally applied.

1.1 Why Study Molecular Interactions?

Molecular interactions serve as the medium through which the interconnected

ness inside living material is effected. The molecular interaction is the basic mode

by which information is transmitted from one component to another. One mole

cule, A, binds a second molecule, B, and in so doing modulates the behavior of

B. The change on B then affects the behavior of molecules C and D, and so on.

Indeed, life can be viewed as a massively parallel game of hot potato, as vari

ous types of signals are rapidly passed around through a complicated network

involving thousands of proteins and signals.

A primary goal of biomedical research is to develop an understanding of life

and of diseases processes that will help us to prolong human life and alleviate

suffering. With respect to molecular interactions, this means mapping all of the

interactions inside of a cell so that we will be able to rationally make changes

which will have predictable effects. For a complete mechanistic description of a

protein-protein interaction, we need to know why two proteins come together,

where they contact one another, how tight that interaction is, and we need to

identify the downstream effects of the interaction.



At the heart of a molecular interaction is the set of atoms actually involved

in binding. Since many important components in biology are macromolecules

(DNA, protein, and carbohydrates), the study of macromolecular interactions is

important to developing an understanding of natural process. Also of importance

are interactions between a macromolecule and a much smaller molecule (such as

calcium or a metabolite), since many signals are propagated through these inter
actions as well.

One fascinating aspect of living matter is that the closer you look, the more

complicated it tends to get. Macromolecular interfaces are no exception. They

directly involve hundreds of atoms and can respond to a variety of changes that

occur on a protein, sometimes on the other side of a protein. They are dynamic

in nature, existing as thermodynamic ensembles of many conformations in both

the bound and unbound states. Conceptually, however, there are three identifi

able aspects of molecular interfaces that directly relate to their function. These

aspects are: (1) affinity, (2) specificity, and (3) cross-reactivity. They are discussed

individually below:

1.1.1 How is Affinity Achieved?

All spontaneous events in the universe occur through a decrease in free energy.

For protein binding events to occur, they must be energetically favorable. This

implies that the unbound state of two molecules must be higher in energy than

the bound state. When thinking about any kind of molecular interaction, it is im

portant to remember this and to recognize the driving force for association arises

from the difference between these two energies, and not from the bound state in
isolation.

Binding energy in non-covalent interactions arises from two fundamental phys
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ical sources: entropy and electrostatics (in the broad sense). The entropic contri

bution originates primarily from the differential interactions that water has with
biological molecules versus other water molecules. The electrostatic component

manifests itself in the form of short-range van der Waals interactions as well as a

variety of Coulmobic effects. Although still a topic of debate, affinity for macro
molecular interactions probably originates mostly from the hydrophobic effect, as

water molecules try to push less polar solutes out of solution so that they can form
more hydrogen bonding interactions without incurring ordering that will lower

their entropy.

1.1.2 How is Specificity Achieved?

Although the driving force for macromolecular association arises from the rela

tively non-specific hydrophobic effect, macromolecules usually bind one other in

a very specific and controlled manner. Life would be impossible if all proteins

simply bound to one another indiscriminantly. In reality, macromolecules interact
with very specific binding partners and do so at precise locations on their surfaces,
and these associations are determined by the precise chemical and geometric pair

ing of interactions on opposing surfaces. For example, if a large region of a protein
surface is going to be desolvated, the polar groups in that site will loose their in

teractions with solvent. This would be a prohibitively expensive proposition (as

much as 5 kcal/mole per hydrogen bond, and as much as 70 kcal/mole performal

charge) if those groups were not somehow satisfied in the complex [Sharp, 1990].
Similarly, two macromolecules can not form a tight association if their surfaces

are not complementary in shape or able to adapt so as to become complementary

upon binding.



1.1.3 How is Cross-Reactivity Achieved?

Affinity and specificity can be carefully balanced to achieve cross-reactive bind
ing. Cross-reactive molecules exhibit specific binding interactions with multiple

diverse binding partners using the same contact surface. Examples include cy

tokines such as human growth hormone [Cunningham, 1990), hetero-oligomeric

cytokine receptor subunits (such as gp140) [Wells, 1996), and the receptor bind

ing site on the Fc fragment of IgG [Stone, 1987, Burmeister, 1994a). What is most
amazing is the variety of structures to which these surfaces can bind, but without

binding all molecules indiscriminately. Something about these surfaces makes

multiple modes of binding possible.

1.2 Protein-Protein Interfaces

Proteins are the most versatile biological molecules found in the cell, and protein

protein interfaces are involved in nearly every aspect of cellular function, from

DNA transcription to cell adhesion. In this work, we focus on protein-protein

interfaces and interfaces between proteins and peptides.

1.2.1 Statistical Observations

Protein-protein interactions have been studied ever since crystal structures of pro

tein complexes have been available [Chothia, 1975), and considerable effort has

been devoted to identifying patterns which might be useful in identifying protein

protein interaction sites [Argos, 1988, Janin, 1990, Janin, 1996). Unfortunately, uni

versally applicable characteristics which could be used to reliably identify protein

protein recognition sites have not yet been found.

Much of the difficultly stems from the diversity of protein-protein complexes.



Interfaces can range in size from around 500 A* to well over 2000 A* [Jones, 1996).
They may have only a few polar interactions or they may have more than twenty

[Conte, 1999]. They vary greatly from being largely hydrophobic to substantially

hydrophilic [Tsai, 1997), and all kinds of protein structural elements had been

found to be involved in binding [Bernstein, 1977].

The only regular successes which have been obtained in predicting protein

recognition sites are for those sites which are associated with recognizable se

quence or structure characteristics. Examples include binding sites of proteins

with known functions, such as serine proteases [Dodson, 1998), poly-proline SH3

binding domains [Dalgarno, 1998), or coiled coil oligomerization regions [Lupas,

1997] as well as common modules such calcium [Heizmann, 1991] or nucleotide

[Bellamacina, 1996) binding motifs.

It remains unclear whether there are any recognizable physical characteristics

that will be common to all protein-protein interaction sites, or whether there are

so many orthogonal solutions to binding protein surfaces that common properties

simply do not exist.

1.2.2 Mutagenic Studies

Protein mutagenesis allows us to make a small change on a protein and to observe

the effect. With respect to protein interfaces, mutagenic studies have enabled re

searchers to selective disrupt [Fuh, 1992] or enhance [Lowman, 1993] the natural

affinities of binding partners.

In interpreting mutagenesis results, it is essential to remember that the free

energy of binding is a system property and is not strictly localized in space or on

a single residue. Indeed, all bound and unbound conformations of proteins have

the potential to contribute to the binding energy.
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However, in general most mutations of protein surface residues have little ef

fect on the stability of the unbound state [Sauer, 1996), and so we can usually
interpret mutagenesis results in terms of the effect on the bound state. Thus, in a

protein interface, a mutated residue that shows a substantial effect on the binding
energy usually means one of two things – either that mutated residue has lost a

stabilizing role on the complex, or it has introduced additional destabilization into
the complex. This can be due to favorable interactions in the original interface that
were lost in the mutant, or it can be due to new unfavorable interactions caused

by the mutation.

1.2.3 Additivity

A very important observation regarding protein mutations is that the effects of
two mutations together will be approximately equal to the sum of the effects of

the individual mutations (Figure 1.1) [Sandberg, 1993]. In other words, protein

mutations are often additive in terms of their effects on the free energy. This

is a remarkable result considering that there is no thermodynamic reason why

proteins should necessarily behave that way, and it indicates that multiple per
turbations on proteins generally affect the ensembles (and the underlying parti

tion functions) in orthogonal manners. This energetic observation is supported by

structural studies of mutant proteins which show that structural changes can also

be additive [Skinner, 1996].

Additivity lends credence to the interpretation of mutational effects in terms

of the specific interactions that surround individual residues, and to a notion of

“localized” energy. Under this conceptual framework, energetically important
interactions are those which have large effects when they are lost. Energetically

inert interactions have little or no effect when they are eliminated. However, it
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Fig. 1. Additivity of mutational effects on gene V protein sta
bility. The stability change (AAGE.2M), relative to the WT protein, of
gene V protein double mutants is shown on the y axis. The x axis
shows the sum of the stability changes, also relative to the WT
protein, of the constituent single mutants. Positive values of AAGE.2M
indicate proteins with increased stability. The combination of the
mutants C33M and 147C is indicated by the diamond (e). A line with
unit slope is shown for reference.
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Figure 1.1: Additivity of Mutations. These plots (from [Sandberg, 1993]) show
that mutational effects can be highly additive. The effects of combined mutations
on binding and stability are often very close to the summed effects of the single
mutations.

is important to keep in mind that this notion of energy is operational in that it

applies to the effects of perturbations and does not directly correspond to the free

energy of the system.

1.2.4 Energetic Hot Spots

Systematic mutagenesis techniques have enabled us to locate important binding
interactions in a variety of protein binding events. One key result from such work

is that only a subset of the contacts in protein interfaces appear to be critical for

binding (Cunningham, 1993]. These regions of critical residues are commonly re
ferred to as “energetic hot spots" since in practice, changes made to them have

large effects on binding energy. Two examples of hot spots in protein interfaces
are shown in Figure 1.2. Other examples of known hot spots are reviewed in

[Bogan, 1998].
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Figure 1.2: Alanine Scanning Hot Spots. Left: Human Growth Hormone interact
ing with its receptor [Clackson, 1995). Right: a domain of the FLT receptor inter
acting with the Vascular Endothelial Growth Factor (VEGF) (Cunningham, 1997].
Residues are color coded to reflect the disruptive effects of alanine substitution.

Experiments have shown that multiple affinity-inert residues can be removed

from a protein interface while still preserving the vast majority of the binding

energy [Jin, 1994, Pearce, 1996]. This led to a “hot spot” hypothesis which holds
that essentially all of the binding energy in a protein interface is concentrated on

hot spot residues and that the other parts of protein interface surfaces are only

necessary to achieve specificity [Clackson, 1995].

1.3 Moving Towards Therapeutics

Since protein interfaces are in widespread use throughout the cell, considerable

effort has been devoted to understanding how to modulate protein interactions.

Ideally, we would like some way to up or down regulate any protein interaction

(include enzyme-substrate interactions) at will. Equipped with such a method,
we would be able to cure most ailments including diabetes, cancer, and infec

tions. However, although we can modulate protein interactions in the laboratory



through mutagenesis, currently we have no general way of doing so in living

matter (with the exception of some limited gene therapy techniques). Instead, we

must go about altering protein interactions by introducing exogenous molecules

which can modulate protein activity inside the organism.

1.3.1 Therapeutic Proteins

Protein therapeutics have achieved promising successes [Mire-Sluis, 1999]. Ex

amples include insulin, human growth hormone, erythropoietin, Herceptin, and

DNAase. Protein therapeutics have the advantage of being highly specific (and

thus less toxic) and are very easy to modify to achieve desired properties (thanks

to incredible advances in protein engineering)[Russel, 1999]. The disadvantage of

protein therapeutics are that they usually need to be delivered by injection, which

can be expensive and inconvenient, and they can only target extracellular com

ponents. Until gene therapy becomes a robust technique for delivering proteins

to a variety of locations in the body, protein therapeutics will only have limited

applications.

1.3.2 Therapeutic Small Molecules

The gold standard for a therapeutic is the small (<500 m.w.), orally bioavailable

drug. Many drugs in use today are based on compounds derived from natural

sources such as plants and fungi, and these compounds possessed some therapeu

tic activity long before they were adopted for use by humans. Furthermore, most

drugs target a very particular class of protein interface: the enzyme-substrate in

teraction. As a result, in therapeutic development we have primarily been limited

to improving on substances that evolved naturally and have been only be able to

modulate those protein interactions already targeted by such substances.
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Ideally, we would like to be able to develop small molecules that target and

modulate any kind of protein interaction, but where do we start? Medicinal chem

istry techniques are only useful for improving upon existing drugs, and even com

binatorial chemistry requires a starting scaffold with some base affinity.

An intriguing observation to arise from the discovery of hot spots on protein

surfaces is that these hot spots are comparable in size to to small molecule drugs.

This led to the suggestion that one might be able to take a protein interface and

reduce its functional essence down to a small molecule that mimics the hot spot

interactions of the natural protein.

Indeed, promising results have been obtained for continuous binding motifs

such as the RGD sequence which was converted into a small molecule with an

tithrombotic activity [McDowell, 1998a, McDowell, 1998b). However, similar suc

cesses have not been achieved for hot spots involving non-continuous binding

motifs such as those commonly found in protein interfaces.

11
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Figure 1.3: Structure of Immunoglobulin G. This is a schematic model con
structed from separate Fab and Fc crystal structures. No structure of the intact
dimer yet exists. The fragments and domains are labelled. Arrows and circles in
dicate the location of the antigen and receptor binding sites. In this work, I focus
exclusively on molecules which interact with the receptor binding sites.

1.4 Focus 1: Targeting the Fc Fragment of Immunoglobulin G

The first focus of this thesis is on the development of smaller molecules (1500

2000 M.W.) which can mimic the activity of natural protein binding domains. The

target is the receptor binding site on the constant domain (Fc) of Immunoglobulin

G (Figure 1.3).

-

-
-
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Figure 1.4: Proteins which bind the Fc fragment of Immunoglobulin G. One
subunit of the Fc dimer is shown in blue, and the binding partners are shown
in red. (A) Domain B of protein A (de Vos, 1998); (B) Domain C2 of protein
G [Sauer-Eriksson, 1995); (C) Rheumatoid factor [Corper, 1997]; (D) FC receptor
[Burmeister, 1994a).

Immunoglobulin G plays a critical role in the immune system. Produced in

response to stimulation of B cells by foreign antigens, these homing devices seek

out epitopes on the surfaces of foreign proteins and latch on tightly. Because of

their bivalent nature, IgG's can form crosslinked networks of antibodies and anti

gens, particularly symmetric ones. Sufficient concentrations of IgG then activate

13



the complement cascade, bringing about release of potent defense molecules that

will destroy anything nearby.

Although IgG recognizes foreign antigens using loops on the Fab region, the

rest of the molecule is also important for full activity. Activation of complement

requires the Fc portion of the molecule and may involve binding at the hinge

region that separates the Fab and Fc portions.

Fc possesses a remarkably cross-reactive site on the surface of each subunit.

At least five natural proteins are known to bind Fc, and the crystal structures of

four of these complexes have been solved (Figure 1.4). They are: the Fc binding

domains from protein A and protein G, which have independently evolved in bac

terial as part of a defense systems; rheumatoid factor, an auto-immune Fab frag

ment derived from an IgM, and the neonatal FC receptor, involved in transporting

IgG's from the mother to the fetus as part of immune system development.

1.4.1 Minimizing an Fc Binding Domain from Protein A

First we study the interaction between IgG-Fc and a three-helix binding domain

derived from protein A. Systematic mutagenesis is used to map out the functional

binding epitope on both sides of the interface and to identify the hot spot residues.

Then, through a collaborative project with Andrew Braisted, a minimized two he

lix mimic of the original domain is created and studied. We find that the hot

spot is preserved intact in the two-helix variant, and with the introduction of a

disulfide stabilizer can achieve comparable binding affinity. Next we examine a

chemically stabilized single helix mimic which binds Fc but with greatly reduced

affinity. A crystal structure (Mark Ultsch) reveals that the helix faithfully repro

duces the binding contacts of the full domain, so we explore the likely reasons

why the helix is unable to bind with high affinity.

º{
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1.4.2 Engineering a Novel Fc Binding Peptide

Given the failure of a single helix to bind FC, we decide to attempt to create a new

minimized Fc binding domain from scratch using phage display. This attempt is

successful, and we find a 20 amino peptide that binds Fc with Ka = 5 p.M affinity

and is competitive with protein A. Two subsequent rounds of optimization give

peptides that bind Fc with affinities nearly equal to that of protein A's Fc binding

domain. Alanine scanning of the peptide reveals a highly conserved 13-residue

sequence that is found to bind tightly (Ka=15 nM) on its own.

1.4.3 Understanding Functional Mimicry

A crystal structure of the minimized 13 residue peptide in complex with Fc shows

that it targets the same binding site on Fc as do the natural FC binding domains.

Detailed inspection of the complex reveals a remarkable conservation of Fc bind

ing interactions across the peptide and the natural binding domains. The pep

tide provides a convincing demonstration that the functional elements in a pro

tein interface can be transferred to and presented from a much smaller structural

scaffold, and it suggests that it may be possible to engineer small non-peptidic
molecules which do so as well.

gº**■ Czºº*-
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1.5 Focus 2: Development of Tools for Analyzing Protein Interfaces

The second focus of this thesis is on development of software to improve our abil

ity to understand protein interfaces. Computer programs were written in order to

help elucidate how and why this particular binding site on the surface of Fc was

targeted for binding by so many diverse molecules.

1.5.1 Analysis of Surface Properties

The first program, SiteFinder, performs an analysis of properties on a protein sur

face. Applied to Fc, this program reveals that the consensus binding site shared

by all of the natural FC binding proteins as well as the engineered peptide is part

of a large patch of highly accessible, non-polar atoms on the surface of the dimer.

Although this approach does not exclusively identify the consensus site as the

only patch of this kind, the site is found to be part of one of only two such regions

on the protein surface. This circumstantial evidence suggests that the presence of

exposed hydrophobic surfaces is an important factor in making the consensus site
So cross-reactive.

1.5.2 Study and Visualization of Structural Adaptability

The second program, RigiMOL, enables us to understand and visualize how FC

adapts to interact with the various Fc binding domains. RigiMOL uses a novel

rigid body analysis technique to create near-realistic trajectories of protein motion

that preserve most internal geometry without resorting to costly and stochastic

molecular dynamics computations.

Applied to the Fc system, RigiMOL reveals that the consensus binding site

adapts in concert with global shifts in the relative orientations of the CH2 and CH3

-º
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1.6 Conclusion

Careful application of a robust technique such as phage display can be used to

solve molecular design problems even the face of substantial complexity, and its

success constrasts strongly against the failure our rational design attempts on the

same system.

Our directed evolution of a minimal FC binding domain demonstrates that

smaller molecules are capable of mimicking hot spot binding regions of much

larger protein binding domains. Although at about 1500 Daltons, the Fc binding

peptide is still about three-fold larger than a small molecule drug, but it shows that

high affinity binding can be achieved by presenting important functional groups

off of an entirely different structural scaffold.

The consensus binding site on Fc is a potent site for interaction, as evidenced

by the fact that four natural proteins and a family of engineered peptides sought it

out for binding. Analysis of this region using various computational tools shows

that this site is exposed, non-polar, and adaptable. These are all properties which

would be expected to assist in making this site good for binding a variety of differ

ent proteins, and thus they probably contribute to making this site the preferred

locus for binding.
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Chapter 2

Dissection and Minimization of a Natural IgG-Fc Binding Domain

2.1 Introduction

In this chapter, we seek an answer to the question: Given that certain “hot spot"

regions of protein interfaces appear to be more important for binding, can we

develop minimized binding partners that utlize only the hot spot residues and

still bind with high affinity?

The hot spot hypothesis as originally put forth by Clackson and Wells [Clack

son, 1995] holds that virtually all of the binding energy can be attributed to hot

spot residues. Under this line of thinking, one would expect that a molecule which

faithfully mimicked the hot spot region would bind its target with an affinity near

that of the original complete molecule.

A second hypothesis is that of simple additivity with respect to energetic con

tributions to binding. Under additivity, although the hot spot would still make

a major contribution, a molecule which reproduced only the hot spot would be

reduced in affinity for its target to an extent equal to the summed contributions

of the lost “cool” spot interactions. This affinity reduction could be substantial if

there were many such interactions lost.

Yet a third hypothesis is that of cooperative or highly interdependent bind

ing. Under this model, one would expect that affinity for the target of the hot

19



spot in isolation would be low or undetectable, since other necessary supporting

structures would be absent. The O-ring hypothesis proposed by Bogan and Thorn

[Bogan, 1998] falls into this category. It holds that the role of surrounding cool re

gions is to exclude water from the hot spot as opposed to interacting directly with

the target, so without an O-ring, the hot-spot would not exist.

In order to determine which of the three above hypothesis is most applicable to

the interaction between Protein A (Z-Domain) and IgG-Fc, we adopted a stepwise

minimization strategy which involved shrinking the three-helix binding domain

down to a single helix that presents most of the hot-spot residues and is stabilized

in a helical conformation by a non-natural chemical linker.

20



Figure 2.1: Crystal Structure of the Protein A Fc Binding Domain. 2.5 Å crystal
structure (R=22.5%, Rfree-30.4%) of the complex between Fc (blue) and Protein
A: B domain (red) [de Vos, 1998]. Ribbon (A) and space-filling (B) representations
are shown. Note that in the original structure from [Deisenhofer, 1981], the third
helix in Protein A appeared unfolded, possibly due to crystal packing interactions.
Independent circular dichroism and NMR measurements confirm that the helix
remains folded when the B domain interacts with FC in solution [Gouda, 1992,
Jenderberg, 1996].

2.2 Background: Structure of the Protein A Fc Binding Domain

Protein A is a multidomain protein derived from Staphylococcus aureus which has

the natural function of binding G class immunoglobulins in the host organism

[Langone, 1982]. Each of the five domains adopts a three-helix bundle conforma

tion, and they apparently evolved through gene duplication events [Uhlén, 1984,

Guss, 1990]. The domains have diverged to take on differential immunoglobulin

binding activities, but the interaction with the Fc fragment of IgG1 is best charac

terized. The second Ig binding domain in the Protein A gene is referred to as B

domain, and it is the domain most relevant to this study.

Domain B of Protein A binds the Fc fragment of IgG with an affinity of around

Ka = 10 nM (Bottomley, 1994]. The domain exists as a three-helix bundle protein
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alone in solution and in complex with Fc [Jenderberg, 1996]. As can be seen in

Figure 2.1, two of the three helices make direct contacts with Fc while the third

helix plays primarily a stabilizing role.

2.2.1 Z-Domain, A Functional Analogue of Protein A: B Domain

Early research on the B domain of protein A was directed at finding improved

variants which would be good affinity handles for expression and purification of

exogenous proteins in E. coli. A double mutant of domain B (A2V.G29A) was de

signed to be resistant to hydroxylamine and cyanogen bromide cleavage [Nilsson,

1987]. This variant, referred to as Z-domain, is the most intensely studied deriva

tive of Protein A and can be expressed at high levels in E. coli as well as being

displayed on the surface of M13 bacteriophage [Nord, 1995].

The mutations in domain B applied to form Z-domain have no significant ef

fect on the Fc binding activity of the protein [Bottomley, 1994, Jenderberg, 1995].

Thus, the conclusions derived regarding the Fc binding of Z-domain will be equal

ly applicable to domain B and may also be applicable some of the other Fc binding
domains in Protein A.

2.2.2 Protein A:Fc Contact Epitope

Two structures of the complex between Fc and the B domain from Protein A are

shown in Figure 2.2. While there are some minor differences between them, they

are largely in agreement with respect to the location and nature of contacts on

Fc and Protein A. The structures are derived from different crystal forms, so it is

not surprising that the CH2 and CH3 domains have shifted relative to one another.

Superposition of core atoms in CH3 gives a 4° rotation and 1 A translation of core
atoms in the CH2 domain. Although many of the differences between the two

g
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Figure 2.2: Protein A:Fc Contact Epitope These two structures are from (A)
[de Vos, 1998] and (B) [Deisenhofer, 1981]. Nitrogen and oxygen atoms are shown
in blue and red respectively. Carbon and sulfur atoms are shown in green on Fc
and yellow on Protein A (B-Domain). Only interfacial atoms are colored. Residues
on Fc and Protein A are labeled in white and black respectively. Hydrogens are
not shown.
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Residue | Buried Surface Area A* Principal Contacts
Phe 6 99.7 (51.6) Met 252, Tyr 436
Gln 10 39.2 (39.2) Ile 253, Ser 254*
Gln 11 70.2 (69.6) Met 253, Ile 253*, Asná34*, His 435
Asn 12 21.2 (12.1) ASn 434*
Phe 14 71.9 (67.3) Ile 253, His 310, Gln 311, His 435
Tyr15 93.1 (88.3) His 433, Asn 434, His 435
Leu 18 60.8 (60.4) Gln 311, Leu 314, His 435
His 19 9.8 (8.8) His 435
Arg 28 14.6 (14.6) Gln 311, Asn 315
ASn 29 47.9 (44.1) Gln 311”
Ile 32 24.0 (22.0) Ile 253, Gln 311

Gln 33 15.0 (14.3) Leu309, Gln 311
Leu 35 2.5 (2.4) Ile253
Lys 36 59.9 (57.9) Ile253, Leu309, His 310”, Gln 311”

Table 2.1: Z-Domain Side chain Contacts with FC. The buried surface area is
shown for the whole residue and, in parenthesis, for side chain atoms beyond the
Ca atom. Asterices (*) indicate possible hydrogen bonding interactions. Buried
surfaces areas were calculated from the [Deisenhofer, 1981] structure. Interac
tions were tabulated from visual inspection of both the [Deisenhofer, 1981] and
[de Vos, 1998] structures.

structures are likely to reflect errors in the structure determination process, some

of them may actually represent genuine accommodation of this conformational

change in Fc.

Overall, the interface between Protein A and Fc is largely non-polar. There ap

pear to be only three to six hydrogen bonds formed between Protein A and Fc, and

no salt bridges. The total area buried in the interface is about 1360 A* with about
635 Å.” buried on Protein A and 725 A* buried on Fc. Table 2.1 contains a detailed

summary of the contacts that Protein A makes with Fc, along with information

about how much surface area on each of the residues is buried in the complex.
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GCC GTA GAC AAC AAA TTC AAC AAA GAA CAA

1 A V D N K F N K E Q
CAA AAC GCG TTC TAT GAG ATC TTA CAT TTA

11 Q N A F Y E I L H L
CCT AAC CTG AAT GAG GAG CAG CGT AAT GCC

21 P N L N E E Q R N A
TTT ATC CAA AGT TTA AAA GAT GAC CCA AGC

31 F I Q S L K D D P S
CAA AGC GCT. AAC CTT TTA GCA GAA GCT AAA

41 Q S A N L L A E A K
AAG CTA AAT GAT GCT CAG GCG CCT AAG CAG

51 K L N D A Q A P K Q

Figure 2.3: Z-domain Gene and Protein Sequences. This sequence contains the
natural Protein A B-domain gene sequence (Protein A 120 to 177) with two point
mutations, A2V and G29A, a combination commonly referred to as Z-domain
[Nilsson, 1987].

2.3 Alanine Scanning of the Protein A:Fc Interface

The first step in the development of minimized Z-domain variants was to map out

the important binding interactions in this interface using alanine scanning muta

genesis. Both sides of the interface were alanine scanned using M13 bacteriophage

as an expression and display vehicle for the mutants.

2.3.1 Methods

Z-domain Vector Construction

Z-domain was displayed on the surface of M13 bacteriophage as an N-terminal

fusion to the second extracellular domain to the gene III protein. Human growth

hormone (hGH) in the monovalent phage display vector pGHam-g3 [Lowman,

1991) was replaced with the 180 nucleotide gene sequence (Figure 2.3) which con

tains the 58-residue Z-domain gene [Nilsson, 1987] flanked by an alanine on the

N-terminus and a glutamine on the C-terminus. In this construct, pabZD, the
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gene was immediately preceded by the 23 residuest[I secretion signal [Lee, 1983),

and immediately followed by residue 249 of the mature M13 g|II protein (which

includes the SGGGSGSG linker sequence). Expression of this fusion protein was

under control of the AP promoter. Also prepared was vector pWZD which is iden

tical to pabZD except that the glutamine codon 60 in Figure 2.3 is replaced by an

amber (TAG) stop codon.

Numbering of the residues in this construct are consistent with [Gouda, 1992),

where the first residue in the sequence is residue number 1 (as shown). Sequences

of the constructs were confirmed by dideoxy sequencing [Sanger, 1977]

FC Vector Construction

The gene for residues 230–448 of IgG1 (the Fc fragment) was cloned out of the

pEK3 Fc expression vector [Carter, 1996) and into pCHam-g3 in place of hCH to

form vector pW0437. The gene was immediately followed by a leucine codon

(CTC), a suppressible (TAG) stop codon, and residue 249 of the mature M13 g|II

protein. Site directed mutagenesis (Kunkel, 1987) was then applied using the

oligonucleotide TACAAATGCCTATGCT GCA GTCACA TGCCCCACCGTG
CCA GCA CCT GAA CTC to add residues 224-229 onto the N-terminus of the Fc

in order to include two cysteine residues that would be capable of forming in

tramolecular disulfide bridges. Thus, Fc expressed from this vector would have

the potential of forming intramolecular disulfide bonds in a manner resembling

those found in Fc fragment obtained from papain cleavage of intact IgG1. Also

introduced was an N-terminal alanine-valine sequence in order to facilitate cleav

age of the signal peptide.

Due to the amber (TAG) stop codon at the Fc/gene III junction, expression

of this vector in amber suppressor E. coli will produce both free Fc and Fc-gene
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III fusion protein, and thus permit formation of Fc dimer on the surface of M13

bacteriophage.

Verification of Covalent Fc Dimerization on Phage

Expression of disulfide-linked Fc on the surface of M13 bacteriophage was con

firmed by Western blot [Towbin, 1987). Briefly, M13 bacteriophage produced us

ing the pW0437 and pW0438 vectors were prepared and purified as described in

Protocol B.2, and then 2 pil aliquots of of 10° p.f.u./mL bacteriophage were dena
tured and loaded onto a 10% Tris-glycine polyacrylamide gels under both reduc

ing and non-reducing conditions. The protein was then electrophoretically trans

ferred to nitrocellulose and probed using an o-Fc polyclonal goat antibody fol

lowed by an o-goat alkaline phosphatase conjugate. Detection was accomplished

by chemiluminescence.

Binding of pW0438 Fc displaying phage to immobilized Z-domain was con

firmed by phage ELISA, as described in Protocol B.7, with Z-domain immobilized

at 5pg/mL concentration.

Mutagenesis

All interface residues in the complex structure of Protein A (B-domain) with Fc

[Deisenhofer, 1981) were selected for alanine scanning. A residue was defined

as being in the interface if at least one of its side chain atoms was within 5 A of
an atom on opposing molecule, and a script written for the computer program

X-PLOR [Brünger, 1992] was used to identify residues fitting this criterion. As a

result, residues 6, 10, 11, 12, 14, 15, 18, 19, 28, 29, 32, 33, 35, and 36 on Z-domain

and residues 252,253,254, 309, 310, 311, 312,314, 315,434,435, and 436 on Fc were

Selected for alanine substitution.
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Mutagenesis was carried out by applying the method of [Kunkel, 1987] using

sets of 39-mer mutagenic oligonucleotides. For each residue, the alanine codon

with maximum similarity to the original sequence was chosen for the mutation.

All mutants were verified by dideoxy sequencing [Sanger, 1977].

Material

Z-domain was obtained from expression of vector pWZD in the non-amber sup

pressor E. coli strain 27C7 using Protocol B.9. Supernatant from a 15' 12k spin of

the resuspended freeze-thaw mixture was first purified by affinity chromatogra

phy on IgG Sepharose (Pharmacia), and then by reverse phase HPLC on a prepar

ative C-18 column. Purity was assessed at >99% by analytical reverse phase

HPLC and electrospray mass spectrometry.

Purified FC' fragment was obtained from Papain cleavage of CD4-IgG fusion

protein [Capon, 1989) and purified by column chromatography as described in

Protocol B.1. FC purity was assessed at >95% by SDS-PAGE.

Protein A Mutant Binding Assays

ELISAs were performed as described in Protocol B.7 for each mutant along with

one nonmutant control per plate. FC was immobilized at a coating concentration

of 10 pg/mL, and 0.1% BSA (Sigma) was used as a blocking agent.

Assays were performed in duplicate at uniform saturation levels of 25%, a

condition where the ratio of EC50 measurements for two molecules will closely

track the ratio of the dissociation constants (derived in Section A.4.1).

For each variant, twelve-point competition curves were recorded with FC con

centrations ranging from 9 um down to 50pM in three-fold serial dilutions. Curves

were fit by computer to a 3-parameter sigmoidal curve and used to determine
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midpoint concentrations on the competition curves.

Fc Mutant Binding Assays

ELISAs were performed as described in Protocol B.7 for each mutant along with at

least one unmutated control per plate. Z-domain was immobilized on the surface

of 96 well format MaxiSorp plates (Nunc) at a coating concentration of 5 pg/mL.

Assays were also performed in duplicate and at uniform saturation levels of

25%. For each variant, twelve-point competition curves were recorded with Pro

tein A concentrations ranging from 10 p.M down to 56 pm in three fold serial di

lutions. Curves were fit by computer to a 3-parameter sigmoidal curve and used

to determine midpoint concentrations on the competition curves.

2.3.2 Results and Discussion

Fc Display and Function Confirmed on Bacteriophage

Development of the Western blot revealed a 70 kD species present in the pW0438

phage that was absent from pW0437 phage. This is consistent with the molecular

weight of the dimer formed between one chain of Fc/g|II fusion and one chain

of Fc (expected molecular weight, 67 kD). pW0437 showed only a single band

at around 45 kD. Under reducing conditions, pW0437 and pW0438 showed an

identical banding pattern with a strong signal at approximately 50 kD, consistent

with reduced monomeric FC/gene III fusion protein. Therefore, pW0438 phage

were concluded to be displaying covalent Fc dimer on their surface.

The affinity of Fc displayed on phage for binding Z-domain in solution was

measured at EC50 = 25 nM, only slightly lower than the EC50 = 5 nM binding

affinity exhibited by Z-domain phage for binding Fc in solution. Thus, Fc is func
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tionally displayed on the surface of bacteriophage and still exhibits high affinity

binding to Z-domain.

Alanine Scanning

The results from the alanine scan of the Protein A:Fc interface are shown in Figure

24. Only about 40% of the residues mutated have large effects upon binding when

they are replaced by alanine. Foremost among these is Phel4, which has greater

than a 3.5 kcal/mole effect upon binding when mutated. Next in importance come

Glu11 and Ile32, which each disrupt binding by about 2.5 kcal/mole, followed by

Leu18 and His19 which have approximately 1.5 kcal/mole effects.

Similarly, on the complementary side of the interface, only 25% of the residues

have large impacts upon affinity when replaced with alanine. Ile253 has the

largest effect with 3 kcal/mole of disruption, followed by His435 at 2.5 kcal/mole

and His310 with a 2 kcal/mole drop in affinity.

These results suggest that there is a hot spot of binding affinity in the Pro

tein A:Fc system that resembles hot spots found in other protein interfaces [Bo

gan,1988]. When the effects of these mutations are painted onto the structure of

the Z-domain: Fc complex (Figure 2.5), we see that these residues form a roughly

complementary patch in the center of the interface.

Figure 2.4 also shows the amount of surface area buried on each of the side

chains that would be lost upon mutation to alanine. As has been seen with other

protein interfaces, the correlation between burial and sensitivity to alanine substi

tution is fairly weak. Many heavily buried residues have little effect on binding

when they are removed, and several very sensitive residues account for very little
buried surface area in the interface.

Four out of the five hot spot residues on Z-domain (those with AGmut - 1.5

>

gº

.º
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Z-Domain Alanine Scan FC Alanine Scan
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Figure 24: Alanine Scan of the Protein A:Fc Interface. The top row shows the
reduction in affinity resulting from alanine substitution of the indicated residues
on Protein A, Z-domain (left) or on Fc (right). The bottom row shows how much
buried surface area would be lost in the complex due to removal of atoms beyond
the C6 atom.

kcal/mole), are located on Helix 1 (see Figures 2.1 and 2.5), suggesting that a

single helix might ultimately be capable of binding to and mimicking the energet

ically important Fc binding interactions.

A natural intermediate along the pathway of design from three-helix Z-domain

to a one-helix mimic is a two-helix version. In the next section, we examine two

such variants and explore how their functional binding interactions differ from

31



AAG
(kcal/mole)

C
>1.5 H19
O

0.5 to 1.5 V_ L18
O

–0.5 to 0.5

Figure 2.5: Hot Spots in the Protein A:Fc Interface. Hot spot residues (red) on
either side of the interface have large effects on affinity when mutated to alanine.
Four out out of five such residues on Protein A, Z-domain are located on the first
helix of the bundle.

that of Z-domain.
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(A) 3 Helix
AVDNKFNKEQQNAFYEILHLPNLNEEQRNAFIQSLKDDPSQSANLLAEAKKLNDAQAPK

(B) 2 Helix
AVAQSFNMQQQRRFYEALHDPNLNEEQRNAKIKSIRDD

(C) 2 Helix (disulfide constrained)
AVAQS FNMQdoRRFYEALHD PNLNEEQRNAKIKSI RDD■

Figure 2.6: Z-Domain Variants. (A) The complete three-helix Z-domain sequence
derived from protein A. (B) Z38, a two-helix sequence engineered using phage
display. (C) Z39C, a modified version of of Z38 with a stabilizing disulfide bridge
that holds the two helices together.

2.4 Analysis of Two-helix Variants Based on Protein A

Development of two-helix variants of Z-domain was accomplished by Andrew
Braisted in his directed evolution of “Mini-Z" [Braisted, 1996]. Sequences of two

of these variants, Z38 and Z39C, can be seen juxtaposed with Z-domain in Figure

2.6. Z39C is stabilized by a disulfide bridge between residues 10 and 39 which

holds the two helices together. A crystal structure of a slightly truncated version

of Z39C can been seen in Figure 2.7. Here we alanine scan both the unconstrained

(Z38) and constrained (Z39C) variants of Z-domain in order to assess whether the

pattern of functionally important interactions in the interface has changed.

2.4.1 Methods

The vectors pabz38 and pabZ39C were obtained from Andrew Braisted [Braisted,

1996) and were analogous in composition to pWZD from Section 2.3.1. Alanine

:
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Figure 2.7. Crystal Structure of a Two-Helix Z-domain Variant. This is a 1.95 Å
crystal structure of Z34C (Ultsch, 1999] (red), a truncated variant of Z39C which
lacks four N-terminal residues, in complex with Fc (blue). Ribbon (A) and space
filling (B) representations are shown. The two helices bind in virtually an identical
manner to the parent three-helix protein A domain.

mutants of pabZ38 and pabZ39C at the indicated positions were also prepared

as described, and measurements of their binding affinities was performed in an

identical fashion using the unmutated variants as controls.

2.4.2 Results and Discussion

The results from the comparative alanine scan of the three variants in shown in

Figure 2.8. As with Z-domain, Gln11, Phel4, Leu18, His19, and Ile32 are among

the most important residues for binding in the two-helix variants, indicating that

the hot spot has been preserved essentially intact.

However, there are some notable differences in the minimized molecules. Tyr15

and Leu18 appear to be ten-fold more important for binding in the two-helix vari

ants than in Z-domain. One possible explanation for this could be that the side
chains of these residues have taken on additional structural roles in the minimized

proteins that were not necessary or important in Z-domain.
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:º

*

34



100 f

*
.5
§- 10 E
<■ I

.5
º

.9
t;
-)
to
O 1 +

O■
-

# - 3 Helix
Ll- 2 Helix

2 Helix (disulfide constrained)

-10 — l l l -— l

F Q Q N/O F Y L H R N | Q/K L/I K/R
6 10 11 12 14 15 18 19 28 29 32 33 35 36

Residue Mutated to Alanine

Figure 2.8: Alanine Scan of Three Protein A Variants. Shown are the effectsof
alanine mutations on the binding affinity for the variants: Z-domain (black), Z38
(blue), and Z39C (red). Positions that were mutated in Z38 and Z39C relative to Z
domain are labelled with the original residue on the left and the mutated residue
on the right.

Some differences also exist between Z38 and Z39C, which differ with respect

to the presence of a stabilizing disulfide bridge. Several of the residues in the

unconstrained Z38 variant, Pheó, Arg28, and Lys36, are more sensitive to muta

tion than in Z39C. Thermal melts of Z38 and Z39C monitored by circular dichro

ism show that Z38, but not Z39C, is partially unfolded at the room temperature

[Braisted, 1996]. Thus, an energetic penalty for folding must be paid by some

molecules upon binding, and the binding affinity will be sensitive to this folding

penalty. The differential effects of these mutants on affinity in the various contexts

could therefore be explained by effects on the stability of the folded proteins rel
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ative to the denatured states. Structurally, this would makes particular sense for

Arg28, since it packs between the two helices near the loop in the folded molecule.
Overall, however, the functional "epitope" on Protein A is preserved in the

minimized variants. In the two-helix proteins, five of the six dominant residues

are found to be located on helix one, where they could be potentially mimicked

by a single helix scaffold. We now move on to issue of the transferability of this

epitope onto a single helix. :
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Figure 29: Helix Locking Chemistry. This chemical “lock” is capable of stabiliz
ing the conformation of isolated helices in solution by linking side chains of i and
i + 7 residues [Phelan, 1997]. It can be thought of as two glutamine side chains
linked together by a five carbon alkane chain.

2.5 Analysis of a Single Helix Protein A Mimic

Because a single isolated o-helix is not normally folded or stable in solution, vari

ous chemical methods have been developed which can enforce a helix conforma

tion [Jackson, 1991, Pavone, 1992, Bracken, 1994, Phelan, 1997]. Here we apply an

i to i+7 side chain linkage strategy (Figure 2.9) to create a single o-helix mimic of
Protein A.

-
:

s
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2.5.1 Methods

Locked-Helix Synthesis

The synthesis of locked helices is published [Phelan, 1997) and not covered here.
Locked-helix sequences were designed using Z34C as a template (Figure 2.7).

Briefly, the peptide sequence of LH1, N-succinyl-FNMXQQRRFYZALH-NH2,

where X is gamma-L-glutamyl allyl ester and Zis gamma-L-glutamyl (N-allyloxy
carbonyl pentylamine) was synthesized by solid phase on Wang resin. The al

lyl and allyloxycarbonyl protecting groups were selectively removed using pal
ladium catalyst, and then the free amine and carboxylate were cyclized using

standard peptide coupling reagents. The peptide was then simultaneously depro

tected and cleaved from the resin. Purification was carried out by reverse phase

and confirmed by electrospray mass spectrometry. A related peptide, LH2, was

also prepared. It is identical to LH1 except for containing alanines in place of the

two arginines.

CD Spectra

CD spectra were acquired on an Aviv 60DS spectrometer (Aviv Associates) over

the range 190-250 nM (0.2 nM intervals) in a cell with a path length of 0.1 cm at

25° C. Samples were at a 0.1 mg/mL concentrations of peptide in 100 mM NaCl

and 10 mM Tris HCl pH 7.2.

Binding Assays

Inhibition of biotinylated Z-domain binding to immobilized Fc by peptide was

measured as described in Protocol B.8. FC was immobilized at 10 pg/mL, and

biotin:Z-domain conjugate was bound at a subsaturating level. 0.1% BSA (Sigma)
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º
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Figure 2.10: Locked-Helix CD Spectrum. This is the circular dichroism spectrum
of LH2 alone in solution, which shows the characteristic double minima at 209
and 222 nM indicative of a helical peptide.

was used as a blocking agent and detection was carried out using avidin-HRP

conjugate. Competition data were obtained for 8 two-fold serial dilutions of pep
tide starting at 1 mM.

X-ray Crystallography

The crystal structure of LH1 in complex with Fc is primarily the work of Mark
Ultsch [Ultsch, 1999) and will not be described in detail here. Briefly, the asym

metric unit in the crystal consists of a single locked-helix and a single subunit

of the Fc dimer. The 1.75 Å complex was solved by molecular replacement and
refined to an R-factor of 21.9% and an R-free of 28.6%.

2.5.2 Results and Discussion

Circular dichroism spectra of the locked helices confirms that they adopt helical

conformations in solution (Figure 2.10), suggesting that the peptide should not

need to pay an energetic penalty for folding prior to binding FC.

However, in competition binding assays with Z-domain, the binding affinity
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Figure 2.11: Crystal Structure of a Single Helix Mimic of Protein A. Shown is
the 1.75 A crystal structure of LH1 in complex with Fc [Ultsch, 1999] in ribbon
(A) and space-filling (B) representations. The single helix (red) binds Fc (blue) in
the same position as helix 1 in the structures of two-helix and three-helix variants
complexed with FC.

of LH1 for Fc appears to be substantially reduced. The IC50 for LH1 is about 250

plM, well over four orders of magnitude lower in affinity. This is equivalent to loss

of about 6 kcal/mole of binding energy, a tremendous difference when compared

to the two-helix variant, which retained most of the binding affinity.

The crystal structure of the locked-helix peptide bound to Fc (Figure 2.11) con

firms that the constrained peptide binds Fc, and that it does so in the same man
ner as Z-domain and the two-helix variants. The detailed interactions of the LH1

with Fc can be compared to those of Z-domain in Figure 2.12. All of the hot spot

residues on the helix are contacting Fc, and all except His19 occupy identical con

formations. His19 has been repositioned apparently due to unraveling of the he

lix. The other non-hot-spot side chains which make contacts with Fc are preserved
intact.

Given that we have eliminated 75% of Z-domain and 40% of the side chain

contacts in creating LH1, it is natural to ask the question: what percentage of the
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Figure 2.12: Structural Mimicry. The crystal structure of the Fc binding interface
of (A) the locked-helix (LH1) and (B) Protein A, B-domain. The hot spot residues
(Gln11, Phel4, Leu18, and His19) in the single helix interact with FC much as they
do in their natural context. Only His19 shows any substantial perturbation when
presented on the locked-helix scaffold.
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binding affinity remains? Unfortunately, the question has no simple answer since

binding energies are all relative to the standard state, and the standard state itself

is arbitrary. In this case, Z-domain binds Fc with an affinity of 10 nM, about 11

kcal/mole tighter than a molecule with "zero" binding affinity would bind, so

about half of that arbitrary amount of binding energy has been lost in the single
helix relative to Z-domain.

A more relevant question would be: what percentage of the specific binding

affinity remains? We can derive a simplistic answer to this question if we think in

terms of the probability that a similarly sized molecule with no specific binding

affinity would be bound to Fc in the exact site where the peptide normally binds.

How do we define bound? In this case, we will define it as occupying the vol

ume of space taken up by the ligand V, when it is bound to target at the specific

binding site. Assuming that all ligands distribute themselves randomly in solu

tion, at what concentration will half of the binding sites be occupied with ligand?
It will be when half of the all such sites in the solution are filled. Under dilute

target conditions, this will be when 50% of the solution volume is composed of

ligand. We can determine the molarity of such as solution if we know the partial

specific volume of the ligand (ù) in liters per mole.

Vigands — 1
Vtotal

-
2 (2.1)

- -
1

molarity = *#. * 27, (2.2)
otol l

Proteins have partial specific volumes in solution in the range 7.24:107* to 7.5~107*
L/g [Creighton, 1993]. For a 2000 molecular weight peptide such as LH1, that

would imply a partial specific volume of about 1.4 liters per mole. Thus, if the

peptide was utterly non-specific in its binding, then it would be 50% bound to
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target at a concentration of about 0.33 M. Coincidentally, this is fairly close to the

standard state concentration of 1 M. In comparison, a non-specific ligand the size

of Z-domain (6.7 kD) would be half-bound at about 0.1 M concentration.

We can use these simplistic volumetric estimates of non-specific binding affini

ties to estimate the percentage of specific binding affinity remaining in the locked

helix peptide. Z-domain's Ka of 10 nM is 10'-fold lower than 0.1 M, which is
equivalent to 9.8 kcal/mole of specific binding energy (RTIn 10 = 1.4 kcal/mole).

LH1's Ka of 250 p.M is 1.33:10°-fold lower than 0.33 M, giving 4.4 kcal/mole of
specific binding energy. Thus it would appear that only about 45% of Z-domain's

specific binding energy is retained by the locked-helix peptides.

Of course, this oversimplified analysis ignores other sources of non-specific

binding such as general hydrophobic interactions, and it ignores non-ideality of

solutions, rotational considerations, binding at other sites, and the fact that pep

tides and proteins are not usually soluble to such high concentrations. However,

it does provide a conceptual framework for thinking about specific binding ener

gies without worrying about standard state concentrations, and it places an upper

limit on how much material would be needed to achieve truly nonspecific binding
in the absence of other considerations.

According to the hot spot hypothesis, most or all of the binding energy should

be due to a few critical interactions. Here we appear to have successfully mim

icked most of those interactions, yet a huge fraction of the binding affinity has

been lost. One of the hot spot residues on Z-domain, Ile32, is indeed missing in the

locked-helix. However, that side chain accounts for only 2.4 kcal/mole of binding

energy, which is less than half of the observed observed reduction in affinity.

If we add up the apparent importance of the remaining interactions that Z

domain makes with Fc (Table 2.2), we find that all of the lost interactions on the
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Alanine Substitution | Energy Lost (kcal/mole)
Arg28 0.7
ASn?9 1.0
Ile32 2.4

Gln23 0.2

Lys35 0.6
Arg36 0.6

| Total 5.5 |
Table 2.2: Lost Interactions on Helix II. From alanine scanning mutagenesis, we
can estimate the cumulative effect of lost interactions found in the natural protein
A:Fc interface, but which are absent in the locked-helix:Fc interface.

second helix would appear to account for 5.5 kcal/mole of binding energy. That

is very much in agreement with the 6 kcal/mole that one would compute from a

2.5~10° fold drop in binding affinity. This result suggests the that binding energies
are exhibiting additive behavior with respect to removal of contacts on the second
helix.

The displacement of His19 on the locked-helix relative to its position in the

three other structures may also be important. An alanine substitution of His19

results in a 1.9 kcal/mole drop in binding affinity, so the predicted combined ef

fect of removing Ile32 and His19 would be 4.3 kcal/mole, or about 75% of the

observed drop in affinity. However, given that His19 is still interacting with Fc,

it may still be making energetically favorable interactions, and so the effect of

this displacement remains unknown. Although the importance of His19 could in

theory be measured by an alanine substitution of His19 on the locked-helix, the

solubility limit of these peptides makes accurate assessment of the importance of

this interaction nearly impossible.

Are there any other differences which could explain the observed drop in affin

ity? A comparison of the three Z-domain variants for which structures are known
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is shown in Table 2.3. In terms of overall R.M.S.D. geometric variations, the three

variants are about as similar to one another as the two crystal structures of B

domain are to one another, so no substantial global conformation changes can be

detected. Surprisingly however, the amount of surface area buried in the com

plex for the single helix is much greater than one would expect for the single helix
alone.

Where does the 210 A* of additional buried surface come from in the locked

helix complex, when compared to helix 1 of the Z34C complex? Calculation of

buried surface area on a per-residue basis along with visual inspection of the

structure reveals that it arises from several sources. First, the N-terminal suc

cinylate on LH1 interacts with the 380's loop on the CH3 domain Fc to bury an

additional 80 Å”. Next, subtle improvements in the packing between the helix

and Fc along the length of the molecule give rise to another 80 A* of buried sur
face area. Apparently, the absence of a second helix allows the remaining helix to

form a tighter association with Fc than it does in Z34C. Finally, the repositioning
of His19 buries an additional 50 A* of surface area.

In total, the single locked-helix complex buries a remarkable 86% of the sur

face area buried in the Z34C complex, despite having lost over half of the specific

binding energy (as defined above). Thus, the nature of the interactions appears to

be more important for affinity than simply the raw amount of surface area buried.

In order to achieve high affinity binding with a minimized molecule, it may not

be sufficient to simply mimic a hot spot. it may also be necessary to incorporate

additional high potency hot-spot-like interactions which can counteract the com

bined affects of the lost low affinity interactions. This idea of hot-spot expansion

(Figure 2.13) may be difficult to achieve in a helical context, since a fixed helical

scaffold makes it relatively difficult to add new interactions except by adding a
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High Affinity Low Affinity

High Affinity

Figure 2.13: Hot Spot Expansion. Protein interfaces typically consist of a few high
energy interactions (red) and many lower energy interactions (blue). A minimized
molecule may be able to mimic those high energy interactions but bind with a
low relative affinity because of the numerous low energy interactions that will
be absent. For a minimized molecule to achieve an affinity comparable to the
parent, it may be necessary to recruit additional high affinity interactions into the
minimized binding domain and thus expand the hot spot

turn onto either end of the helix. Also, the main-chain hydrogen bond donors

on the helix are all satisfied and generally unavailable for interaction with other

groups in the protein interface. Less regular structural motifs, such as loops and

partial 3-sheet structures, can incorporate additional groups in a more flexible

fashion, and these motif can also use some of their main chain hydrogen bond

donors and acceptors to directly participate in the interaction.
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Protein/Peptide R.M.S.D. vs. B-Domain Buried Surface Area Affinity
B-Domain 0.86 (1.61)* 1310 10 nM

Z34C 0.87 (1.32) 1370 10 nM
Z34C Helix 1

-
970

-

Z34C Helix 2
-

510
-

Locked-Helix 1.00 (1.44) 1180 250 p.M

Table 2.3: Comparison of Z-Domain Variants. R.M.S.D. figures are shown
for the C., backbone, and for all non-hydrogen atoms (in parenthesis) between
the indicated structure and that of Protein A B-domain [de Vos, 1998]. (*)
the R.M.S.D. value for B-domain is computed between the [de Vos, 1998] and
[Deisenhofer, 1981] structures. Buried surface areas were calculated for non
hydrogen atoms using CNS [Brünger, 1998] with a solvent probe radius of 1.4

2.6 Conclusion

In the Protein A/Fc system, it appears that mimicry of hot spot residues alone is

not sufficient to achieve high affinity binding. Although we have successfully gen

erated a mimic of the first helix of the Protein A Fc binding domain, this molecule

binds with an affinity over four orders of magnitude lower than the full binding

domain. The crystal structure of the molecule demonstrates that it binds Fc in

the expected manner and that the hot spot residues interact with Fc. Remarkably,

the observed drop in affinity matches what would be expected from the alanine

scanning results on the second helix, since all of those interactions are absent in

the locked-helix. Thus, it appears that the interactions on the second helix make

an additive contribution to the binding energy.

In order to develop a hot spot mimic of Protein A that binds with high affinity,

it will apparently be necessary to find additional high affinity interactions with the

Fc that will compensate for the many low affinity interactions that have been lost.

A priori design of such interactions is beyond our current capabilities given our

limited understanding of energetics in molecular recognition. In order to insure
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success, it would probably be necessary to resort to some form of combinatorial

synthesis and high throughput screening method. However, the inflexible and

regular nature of the helical scaffold makes it a sub-optimal platform from which

to conduct such studies where the goal is to seek out and explore a variety of new
interactions.
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Chapter 3

Construction of a Non-natural Minimal FC Binding Domain

3-1 Introduction

Attempts to develop a minimized variant of Z-Domain resulted in short helical

peptides which could mimic the binding interactions of Z-domain but not the high

affinity binding. In nature, a variety of structural motifs have evolved for binding

Fc which utilize helices, loops, beta sheet structures or combinations of the above

(Figure 3.1). One possible reason for our lack of success may be that an isolated

helical epitope is not the most efficient structural scaffold to use for developing

the smallest Fc binding molecules. By working only with helical molecules, we

were unable to explore other potentially fruitful Fc binding motifs.

Recent successes in the development of novel peptides that can mimic the

binding activities of natural protein hormones suggest that alternate solutions to

binding at protein interfaces can be found relatively easily (Figure 3.2) [Kay, 1998].

3.2 Natural FC Binding Domains

The remarkable cross-reactivity of the receptor binding site on Fc gives us a unique

opportunity to investigate and develop our understanding of protein-protein in

teractions and the phenomenon of cross reactive binding. We briefly review the

7
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Figure 3.1: Natural FC Binding Domains. One subunit of the Fc dimer is shown
in blue, and the binding partners are shown in red. (A) Domain B1 Protein A
[de Vos, 1998] (B) Domain C2 of Protein G [Sauer-Eriksson, 1995] (C) Rheumatoid
Factor [Corper, 1997] (D) Fc Receptor [Burmeister, 1994a).

four natural FC binding domains below before moving on to the process of evolv

ing an Fc binding domain from scratch.

3.2.1 Protein A

The Fc binding domain from protein A is shown in Figure 3.3. This is an all-helical

binding domain that was used as a starting point for design of minimized one or

two helix mimics, as described in Chapter 2.

It binds Fc with an affinity of about 10 nM for the individual domain [Karlsson,

-------"

-º-º:

---
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Figure 3.2: Crystal Structure of an EPOR/Peptide Complex. This crystal struc
ture of an engineered dimeric peptide in complex with the erythropoietin recep
tor (EPOR) [Livnah, 1996] demonstrated in a dramatic fashion that peptides can
mimic the binding activities of larger protein domains.
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Figure 3.3: Protein A. Shown is the crystal structure of protein A, B-domain (red)
in complex with a subunit of the Fc dimer (blue) [de Vos, 1998), in ribbon (A) and
space-filling (B) representations.

1995). Protein A actually contains five repeated variants of this domain and thus

exhibits much higher affinity for Fc due to a polyvalent mode of interaction.

3.2.2 Protein G

Protein G and protein A have evolved independently in a convergent manner

to adopt similar binding functions in Streptococcus G148 and Staphyloccus aureus

respectively. Both apparently assist these bacteria in evading the mammalian im

mune systems. Remarkably, the structures of their Fc binding domains are en

tirely distinct. Protein G's Fc binding domain (Figure 34) is a mixed o/3 protein,

whereas protein A's binding domain is entirely helical, and protein G uses a mix
ture of helix and sheet to bind Fc. Protein G's helix binds in an orientation distinct

from either of the two helices used by protein A to bind Fc. However, both do

mains exhibit similar affinities for Fc of around 10 nM [Fahnestock, 1990], and

they are approximately the same size (~ 6.5 kD).

53



º

_*

*
- \

- * ,

* |

* ,
*

- *

-

. . . .
* - -

* * * *
- - -

| *, *
- * -



Figure 34: Protein G. Shown is the crystal structure of protein G, domain C2 (red)
in complex with a subunit of the Fc dimer (blue) [Sauer-Eriksson, 1995), in ribbon
(A) and space-filling (B) representations.

3.2.3 Rheumatoid Factor

Rheumatoid factors are characteristic of rheumatoid arthritis, and high levels are

correlated with a poor prognosis [Vaughan, 1993]. Various rheumatoid factors are

typically found in the immune complexes present in diseased joints. Although

the individual domains bind with fairly weak affinity (Ka ~ 10 plM), multiple site

binding of these domains in polyvalent IgGs and IgMs promote high levels of

association [Corper, 1997].

The crystal structure of rheumatoid factor bound to IgG (Figure 3.5) shows that

rheumatoid factor uses CDR loops to bind Fc, as would be expected for an Fab

binding antigen. Most of the contacts with Fc are from the heavy chain loops, and

in particular, CDR H3. Although the rheumatoid factor contacts overlap those of

protein A and protein G, the conformations of these loops show no resemblance

to structural motifs present in protein A or protein G. Thus rheumatoid factor

represents a third mode of interaction with FC.
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Figure 3.5: Rheumatoid Factor. Shown is the crystal structure of rheumatoid fac
tor (red) in complex with a subunit of the Fc dimer (blue) [Corper, 1997], in ribbon
(A) and space-filling (B) representations.

3.2.4 Fc Receptor

In mammals, the neonatal FC receptor (FcRn) has the important function of bind

ing immunoglobulins in the mother and shuttling them across the umbilical cord

to the fetus (transcytosis). This is an important process in repertoire development

process of the mammalian immune system. FCRn may also play an important role

in regulating serum IgG levels [Ghetie, 1997].

The human neonatal FC receptor has only recently been identified, but the rat

homologue shows cross reactivity with human Fc (Ka = 15 nM) [Vaughn, 1997]

The crystal structure of that complex is shown in Figure 3.6 at low resolution

[Burmeister, 1994a). Although FcRn has an MHC class Irelated structure, the in

teraction with Fc bears no resemblance to the MHC class I-peptide interaction. As

with rheumatoid Factor, FcRn uses primarily loop structures to bind FC, but the

binding motif is distinct and represents yet another unique binding mode. Un

fortunately, although we have high resolution crystal structures of FcRn and Fc

alone [Burmeister, 1994b, de Vos, 1998], the structure of the complex is much too

low (6.5 Å) for us to learn anything more about the detailed atomic interactions
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Figure 3.6: FC Receptor. Shown is the crystal structure of neonatal FC receptor (red)
in complex with a subunit of the Fc dimer (blue) [Burmeister, 1994a), in ribbon (A)
and space-filling (B) representations.

between the domains.

3.2.5 Protein H

Protein H is a protein from Streptococcus pyogenes which shows Fc binding activity

that is competitive with protein A and Protein G [Frick, 1992], and thus it prob

ably binds in the same region. Its structure is not yet known and it exhibits no

sequence identity with protein A or any of the other Fc binding proteins. CD and

sequence analysis suggests that the Fc binding portion of the molecule adopts a
dimeric coiled-coil conformation in solution that would be distinct from three

helix bundle of protein A [Nilson, 1995]. Thus, Protein H may represent another

unique Fc binding motif.

3.2.6 Identification of a Consensus Binding Site

Figure 3.1 shows that these proteins bind to an overlapping region on Fc. For the

higher resolution structures (protein A, protein G, and rheumatoid Factor), the

sets of atoms in each interface are known and it is possible to construct a map of
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Figure 3.7: Consensus Binding Site. Shown is a map of the overlap between
binding sites of the natural FC binding proteins whose Fc-complexes have been
solved to high resolution (protein A, protein G, and rheumatoid Factor). Blue
regions participate in a least one interface, yellow in two, and red regions are
found all three interfaces.

the intersections of these sets (Figure 3.7). We find that there are approximately

35 atoms distributed over half a dozen amino acid side chains and adjacent main

chain atoms found in all three Fc binding interfaces. These proteins are apparently

recognizing a common feature on the surface of FC.

We wondered whether naive peptides selected to bind Fc would also interact

preferentially at this site. If binding to this region on Fc was selected in the natural

domains for biological reasons alone, then peptides selected to bind Fc might bind

anywhere on the surface of the dimer. If however, some intrinsic property of this

site makes it a particularly good location for binding, then we would expect Fc

binding peptides to cluster in this region as well.
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X;CX.CX, 5.3 x 10°

XCX;CX, 5.6 x 10°

X6CXCCX, 5.0 x 10°

X6CX;CX; 6.3 x 10°

X;CX3CXs 4.5 x 10°

X,CX,CX5° 1.9 x 10°

X.CXCCX, 2.1 x 10°

Total Diversity 3.1 x 10°

Figure 3.8: Naive Peptide Library. This library was designed to contain a variety
of disulfide constrained peptide sequences with potential for binding proteins.
X represents any random amino acid generated using an NNS DNA codon se
quence. (*) This library also contained sequences of the format X5CX9CX4.

3.3 Initial Isolation of an Fc Binding Peptide

We used polyvalent M13 bacteriophage display of a random pool of peptides to
select members which specifically bound Fc. This technique has achieved some
remarkable successes during the past few years in finding novel peptides which
bind to proteins [Arza, 1998, Koivunen, 1999].

3.3.1 Methods

Construction of a the polyvalent M13 bacteriophage library of peptides fused to

the gene VIII protein is described in [Lowman, 1998), and their composition is

*" in Figure 3.8. The library construct contained an stil secretion signal pep
tide [Lee, 1983], the twenty residue peptide library (XCX,X, where X is a random

amino acid from an NNS codon, i + j + k = 18, and j = 4 – 10), a GGGSGGG

-

s
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linker, and the M13 gene VIII starting at the first residue of the mature protein.

Selections were performed as described in [Lowman, 1998] and in Protocol B.6,

with IgG1-Fc' immobilized as the target protein at (5 ug/mL). IgG-FC' was ob
tained from papain cleavage of CD4-IgG immunoadhesion followed by column

chromatography as described in Protocol B.1. FC purity was assessed at >95% by
SDS-PAGE.

High levels of specific binding of library phage to immobilized were observed

after only three rounds of selection. Up to 500-fold more phage were found to
bind Fc coated wells compared to those coated only with blocking protein.

Clones were sequenced and the following two gene sequences obtained:

AAG GAG GCG AGC TGC TCC TAC TGG CTC GGC

GAG CTG GTC TGG TGC GTC GCC GGG GTG GAG (FBP1. 1)

and

GAG ACG CAG AGG TGC ACC TGG CAC ATG GGC

GAG CTG GTG TGG TGC GAG AGG GAG CAC AAC (FBP1.2)

Several repetitions of the selection experiment showed similar selection pat

terms but did not result in any additional sequences.

332 Results and Discussion

From the initial selections for binding against Fc, two and only two peptides se

*nces were obtained, FBP1.1 and FBP1.2 (Figure 3.9). Both peptides were of the
*CXs format and shared seven residues of identity including the two cys

* The other five residues constituted a contiguous GELVW sequence found

in the C-terminus of the loop.

-

J.

59



**



FBP1.1

K E A S C S Y W L G E L V W C V A G V E
FBP1.2

E T Q R C T W H M G E L V W C E R E H N

Figure 3.9. Initial Fc Binding Sequences. These were the only Fc binding se
quences isolated from the initial naive peptide library. The shared the cysteine
positioning and a GELVW sequence near the N-terminus of the loop.

The fact that two and only two such Fc binding sequences were selected is an

intriguing result. From an infinitely large library of peptides, we would expect to

select a family of Fc binding peptide with varying affinities for Fc. Since we found

only two sequences, any other Fc binding peptides in the starting pool must have
had affinities substantially weaker than these peptides.

The critical elements in the peptide sequence appear to be the five residue
GELVW sequence along with the cysteine spacing. There are 20°=3.2x10° differ
ent five residue sequences, but 32°=3.4x10" different DNA sequences are needed
to exhaustively sample those peptide sequences when using NNS codons. The
fraction of the naive peptide library that contained nine randomized residues be
tween the two cysteines consisted of 19x10° sequences. Thus, a about a five-fold
excess of diversity was present, assuming that the positioning of the GELVW se
*nce was critical, that sampling was perfectly even, and that nothing else in the
Peptide mattered for or against binding.

In light of this analysis, perhaps it is not so surprising that only two peptides
**elected. It also suggests that this experiment was just barely tractable given
**ize of our libraries. If six residues were absolutely required in order to bind Fc

along with precise cysteine positioning, probably no Fc binding sequences would
have been found.
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3.4 Peptide Characterization

The selected peptides showed substantial binding to Fc when displayed polyva

lently on phage, but analysis in that format was difficult because of multiple site
binding. To accurate obtain physical information it was necessary to both syn
thesize the peptide and transfer its gene to a monovalent bacteriophage display

context [Lowman, 1991].

Characterization consisted of measuring the binding affinity of the peptide,

observing and measuring competition with protein A Z-domain, and recording
the CD spectrum of the peptide. Attempts to obtain structural information by

NMR were unsuccessful due to aggregation of the peptide at high concentration.

3.4.1 Methods

Peptide Synthesis

The FBP1.1 and FBP1.2 peptides were synthesized with a C-terminal amide by
solid phase peptide synthesis on Wang resin, and purified by reverse phase HPLC
on a C-18 column. Cyclization was carried out using iodine/acetic acid and con
firmed by electrospray mass spectrometry.

Competition Binding Experiments

Competitive Fc binding experiments between protein AZ-domain and the FBP1.1

and FBP1.2 peptides were performed as described in Protocol B.8. Competitions

"*carried out using immobilized Fc and biotinylated Z-Domain as well as in an
inverse fashion, with immobilized Z-Domain and biotinylated Fc. The saturation

level of biotinylated label on the immobilized protein was varied to enable extrap
olation of the IC50 values down to zero label concentration in order to obtain K.

* ---
... ºr ---

61



- **

*

*

- - - -
**

- **** *
- * *

*

* ---

* * *- :

- - - -
- -

- - *

*

\,
-

1.

2.

. . . .
* - -



values.

Measurement of Circular Dichroism Spectra

Circular dichroism (CD) spectra were acquired on an Aviv 60DS spectrometer

(Aviv Associates) over the range 190-250 nM (0.2 nM intervals) in a cell with a

path length of 0.1 cm at 25° C. Samples were at a 0.1 mg/ml concentrations of
peptide in 100 mM NaCl and 10 mM Tris HCl pH 7.2.

Transfer to a Monovalent Phage Display Format

The gene sequence of FBP1.1 was transfered to a monovalent phagemid vector by

cassette mutagenesis to create vector pW0803. The resulting construct contained

the stLI signal sequence, the peptide KEASCSYWLGELVWCVAVE, a GGGPGGG
linker, and the M13 gene III protein starting at residue 253.

Binding Affinity Measurements on Phage

Phage ELISA binding assays were performed on pW0803 using Protocol B.7. Z
domain phage produced from paBZD were used as a control.

34.2 Results and Discussion

FBP1.1 and FBP12 were found to be fully competitive with Z-domain for binding

to FC, with K.’s near 5 puM. One such competition experiment is shown in Figure

3.10. This Provided a strong indication that the peptide bound Fc in a region

overlapping the protein A binding site on FC, and it was consistent with possible

interaction between the peptide and the consensus binding region on Fc.

Interestingly, the CD spectrum of the peptide in solution (Figure 3.11) showed

;
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Figure 3.10: Peptide Inhibition Curves. (A) Competition binding measurements
of the FBP1.1 peptide's ability to inhibit binding of biotinylated FC to immobilized
Z-domain were performed at a variety of biotin-Fc concentrations. (B) The IC50
values were extrapolated to zero label concentration in order to obtain a K, for
the peptide.

that the peptide did not adopt a stable helical structure like that of protein A,

4-domain or of the locked-helix peptides based on Z-domain. Instead, the CD

*P*rum suggested that the peptide was either disordered in solution or might
adopt some kind of extended 3 structure.

The selected gene for peptide FBP1.1 was transferred from a polyvalent phage

*Play format onto a monovalent phage display format (pW0803). Phage pro
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Figure 3.11: Circular Dichroism Spectrum of a Selected Peptide. Shown in the
spectrum of FBP1.1 alone in solution. The spectrum is dramatically different from
that of the locked-helix peptides (Figure 2.10), and suggests that its conformation
is distinct and not helical.

duced using pW0803 showed an EC50 of 2 uM for binding immobilized FC, close
to the 5 piM inhibition constant for antagonization of the Fc/protein A Z-Domain

interaction. The peptide's EC50 is about 400-fold weaker than that of Z-domain in

an equivalent binding assay.
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3.5 Local Optimization

While an affinity near 5 plM is quite good in comparison to the locked-helix pep

tides, the manner in which the peptide had been selected suggested that further

optimization of the peptide affinity would indeed be possible. Because the orig
inal library contained only 3.14.10° combinations out of a possible 2.63:10°, the

chance was very slight that all positions would have their best Fc binding com

binations present in the starting library, and so the two selected sequences were

expected to be sub-optimal for binding. Many of the residues in the 20-mer pep

tide were likely to still have potential for improvement.

Because we had essentially no information about the probable structure of the

FC binding peptide, I adopted an exhaustive scanning library strategy for opti
mization. In this approach, a family of libraries were prepared in which the diver

sity was focused on a short contiguous stretch of residues.

However, because the cysteine positioning was specifically selected from a li
brary of peptides with varied cysteine spacings, it was assumed to have already
been optimized, and so the cysteine positions were not changed in any of the sub
Sequent optimization work.

3.5.1 Methods

Library Design and Preparation

*aries were designed as shown in Figure 3.12 using NNS codons in the ran

*omized positions. In order to prevent the parent pW0803 sequence from domi

nating the selection, library template DNA was generated from pW0806, a variant

of PW0803 in which positions 12-15 in the peptide have been mutagenized into

two stop codons and a single base deletion (CTG GTC TGG became TGA TGA
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i i
Figure 3.12: Design of Local Optimization Libraries. From top to bottom, the
solid bars represent the regions mutated in the local optimization libraries (A
through G). These regions were mutated in a nearly-exhaustive fashion using
NNS codons.

GG).

All mutagenesis was carried out by the method of [Kunkel, 1987] using oligos

with 18 bases of identity flanking the regions of mutation, and the libraries A-G

were prepared according to Protocol B.5. The final library sizes were (A) 1.1x10°
(B) 1.6x10° (C) 1.4x10° (D) 6.2x107 (E) 9.4x10" (F) 1.2x10° and (G) 1.5x10°.

Selection

Six rounds of selection were performed against Fc using the method described in
Protocol B.6. NMeasurements of specific and non-specific binding were made by
quantitating the phage bound to Fc coated wells against that of phage bound to
wells without FC. Consistent increases in the specific binding of phage to Fc were

observed in all seven libraries (Figure 3.13).

After the sixth round of selection, at least 18 clones from each library were

*quenced. Sequences represented more than once in the population of sequenced
*nes were then selected for further characterization in a phage ELISA binding
*ys. The Fc binding activity of fourteen clones was measuring using Protocol
B.7.

* -- --->
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3.5.2 Results and Discussion

were being enriched for molecules that bound tightly to Fc.

Figure 3.13: Screening of the Local Optimization Libraries. Across each of the
libraries, (A) shows the amount of phage (in colony forming units) eluted from
FC-coated wells, and (B) shows the amount eluted from wells without Fc. The
ratio of these figures in (C) shows how the phage populations were enriched with
Fc binding sequences.

The increases observed in the specific binding of library phage particles to im

mobilized Fc (Figure 3.13) indicated that the populations of phage in the libraries

Sequencing of a sample of the library populations after the sixth round of selec
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Sequence Occurrence EC50 (nWº)
ESEDCSYNLGELVNCVAGVE
EKEDCSYMLG ELVMCVAGVE
EDPDCSYMLGELVNCVAGVE
EE ADCSYWLGELvºv MGVE
NADDCSYWLGELVWCVAGVE
SETTCSYWLGELVWCVAGVE
AwkTCQYWLGELVMCVAGVE
DLADCSYMLG ELVºCSRVEG
rºadCAWHLG Elvº CVAGVE
KEAECSYHLGELVMCVAGVE
rºarCWYWHGºLvºcs DPEE
KEASCSYHLGELVNCVAGVE
rºascSwkiLGºLvºv-MGVE
rºascSYºuGELVºCTEGVE
KEASCSYWLGELVMCDDGVE
KEASCSYWLGELVMCSEGVE
KEASCSYWLGELVNCSPCVE
KEASCSYNLGEVWKCKSGVE
KEASCSYWLGELVNCDNGVE
KEASCSYWLGELVMCDTLTE
rºascsyºnºcºLivºCSPGVE
KEASCSYWLGELVMCSGVEG
KEASCSYWLGELVNCSAGVE
KEASCSYWLGELVMCCTFDE
KEASCSYWLGELVMCDGLDE
rºsCSYºcºlvº CVGLDE
Lºs CSYºuGºLVMCEDTLE
BºscSYWLGºLVºCEDTME
KEASCSYWLGELVNCEDMME
wVEDCSWHMG-LVºCDGGEF
Lºs CSYWLGELVMCDWMNG
KEASCSYWLGELVMCDDTPV
KEASCSYWLG ELVMCDDYGE
KEASCSYWLGELVWCSDLWE
WRGGCSWHMG-LVºCEHDME
AVSKCSFHMGELVºCSDVMN
NQvsCSYSRGELVMCSKQSQ
GRMECAWHQGELVWCTPTLE
GTMECSWHQGELVWCTPTLA
EMRDCSWHLG ELVNCAHMEG
GSWECAYHLGELVMCETGSG
VAEPCAYHLG ELVINCEVLKG
rºam CSYWLGELVºCESDME

138

809
416

818

743

734
776

301
326
278

139

Figure 3.14: Selected Sequences from Local Optimization. Shown are the se
quences obtained from the local optimization libraries. Residues that differ from
the initial FC binding sequence (FBP1.1) are shown in red. Also shown is the occur
*of these sequences in the pool of sequenced clones along with the Fc binding
affinities (ECso's) for most sequences present more than once in the population.
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tion showed that the libraries were consensing towards particular sequences (Fig

ure 3.14). Since all peptides in each library are in competition with one another,

it would be expected that peptides with higher affinity would be the sequences

most represented in the library. When those sequences were then run though Fc
binding assays, it was found that they indeed had increased binding affinities for
FC.

The highest affinity peptides from the local optimization libraries bound Fc

with ECso’s near 100 nM. This is about ten-fold tighter than the starting sequence

FBP1.1 which bound with an affinity of 1 plM (EC50) in the same binding assay.

A variety of different changes were selected in the peptide that could give sim

ilar improvements of binding affinity, so it appears that there are many ways to

achieve better binding with this peptide.

Various regions of the molecule exhibited different levels of consensus, as
quantified in Figure 3.15. For example, despite the fact that portions of the GELVW
sequence were randomized in three libraries (C-E), only a single clone was found

that contained any mutations in this region of the peptide. Thus, residues in this
region must be highly sensitive to mutation and are likely play a critical function
in the molecule. In comparison, residues in the N-terminal portion of the loop
showed moderate consensus with preference for certain residues at each position,
and the N and C termini of the peptide showed very little consensus. In the next
section, we apply these consensus patterns in a global fashion to create fully opti
mized FC binding peptides.
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a . ---Ala as was as nos

Arg aas, as: anº º
Asn as -o- am was
Asp ass as as ass. ** aan am as
Gln º ana. abº 0.02 acs
Glu ºw-ass ºr use 1.- aeswar was ºr
Gly mas alº anº tºº *** am nam.
His ** ** *1.
lle

Leu ass as: º ---

Lys as aas am anº ass - -

Mººt º - -

Phe ** - --
Pro ans -- - -

Ser as as am was ass --- *-*
Thr -º-º-º-º-º- - - - -

Trp as ans amºus als as as: - ---

Tyr ** ---

Val ºam as asy am nº

Figure 3.15: Residue Distribution from Local Optimization. Shown is the fre
quency of occurrence for specific residue types at each position in the peptide.
Residues in gray boxes were present in less than 10% of clones, those in blue were
selected in 10%-75%, and those in red were highly conserved, occurring in >75%
of selected sequences. These frequencies were only tabulated for positions which
had been randomized.

3.6 Global Optimization

While the local optimization libraries produced a series of changes which indi

vidually gave up to a hundred-fold increase in affinity, these optimizations were

selected independently, and many of these affinity improvements were likely to

be incompatible with one another. In order to find out which combinations of

improvements were compatible, a secondary global round of optimization was

necessary.

In this global optimization, the combinatorial nature of the genetic code was

exploited using an original software program to design several libraries with pre

ferred residues distributed throughout the peptide gene.
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3.6.1 Methods

Library Design

Three libraries were designed based on selection patterns observed in the local op

timization libraries (Figures 3.14 and 3.15). For each codon in the library, a com

bination of bases was used that would produce a mixture of the desired amino

acids as well as any other combinations that might result from the genetic code.

The first library, A, consisted of those residues which exhibited strong conserva

tion (>10%) in sequenced clones. Library B contained those residues which were

found in a minimum of two clones (> 2%), and library C contained residues seen

at least once in any clone.

The composition of the libraries is shown in Figure 3.16. The potential diver

sity of library A is low enough that is possible to exhaustively sample almost the

entire library in a single selection experiment. Library B and especially library C

are too large to be exhaustively sampled. The actual oligo design was carried out

using a custom computer program (DESIGN) written for this purpose and which

generated the output in Figure 3.16.

Library Preparation

Considerable difficultly was encountered during attempts to prepare these libraries

using Kunkel mutagenesis, so it was necessary to fall back on a less efficient cas

sette mutagenesis approach. Oligonucleotides containing the randomized bases

were extended and made double stranded by standard fill in and ligation reac

tions with additional oligonucleotides so as to include flanking Xbal and Apal

sites corresponding to those in pW0806. The vector and the insert where then

double digested, purified, and ligated together. DNA from this ligation reaction
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A DRG GWA GMA RRC TGC KCT TRS CAC MTG GGC GAG CTG GTC TGG TGC RVC RVM BKC GAS KDW

1. DRG : E G K R W. O. ( 6) Cumulative Size: 6.00e-00
2. GWA: E V ( 2) 1.20e-01
3. GMA : A E ( 2) 2.40e-01
4. RRC: D G N S ( 4) 9. 60e--01
5. TGC: C ( 1) 9.60e-01
6. KCT: A s ( 2) 1.92 e-O2
7. TRS: C w Yo ( 4) 7. 68 e-1-02
8. CAC: H ( 1) 7. 68 e-1-02
9. MTG: LM ( 2) 1.54e–03

10. GGC: G ( 1) 1 - 54 e-1-03
11. GAG : E. ( 1) 1.54 e-03
12. CTG: L ( 1) 1.54e–03
13. GTC : V ( 1) 1.54 et 03
14. TGG : w ( 1) 1 - 54 e- 03
15. TGC: C ( 1) 1.54 e-03
16. RVC: A D G N ST ( 6) 9.22e-03
17. RVM: A DE G K N RST (12) 1. 11e-1-05
18. BKC : C FG L R V ( 6) 6. 64 e- 05
19. GAS: DE ( 2) 1. 33et 06
20. KDW : CDEFG L V. Yo (12) 1.59et 07

B DRS VWG SVG RRC TGC KCC TRS YRS MTG GGC GAG CTG GTC TGG TGC RNC VVS NBS GWS KDM

1. DRS: CDE G K N RS WYO (12) Cumulative Size: 1.20e-01
2. VWG: E KLM Q V ( 6) 7.20e-01.
3. SVG: A E G PQR ( 6) 4.32et-02
4. RRC: D G N s ( 4) 1 - 7.3e-03
5. TGC: C ( 1) 1 .. 73e-1-03
6. KCC : A s ( 2) 3 - 46e−03
7. TRS: C wYo ( 4) 1. 38e-04
8. YRS: C H QR WYO ( 8) 1 - 11e4-05
9. MTG: LM ( 2) 2.21e4-05

10. GGC: G ( 1) 2.21e4-05
11. GAG: E ( 1) 2.21e4-05
12. CTG: L ( 1) 2.21e4-05
13. GTC: V ( 1) 2.21e4-05
14. TGG : w ( 1) 2.21e4-05
15. TGC: C ( 1) 2. 21e-1-05
16. RNC : A D G I N STV ( 8) 1 - 77 e--06
17. VVS : A DE GH K NPQRST (18) 3 - 19e--07
18. NBS : AC FG I LM P RSTVW (24) 7. 64 e-1-08
19. GWS : DE V ( 4) 3. O 6e−09
20. KDM : CDEFG L V. Yo (12) 3. 67 et 10

C DNS NNS NNS VNS TGC BVG TDS HRS MDS GGC GAG STC KKG WRG TGC RN.M NNS NNS NNS NNM

1. DNS: ACDEFG IKLMN RSTVWYO (24) Cumulative Size: 2.40e–01
2. NNS: ACDEFGHIKLMNPQRSTVWYO (32) 7. 68 e-1-02
3. NNS: ACDEFGHIKLMNPQRSTVWYO (32) 2.46e−04
4. VNS: A DE GHIKLMNPQRSTV (24) 5. 90e-1-05
5. TGC: C ( 1) 5 - 9 Oet 05
6. BVG: A E G PQRS W O ( 9) 5.31e4-06
7. TDS: C F. L w Yo ( 6) 3 - 19et 07
8. HRS: C H K N QRS WYO (12) 3. 82 e-1-08
9. MDS: HIKLMN QRS (12) 4.59e-09

10. GGC: G ( 1) 4 - 59e-O 9
11. GAG: E ( 1) 4.59e--09
12. STC : L V ( 2) 9 - 17 e-09
13. KKG : G L Vw. ( 4) 3. 67 e-10
14. WRG: K R. W. O ( 4) 1.47 e-11
15. TGC: C ( 1) 1.47 e-1-11
16. RNM : A DE G IK N RSTV (16) 2. 3.5e-1-12
17. NNS: ACDEFGHIKLMNPQRSTVWYO (32) 7. 51 e-13
18. NNS: ACDEFGHIKLMNPQRSTVWYO (32) 2.4 Oe-15
19. NNS: ACDEFGHIKLMNPQRSTVWYO (32) 7. 69e-16
20. NNM: ACDEFGHIKL NPQRSTV Yo (32) 2.46et 18

Figure 3.16: Design of the Global Optimization Libraries. An original com
puter program (DESIGN) was used to generate oligonucleotide sequences for
the global optimization libraries (A-C), which incorporated only specific bases at
each position. The specific mixtures of bases will give the combinations of amino
acid residues selected in the local optimization libraries: (A) in >10% of clones,
(B) in >2% of clones, or (C) in any clone. The IUPAC codes for base mixtures
are: B-C,G,T; D=A,G,T; H=A,C,T; K=G, T; M=A,C; N=A,C,G,T; R=A,G; S=G,T;
V=A,C,G, W=A,T; Y=C.T.
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was then purified and used to generate libraries as described in Protocol B.5, step

5. In the end, libraries of the following sizes were obtained: (A) 3.9x10" (B) 6.3x10'
and (C) 4.6x10'.

Selection

Again, six rounds of selection were performed against Fc using the method de

scribed in Protocol B.6. Measurements of specific and non-specific binding were

made by quantitating the phage bound to wells with immobilized FC to the phage

bound to wells without Fc. High levels in the specific binding of phage to Fc were

observed in all three libraries (Figure 3.13). In the final round of selection, the

specific binding reached as high as 5000-fold.

After the final round of selection, at least 18 clones from each library were

sequenced, and most of these were further characterized in phage ELISA binding

assays (Protocol B.7).

3.6.2 Results and Discussion

Very high levels of specific binding (up to 5000-fold) were obtained during the

selections of the global optimization libraries. By using the selection patterns

from local optimization in a combinatorial fashion, it appears that we were able

to evolve peptides with even higher affinities for Fc.

Phage ELISA binding assays on many of the selected sequences demonstrated

that the high level of specific binding observed during selection translated into

higher binding affinities for Fc. As shown in Figure 3.17, several of the selected

sequences showed EC50 affinities below 10 nM, which represents a 100-fold im

provement over the starting sequences and a 10-fold improvement over peptides

selected from the local optimization libraries.
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Sequence Occurrence EC50 (nm)

23
69

100

156

70
47
77

Lvºcºrrvo E

210
7

EVEDCAYHLGºLWCSDLEG
WEEDCAMHLGELWCAEPDE
rºwsCAMHLGºlºvºcs. Wºº

:
1 3 O

Figure 3.17. Selected Sequences from Global Optimization. Shown are the se
quences selected in the global optimization libraries along with their occurrences
and Fc binding affinities (EC50's, where available).

3.7 Alanine Scanning

Given that the peptide competed with protein A for binding to Fc, it was expected

that the two molecules would bind to an overlapping site. However, we won

dered whether the functional binding epitopes of the two molecules would be
similar or distinct.

Peptide FBP2.1 was the highest affinity peptide (EC50=94 nM) available after

local optimization, so it was chosen for use as the binding partner in an alanine

scan of the Fc surface. It had the sequence:
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D L A D C S W H L G E L V W C S R V E G

Since no structural information was available about the interaction of the peptide

and FC, the same set of alanine scanning mutants prepared for the Z-domain ala

nine scan was used in scanning the Fc peptide interaction on the Fc side of the
interface.

After global optimization, the highest affinity peptide was FBP3.1, which has

the sequence:

W E A D C A W H L G E L V W C T K V E E

This peptide was selected for alanine scanning in order to determine which re

gions would be most important in binding FC.

3.7.1 Methods

Peptide Synthesis

FBP2.1 was synthesized with a C-terminal amide by solid phase peptide synthesis

on Wang resin, purified by reverse phase HPLC on a C-18 column. Cyclization

using iodine/acetic acid was confirmed by electrospray mass spectrometry.

A portion of FBP2.1 was then biotinylated at the sole amine group in the pep

tide using EZ-link sulfo-NHS-LC-LC-biotin (Pierce) at a 1:1 ratio in 50 mM car

bonate buffer at pH 6.0. Completion (>90%) of this reaction was monitored by
analytical HPLC and then the reaction was quenched with excess ethanolamine.

Mutagenesis

Mutants of Fc in a phage display context were prepared as described in Section
2.3.
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Single mutants of vector pW0910 containing the FBP3.1 peptide were prepared

using mutagenesis [Kunkel, 1987]. Conservative alanine substitutions were made

at each residue except for the two cysteines, Ala3, Alas, and Gly10, which were re

placed with proline, alanine, and serine respectively. Mutagenic oligonucleotides

were prepared with 18 bases of identity flanking the mutated residue. All mu

tants were confirmed by dideoxy sequencing [Sanger, 1977]. The last residue of

the peptide (Glu20) was not successfully mutated.

Binding Assays, Fc Mutants

ELISAs were performed as described in Protocol B.7 for each mutant along with

one nonmutant control per plate, with the following modifications. Avidin was

coated onto the plates at 5pg/mL overnight. Plates were washed 5X with PT, and

blocked 1 hr with CBB. Biotinylated FBP2.1 at 20 nM concentration was incubated

on the avidin coated plates for 1 hour, then the plates were washed 10X with PT.

The remainder of the assay was performed as described. Peptide concentrations

during the competition phase of the assay ranged from 2011M down to 11 p.Mover
twelve wells.

Binding Assays, Peptide Mutants

ELISAs were performed as described in Protocol B.7 for each mutant along with
one nonmutant control per plate. FC was immobilized at a coating concentration

of 10 pg/mL.

Assays were performed in duplicate at uniform saturation levels of 25%, a

condition where the ratio of EC50 measurements for two molecules will closely
track that ratio of the the dissociation constants (described in Section A.4.1.
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For each variant, twelve-point competition curves were recorded with solu

tion Fc concentrations ranging from 2.7 p.M down to 15 plm in three-fold serial

dilutions. Curves were fit by computer to a 3-parameter sigmoidal curve and

used to determine midpoint concentrations on the competition curves, and ratios

were computed for the mutants relative to the unmutated control peptides.

3.7.2 Results and Discussion

FC Alanine Scan

A comparison of alanine scans of Fc binding to Protein A, Z-domain or to the

FBP2.1 peptide (Figure 3.18) shows that the patterns of molecular recognition in

the two systems are distinct. Although both binding partners are sensitive to mu

tation of His310 and His435, the peptide is not greatly affected by mutation of

Ile253. Instead, the peptide is quite sensitive to mutation of Asná34 or Tyrá36.

Thus, although FBP2.1 and Protein A have overlapping binding sites on FC, the

relative importance of the various interactions in that region are different. This
difference further suggests that the peptides bind Fc in a manner distinct from
that of Protein A.

Peptide Alanine Scan

The alanine scanning results on peptide FBP3.1 are shown in Figure 3.19. Clearly,
the most important parts of the peptide for binding Fc are located within the loop
region of the peptide. In particular, Leu12, Val13, and Trp14 near the end of the

loop are tremendously important. Removal of any one of these three residues
results in about a 4 kcal/mole drop in binding affinity. Also of significance are
residues Trp7 and His8, residues that showed strong consensus (69% and 88%
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A. Protein A: Z-Domain

H435

AAG
(kcal/mole)

>1.5

H310 O
0.5 to 1.5

Figure 3.18: Comparison of Protein A and Peptide Hot Spots. Shown is a com
parison of the alanine scanning results on Fc for binding to (A) Protein A, Z
domain or to (B) a selected FC binding peptide. The mutated residues are color
coded according to their disruptive effect when replaced with alanine.

respectively) in the local optimization libraries.

An apparent correlation exists between the importance of a residue as mea
sured by alanine scanning (Figure 3.19) and the extent to which it was conserved
during selection (Figure 3.15). However, the reverse is not uniformly true. Both
Gly10 and Glu11 were highly conserved during selection, but substitution of ei
ther of these residues with alanine has little effect on the affinity. One explanation
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Figure 3.19: Alanine scan of an Fc Binding Peptide. Shown is an alanine scan of
the Fc binding peptide, FBP3.1, residues 1-19. Note, Ala3 and Alað were instead
substituted with proline and serine respectively, which were both residues found
at these positions in some selected clones.

for such a puzzling result is that these residues confer some other form of selective

advantage which increases the fitness of these peptides relative to others in the

population without affecting the ultimate affinity for Fc. Such advantages might

include superior expression, better display, faster folding, or perhaps improved

resistance to proteolysis.
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Figure 3.20. Minimized Fc Binding Peptide. Selection patterns from the global
optimization libraries combined with alanine scanning results on peptide FBP3.1
suggested that this 13-residue peptide (FBP4.1) might be capable of binding Fc
with high affinity.

3.8 Further Minimization

The alanine scan of FPB3.1 demonstrated that most of the important binding de

terminants were located inside or immediately adjacent to the the loop region.

Therefore, it seemed quite possible that an even smaller version of the Fc binding

peptide would be capable of binding Fc with high affinity.

3.8.1 Methods

Peptide Design

Residues 4-16 of FBP3.1 were highly representative of the selection patterns seen

in the global optimization libraries (Figure 3.17) and were therefore selected as a

design for FBP4.1, a minimized 13 residue Fc-binding peptide (Figure 3.20). As

with the other peptides, charge at the C-terminus of the peptide was neutralized
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by designing the peptide with a C-terminal amide in order to better mimic the

parent molecule.

Peptide Synthesis

FBP4.1 was synthesized with a C-terminal amide by solid phase peptide synthesis

on Wang resin, and purified by reverse phase HPLC on a C-18 column. Cycliza

tion using iodine/acetic acid was confirmed by electrospray mass spectrometry.

Competition Binding Assays

FBP4.1 peptide and protein A: Z-domain were used in competition binding assays

as described in Protocol B.8. Z-domain was coated at 10 pg/mL concentration,

and biotinylated FC was used in solution as the label at about a 25% saturation

level. Assays were performed at both pH 7.2 in PBS and at pH 6.0 in 10 mMMES,

100 mMNaCl. Competitor concentrations were varied from 1 p.M down to 50pM
in three-fold dilutions.

K; Determination of FBP4.1

A series of competition binding assays (Protocol B.8) with FPB4.1 were performed

against biotinylated FC binding to immobilized Z-domain. Z-domain was coated

onto plates at 10 pg/mL concentration and the concentration of biotinylated Fc

was varied to achieve saturation binding levels between 5 and 80%. FPB4.1 con

centration was varied between 1.25 plM and 560 pM in 2-fold dilutions. The IC50

values obtained were extrapolated down to zero label concentration in order to

compute a K, for the peptide.
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Surface Plasmon Resonance Binding Assays

Fc was immobilized on an CM-5 chip using standard protocols (Pharmacia). All

experiments were performed using a running buffer of 25 mM MES pH 6.0 with

0.05% tween-20. Kinetic and steady state binding of the FBP4.1 peptide to Fc was

measured at concentrations from 6.1 puM down to 3 nM in two-fold dilutions.

3.8.2 Results and Discussion

The minimized peptide (Figure 3.20) was indeed found to compete for binding

to Fc. Interestingly, the pH dependence of peptide binding appeared to be nearly

opposite that of Protein A:Z-domain. Figure 3.21 shows that while Z-domain loses

about half an order of magnitude in binding affinity on going from pH 7.2 down

to pH 6.0, the Fc peptide gains in affinity to a comparable extent. This opposite

differential behavior is another clue that the binding interactions of the peptide
are distinct from that of Z-domain.

We find the binding affinity of the peptide for Fc at its optimum pH of 6.0

is quite high. The data shown in Figure 3.22 give a K, of 24 nM for the peptide

inhibiting the Protein A, Z-domain:Fc interaction. That result is backed up by

kinetic binding studies of the peptide (Figure 3.23) which give kon = 1.61.10% MT'
st', koff = 2.61.107* st", and Ka = 16 nM.

The near-steady state association levels from Figure 3.23 were used to com

pute a steady-state binding curve (Figure 3.24). Under steady state conditions,

the peptide appears to have a Ka =14 nM binding affinity for Fc.

Thus, a peptide of comparable size to the locked-helix Protein A variants was

created which bound Fc with an affinity comparable to that of Protein A. How is

this binding accomplished? The lack of sequence homology between Protein A
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Figure 3.21: Fc Binding and pH Dependence of FBP4.1. The FBP4.1 peptide was
able to inhibit the interaction between protein A, Z-domain and biotinylated FC
with an IC50 below 100 nM (red) at pH 7.2. This inhibition was increased at pH
6.0, down to an IC50 of about 25 nM. Interestingly, Z-domain (black) exhibits an
opposite pH dependence.

and the selected peptides, and the alanine scanning results on the Fc side of the
interface all suggest that the peptide is interacting with Fc a fashion distinct from
Protein A. What is the structure of this peptide? Where does the peptide bind Fc?

Does it mimic one of the other natural FC binding domains or does it employ a
novel FC recognition motif: The answers to these and other pressing questions
will be addressed in the next chapter as we examine the crystal structure of one
such peptide in complex with Fc.
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Figure 3.22: Ki Determination for FPB4.1. Competition binding measurements
of the FBP4.1 peptide's ability to inhibit binding of biotinylated Fc to immobilized
Z-domain were performed at a variety of biotin-Fc concentrations. A K, of 24 nM
was obtained from extrapolation.

3.9 Conclusions

From a naive population of random disulfide constrained peptides displayed on

M13 bacteriophage, members were selected which bound Fc. These peptides were

found to be competitive with Protein A with a K, of 5 p.M. Two rounds of opti

mization focused on local and then global improvements gave peptides which

bound Fc with affinities improved over 200-fold. Alanine scanning of the Fc

surface binding to peptide showed that the nature of the peptide:Fc interaction

was distinct from the interaction with protein A, Z-domain. Consensus sequence

patterns and alanine scanning of the peptide sequences suggest that a 13-residue

minimized peptide might also bind Fc with high affinity. This peptide was syn

thesized and indeed found to bind Fc tightly to Fc (Ki-24 nM, Ka=14-16 nM) in
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Figure 3.23. Kinetics of FBP4.1 Binding. Kinetic measurements of FBP4.1 binding
to immobilized FC were recording by surface plasmon resonance over a range of
concentrations. From these curves, rate constants of kon = 1.6a-10° MT' st" and
koff = 2.63:107° st" were computed.

multiple types of binding assays. Thus, this minimized peptide can bind Fc with

an affinity comparable to that of natural binding domains over four times larger
in size.
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Figure 3.24: Steady State FBP4.1 Binding. Measurements of bound fraction as
a function of steady state FBP4.1 peptide concentrations were used to compute a
dissociation constant of Ka = 14 nM.
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Chapter 4

Crystal Structure of an Engineered Peptide in Complex with FC

4.1 Introduction

The 13-residue Fc binding peptide FBP4.1 formed crystals in complex with Fc that

diffracted to 2.6 Å, making it possible to solve the structure of the peptide in com
plex with Fc. The peptide is shown to have a unique structure, which makes it a

new addition the already diverse family of Fc binding proteins with known struc

ture. Remarkably, the peptide is also found to target the same region on Fc as

the natural protein domains, suggesting that the intrinsic properties of that site

appear to be attracting molecules to bind there. A survey of the Fc binding inter

actions of all the Fc binding domains reveals that there are actually a number of

common features presented off of the diverse scaffolds.

4.2 Methods

4.2.1 Crystal Growth

The Hampton-50 factorial screening kit (Hampton Research) was used to identify

crystallization conditions. Promising results were obtained in acetate buffer at pH

5–6 with PEG and isopropanol as precipitants, which were particularly convenient

since they eliminated the need for addition cryosolvents during low temperature
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Component Concentration
Sodium Acetate pH 6.0 100 mM
Polyethylene Glycol 4K 20%

Isopropanol 20%
IgG1-Fc 100 puM

DCAWHLGELVWCT-NH2 150 p.M

Table 4.1: Crystallization Conditions. Shown are the optimal conditions for crys
tallization of the Fc/FBP4.1 complex. They were optimized with respect to pH,
buffer, precipitate concentrations, and protein concentrations.

data collection. The optimized crystal conditions are shown in Table 4.1.

Crystals were grown using standard procedures in “sitting drops" with 0.5-1

ml reservoir buffers in 24-well culture plates sealed with cover slip and vacuum

grease. Best results were obtained by mixing the reservoir solution in 1:3 to 3:1 ra

tios with protein drops. Drops sizes were 2-10 ul. Crystal plates appeared within

several days and grew to up to 0.3 mm over several weeks.

4.2.2 Data Collection and Processing

Crystals were frozen in liquid nitrogen and evaluated on a 300mm MAR-Research

image plate system with a Rigaku RU2000 rotating anode generator. Once crystals
with reasonable diffraction (~ 3.2 Å) were obtained, a full data set was collected at

the Stanford Synchrotron Radiation Laboratory. The data collection statistics are

presented in Table 4.2

4.2.3 Phasing: Molecular Replacement

Phasing of this structure was achieved rapidly since the structure of the Fc sub

unit was known. The AMoRe program [Navaza, 1994) was applied because of

its speed and convenience. It successfully found two solutions with correlation
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Source Stanford Synchrotron
Radiation Laboratory

Beam 7.1, A = 0.908
Space Group P21

Unit Cell a = 67.55 Å, b = 60.83 Å,
c = 68.17 Å, 3 = 103.87°

Resolution 25 to 2.7 Å
Rmerge 8.3%

Completeness 99.9%
Total Reflections 60,434

Unique Reflections 14,847
Redundancy 4.1
Average I/or 11.3

Table 4.2: Data Collection and Processing Statistics.

coefficients that exceeded the nearest non-equivalent solutions by over 30%. The

search model was based on a 1.9 Å structure of IgG-FC [Ultsch, 1999] which was
in turn based on Deisenhofer's structure, and the rotation search was performed

in an 85 Å cube using reflections from 10.0 to 5.0 Å and Patterson vectors from 4.0
to 25.0 Å. The following rotation and translation solutions were used to build an
initial model of the Fc dimer.

Rotation Translation C - Coeff. R - factor

203. 09 78.47 194. 90 0.1467 0.0000 0.1047 34.7 47.8

146. 62 97.86 15. 64 0.5611 0. 8730 0.89.27 26.0 50. 8

Together 37.8 46.7

4.2.4 Initial Refinement and Building

The initial model of the Fc dimer was subjected to rigid body refinement using

X-PLOR [Brünger, 1992] with reflections down to 3.2 Å. Both the R and the Rfree
dropped from around 50% down to about 38%. At this point, a map was calcu
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Figure 4.1: Initial Peptide Density. Shown is a oa weighted electron density map
[Read, 1986, Kleywegt, 1996] calculated using phases from the Fc dimer alone af
ter rigid body minimization against the observed structure factors. Peptide atoms
from the final structure (C-yellow, N-blue, and O-red) are shown to for compari
son with the initial electron density. Frames A-C show slabs of increasing distance
from the Fc surface. FC atoms are shown in green (note: sulfur atoms on the pep
tide in (C) are also green).
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Figure 4.2: Refinement. Abbreviations: RBR = Rigid Body Refinement; SAM =
Simulated Annealing Minimization followed by Conjugate Gradient Minimiza
tion; BFR = Individual Atomic B-factor Refinement. AC = Overall Anisotropic
Correction; BSC = Bulk solvent correction; CGM = Conjugate Gradient Minimiza
tion.

lated and electron density was observed for the peptide near the CH2 – CH3 region

of Fc. The density (Figure 4.1) was of such good quality that it was possible to

build an entire model of the peptide including all of the side chain atoms. It was

also necessary to rebuild several residues in the middle of the 290's loop which

participated in crystal contacts near the peptide. After including X-ray data down

to 2.8 Å and applying a round of positional refinement, the R-factor dropped to
about 35%.

91



- g-e --

- --
- 7

º _º - --. - -

- -

* > *• * , * * ~ *

-- -

- - * *

º
-

-

º i
º -

º

* *
* -

- - :TI
-

... --
* * - *

*
*-

*
--

~

º -

|

* - .



Resolution 20 to 2.7 Å.
Unique Reflections (F -> 0.1a) 14,266

Bulk Solvent Correction 0.26 e, 10.0 Å.”
R.M.S.D. in Bonds 0.007 Å.
R.M.S.D. in Angles 1.64°
Average B-factor 26.6 Å2

R.M.S.D. in B-factor for Bonded Atoms 2.1 Å”
R 19.4%

Rtree 25.2%
Number of Atoms 4863
Number of Waters 55

Table 4.3: Final Refinement Statistics.

4.2.5 Refinement

The refinement was carried out as shown in Figure 4.2. NCS restraints were

applied throughout the refinement to all Fc atoms distant (>10 A) from non
equivalent crystal contacts. NCS restraints were applied to the peptide initially,

but were removed for the rest of the refinement due to the presence of non-equiva

lent crystal contacts.

After several rounds of refinement, resolution was extended down to 27 A,

and then an overall anisotropic and a bulk solvent correction were applied. Once

the structure appeared to have converged, 55 waters were added using the crite

rion of at least a 1 a peak in (Fo-Fc) difference density along with two plausible

hydrogen bonding partners in the vicinity. The structure was complete after sev

eral more rounds of energy minimization. Refinement statistics are shown in Table
4.3.
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Figure 4,3: Structure of the Fc:Peptide Complex. Shown is the 2.5 Å crystal struc
ture of FBP4.1 (red) in complex (blue) in ribbon (A) and space-filling (B) represen
tations.

4.3 Results and Discussion

The final R and Rfree for the refinement were 19.4% and 25.2% respectively, and

the structure is shown in Figure 4.3. Note the remarkable similarity in size be

tween the minimized Fc binding peptide and the single helix variant of Protein A

(Figure 2.11), which binds in nearly the same location but is about four orders of

magnitude weaker in affinity.

4.3.1 Overall Structure

FBP4.1 adopts a 3-hairpin structure (Figure 4.4) and nestles down in a grove on Fc

formed between the 430's and 250's loops. The peptide binds Fc in a monomeric

fashion, in contrast to the EPO mimetic, which binds as a dimer [Livnah, 1996].

The structure of this 3 hairpin is also distinct from that of the EPO mimetic

in that it has nine residues separating the two cysteine residues instead of eight.

Although both FC binding and EPO receptor binding peptides exhibit superficial
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similarity in adopting bulged hairpin conformations, and in showing similar con

sensus binding sequences (GELVW in the Fc peptide, GPLTW in the EPO pep

tides [Wrighton, 1996]), the ways in which they bind their targets are completely

distinct. In the EPO mimics, much of the peptide is devoted to forming a dimer

ization interface with the other peptide, and only part of one side of each hairpin

actually contacts the EPO receptor. In comparison, one full face FBP4.1 is able to

interact with Fc, and it can bury about about 50% more surface area than one of the

EPO mimics. The Fc binding peptide also shows no resemblance to other phage

selected peptides evolved to bind VEGF [Weismann, 1998] or to a polysaccharide

binding antibody [Young, 1997].

4.3.2 Peptide Secondary and Tertiary Structure

A close look at the secondary structure of the peptide (Figure 4.5) reveals that

the regular alternating hydrogen bonding pattern of the 3-hairpin is disrupted at

Val10 in the peptide, which forms a 3-bulge in the hairpin. This 3-bulge structure

helps project the leucine side chain back towards the disulfide bridge and enables

effective packing against Trp5 (Figure 4.6). These two residues along with the

disulfide bridge form a miniature hydrophobic core on the backside of the pep

tide. The sensitivity of peptide affinity (AG=4 kcal/mole) to alanine substitution

at this position, and the extent to which both residues were conserved during se

lection strongly hints that this core may be particularly important in stabilizing

the active conformation of the peptide.

4.3.3 Fc Binding Interactions

A schematic diagram of the peptide's polar Fc binding interactions is shown in

Figure 4.7. There were a total of eight potential hydrogen bonding interactions in
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Figure 4.4: Fc:Peptide Binding Interactions. This close-up view of the complex
between FBP4.1 (DCAWHLGELVWCT-NH, yellow) and Fc (green) illustrates how
many of the peptide side chains are able to interact directly with the Fc surface,
including the critical residues Trp11 (upper right), Val10 (center), as well as salt
bridge forming residues such as Asp1 (top left), His3(lower left), and Asp8 (lower
right). 95
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13

D1

T13
D1

Figure 4.5: Secondary Structure of the Peptide. (A-D) Four views of the backbone
conformation and secondary structure in FBP4.1. Note how the regular 3-sheet
hydrogen bonding pattern is disrupted at Val10 causing a bulge to form in the
peptide structure. A type II 3-turn at Leu6 and Gly/brings the chain back around.

Figure 4.6: Tertiary Structure of the Peptide. The bulge conformation at residue
10 in the peptide causes Leu8 to point up along the backside of the peptide, en
abling the side chain to pack against the disulfide bridge and Trp4. Both Leu8
and Trp4 were highly conserved throughout the selections, apparently for their
structural roles.
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cluding four involved in intermolecular salt bridges. The pH dependent binding

of the peptide is explained by the two histidines which participate in the inter

action (His3 on the peptide, and His433 on Fc). These residues would be more

charged at pH 6.0 than at with pH 7.2, thus accounting for the observed 84 fold

improvement in binding affinity at the lower pH.

There are also a number of non-polar interactions between the peptide and

residues on Fc. Most notable are Val10 and Trp11 which pack tightly against the

Fc surface. Their critical contributions to binding are reflected by their high sen

sitivity to alanine substitution (AG = 4 kcal/mole), and the extreme degree to

which they were conserved throughout the selection process.

4.3.4 Comparison with Other Fc Binding Interfaces

The substantial overlap between the consensus binding site of the natural FC bind

ing proteins and of FBP4.1 is shown in Figure 4.8. The peptide almost entirely

covers the consensus binding regions, suggesting that it too has targeted this par
ticular site for some reason.

A summary of the statistics for FBP4.1 and the other Fc binding domains with

known complex structures is presented in Table 4.4. Remarkably, the 13 residue

FBP4.1 peptide is comparable to the natural binding domains in terms of buried

surface area, hydrogen bonding, salt bridge formation, and affinity, even though

it is less that one quarter of their size.

If we juxtapose the various Fc binding interfaces from Protein A, Protein G,

Rheumatoid Factor, and FBP4.1, some remarkable patterns appear. Figure 4.9

shows a composite map of the conserved interactions found in the consensus

binding site on FC, and Figure 4.10 shows those interactions in detail. For ex

ample, the phenyl ring of Phel4 in Protein A (Figure 4.10E:3) occupies the same
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Figure 4.7: Polar Interactions in the Fc:Peptide Interface. Intramolecular hydro
gen bonding interactions in the FBP4.1 (black) are shown. Also shown are inter
actions with positively (blue) and negatively (red) charged groups on Fc, as well
as interactions with neutral polar groups (green). Up to eight hydrogen bonds
appear to be made between the peptide and Fc, including those involved in inter
molecular salt bridges.

98



- • * *

* *
-

-
---, --- *

-
-

º---"

a

** *

* -- -:
*

* * *-
-



Figure 4.8: Footprints on Fc. (A) The consensus binding site for the natural FC
binding domains. Blue regions participate in a least one interface, yellow in two,
and red regions are found all three interfaces. (B) is the same as (A) but with
the FBP4.1 binding site superimposed in green. Remarkably, the peptide virtually
covers the regions of medium to high consensus.

position as the indole ring of Trp11 of Fc-III (Figure 4.10B:3). The indole nitrogen

of Trp43 in Protein G (Figure 4.10C:2) makes the same H-bond with Asn433 on Fc

as does the main-chain amide from Thr13 of Fc-III (Figure 4.10B2). Tyr 98H and

Asp31H (Figure 4.10D.6,9) from the Rheumatoid Factor heavy chain make identi

cal hydrophobic and polar interactions, respectively, as Val10 and Glub on Fc-III
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Fc Binding Buried Hydrogen | Salt Affinity
Domain Surface Area (A*) | Bonds | Bridges (Ka)

Protein A 1310 4 0 10 nM
Protein G 1350 10 2 7 nM

Rheumatoid Factor 1520 8 2 ~ 10 puM
Fc Receptor ~1600

- -
15 nM

FBP4.1 1180 8 3 25 nM

Table 4.4: Comparison of Fc Binding Domains. Buried surface areas were com
puted using X-PLOR [Brünger, 1992]. Hydrogen bonding counts were obtained
from visual inspection and should be considered estimates since all of these struc
tures have a resolution > 2.5 Å. Literature affinities from: [Braisted, 1996] (Protein
A), [Fahnestock, 1990) (Protein G), [Corper, 1997] (Rheumatoid Factor).

(Figure 4.10B:69), and Lys28 from Protein G (Figure 4.10C:8) makes the same salt

bridge that His3 does from the Fc-III (Figure 4.10B:8). In a striking example of

repeated convergent evolution at the atomic level, the backbone amide of Val10

in Fc-III (Figure 4.10B:5), Glu27 in Protein G (Figure 4.10C:5), the backbone amide

of Tyr28H in Rheumatoid Factor (Figure 4.10D:5), and Gln11 in Protein A (Fig

ure 4.10E:5) all make the same buried hydrogen bond with the backbone amide

proton of Ile253 on Fc.

4.3.5 Crystal Packing

As indicated above, dimerization of the peptide does not appear to occur when it

interacts with FC. The minimum separation between peptides in the crystal lattice

is about 20 Å. There are two kinds of packing interactions in the crystal lattice:
those that are pseudo-symmetric with respect to the Fc dimer (Figure 4.11A) and

those that are not (Figure 4.11B). The bound peptide is located at a crevice that

exists between the two crystal packing layers, and thus the peptides have both

equivalent and non-equivalent crystal contacts.

The pseudo-symmetric contact is with the 290's loop. Tyr295 actually packs
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Figure 49: Conserved FC Interaction Map. Topological distribution of conserved
interactions in the consensus binding site on Fc. The predominantly hydrophobic
consensus region is shaded. Hydrogen bonding sites are shown with diagonal
lines and salt bridging locations are denoted by open circles. Nitrogen and oxy
gen atoms are colored blue or red respectively, and carbon and sulfur atoms are
colored green.

against Trp11 in FBP4.1. The asymmetric contacts involve Asp1 of the peptide
and the C-terminus of subunit A on Fc and residues on the short 350's helix.

Although some of the full length peptides were found to crystallize in com

plex with Fc, they adopted an alternate crystal form which did not diffract well

(typically only to about 5A). The presence of packing interactions between the
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Figure 4.10: Conserved Interactions in the Fc Binding Interfaces. Com
parison of the Fc binding interactions of (A) the selected peptide, FBP4.1
(DCAWHLGELVWCT-NH2), (B) domain C2 from Protein G, (C) rheumatoid fac
tor, and (D) domain B of Protein A. Numbers indicate the following conserved
interactions: (1) salt-bridges with His433, (2) hydrogen bonding to Asn434, (3)
hydrophobic packing onto His435, (4) burial of the hydrophobic "knob" formed
by Ile253 and Ser254, (5) hydrogen bonding to main chain (N-H) of Ile253, (6)
hydrophobic packing onto Met252 and Tyrá36, (7) hydrogen bonding to Ser254,
(8) salt-bridges with Glu380, and (9) salt-bridges with Arg255. For clarity, only
interfacial atoms are shown, and only nitrogen and oxygen atoms involved in
conserved polar interactions are colored blue or red respectively. The remaining
contact atoms are colored yellow and green. The dynamic adaptability of this site
can be viewed in a movie on the CD-ROM (Section C.2.1).

102



Figure 4.11: Crystal Packing Interactions in the Fc:Peptide Complex. The asym
metric unit in the Fc:FBP4.1 complex consists of one dimer of Fc (gray) and two
peptides (yellow). The crystal packing interactions can be broken down into (A)
those interactions which are pseudo-symmetric with respect to the Fc dimer, and
(B) those which are not. Both types of interactions occur near the peptide binding
site.
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Figure 4.12: Hydration of the Fc:Peptide Complex. Fifty-five waters (blue) were
placed in the Fc:FBP4.1 structure, but none of them were found to participate in
any Fc-peptide binding interactions.

N-terminus of the 13 residue peptide perhaps explains why the longer peptides

were unable to generate good crystals of this form.

4.3.6 Hydration

Although evidence for 55 tightly bound waters was seen in the crystal structure,

no water mediated interactions were found to exist between the peptide and Fc.

The close packing of the peptide onto the Fc surface would appear to exclude the

possibility of waters participating in this interface. Bound waters were distributed

fairly randomly over the structure (Figure 4.12), but none were found within prox

imity of the peptide.
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4.4 Conclusions

The crystal structure of the FBP4.1 peptide bound to Fc reveals a novel Fc binding

motif not present in any of the natural FC binding proteins. The peptide targets the

consensus binding site identified from overlapping the binding sites of the natu

ral domains, and it occupies the same region as helix 1 on protein A. However,

instead of adopting a helical scaffold resembling the locked-helices, the peptide

forms a 3-hairpin with a bulged residue that assists in the formation of a small

hydrophobic core on the backside of the peptide. From this novel scaffold, the

peptide presents a family of Fc binding interactions which are closely related to

those in the natural FC binding domains. Comparison of all the Fc recognition do

mains gives a consensus picture of the binding site along with a map of the pre

ferred locations for interactions. The geometric constraints in such a map could

have utility in engineering even smaller binding domains to associate with the

consensus binding site.
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Chapter 5

SiteFinder: A Tool for Comparing Protein Surface Patches

5.1 Introduction

The extraordinary convergent binding behavior on Fc led us to wonder whether

this “consensus" binding region was selected for binding due to its intrinsic phys

ical and chemical properties in addition to whatever biological function binding

Fc may have. To address this question, we performed an in silico patch-based

analysis of the Fc surface.

The idea of using patch analysis to identify protein interface binding sites was

originally suggested by Jones and Richardson in their surveys of protein inter

actions [Jones, 1996). In their implementation, patches were based on a central

residue and surrounding nearest neighbor residues. Only a small number of

patches (<100) were generated and scored by various criteria.

Here we extend that work in two ways, (1) by increasing the size of the patch

set four orders of magnitude, and (2) by using a more flexible atom-based patch
definition.

Our computational approach to identifying binding sites on Fc is designed to

mirror the phage selection experiment performed in the laboratory. Just as we

screened our billion-member peptide library against Fc, we screen our million

member patch library against a set of characteristics likely be involved in binding.
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Since we have empirical results which demonstrate that the consensus binding

site is the preferring binding site on the molecule, we can compare this binding

site against the patch distributions in order to learn what distinguishes it.

5.2 Software Development

SiteFinder was developed in the C programming language on a Linux workstation

using the standard development tools. The Midasplus package [Ferrin, 1988] was

used extensively to visualize SiteFinder output, and various scripts for the CNS

program [Brünger, 1998] were created to test and reformat SiteFinder results.

5.2.1 Algorithm

A schematic overview of how the sitefinder program works is shown in Figure

5.1. The program starts with a solvent accessible surface, generates a large set of

patches, scores those patches according to selected criteria, and then outputs that

information as lists, or alternatively, as average ranks mapped across the protein
surface.

Surface Area Calculation

For convenience and speed, SiteFinder uses a discrete approximation of protein

surfaces rather than an analytical one. The surface representation employed by

sitefinder is similar that generated by the DMS molecule surface algorithm from

MIDAS [Ferrin, 1988] but it generates solvent accessible surfaces instead of molec
ular surfaces. Solvent accessible surfaces exist one water radius (14 A) farther

from van der Waals surface of the protein.

A spherical set of points for each atom was derived from a dodecahedron.

.
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Figure 5.1: SiteFinder Overview. The SiteFinder program operates in the above
manner to generate and score populations of up to 10° surface patches on a protein
surface.
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Each equilateral triangle in the dodecahedron is subdivided into four smaller tri

angles whose vertices are pushed out to the surface of the sphere. This subdivi

sion process is repeated until 1280 triangles are obtained. This results in a highly

regular sampling of the spherical surface. The area associated with each point

is the sum of one third of the areas attributed to each triangle that shares the

vertex. The area of each spherical triangle can be computed using the formula

area = R*(o + 3 + y – T) where R is the radius of the sphere, and o, 3, Y are the

angles in radians [Bartsch, 1974]. Because it is impossible to tessellate a spherical

surface with a completely regular array of >20 points, the amount of surface area

attributed to each point varies within a small range.

The set of all points over all atoms in the molecule is then assembled and fil
tered for intersection with the solvent accessible surface of other atoms. Points

that are within the solvent accessible radius are eliminated. What remains is the

solvent accessible surface representation shown in Figure 5.2.

Also computed is a set of solvent accessible surface points for each atom in the

presence of only those atoms that are covalently bonded to it and within 2.5 Å (or
within 3.0 Å for main chain atoms in adjacent residues). This gives a measure of
the potential solvent accessible surface that each atom is capable of achieving in

the absence of any secondary or tertiary packing interactions, given the unavoid

able obstruction from covalent neighbors. For example, using these cutoffs, the

maximum solvent accessible surface of the C. atom in a phenylalanine is the sol
vent accessible surface area of that atom, minus the fraction of surface occluded

by the C.1, C2, C31, and C32 atoms in the ring. Similarly, the maximum accessible

surface area of a C., atom in an alanine is its own accessible surface area minus

that occluded by Ca,N.C.O.C.", and O'T'.

109



** *** - - -
**** * * * * * *

tº sº.”. “

is re-- * * * *



Figure 5.2: SiteFinder's Solvent Accessible Surface Representation. SiteFinder
uses a point-based molecular surface representation of a protein's solvent acces
sible surface. Following generation, each point has associated with it an (x,y,z)
coordinate, a surface area, and a (x,y,z) surface normal.

Patch Set Generation

Patches are generated in a random fashion using a weighting scheme which in

sures that atoms are sampled evenly across all sets of patches. To generate a patch,

an atom is first chosen at random using the current weights (W.'s). For each subse

quent atom, a neighboring atom is randomly chosen using the weighting formula:

weight(i) = count(neighbors of i already in set)** W. (5.1)

110





W, is the overall weight for a given atom computed from the formula:

B;
W = 1 + count(usage of atom i in all sets) (5.2)

and where B, is a base weighting to correct for adjacency bias:

1
(5.3)

i = count(neighbors of atom i)

This weighting system favors selection of patches which are globular in shape
and which are distributed in an even fashion over the entire surface without over

weighting or under-weighting any particular region.

The solvent accessible surface for the patch is computed by summing up the

surface areas on each atom, and a patch is considered complete when the total

surface area exceeds the specified threshold. About a million patches can be gen
erated in an hour on a machine with 128 MB of RAM.

Calculation of Patch Properties

After all patches have been generated, they are analyzed according to a series of

properties. The following criteria are available:

where:

I is the set of atoms in a patch.

A, is the area of atom i.

AT = XDie A, is the total area of a patch.

Charge Density = XXier charge;|/AT
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Polarity =XX, A, ■ at : je {N.O} in I and charge, > 0.25

Accessibility = AT/XDief M. : M, is the maximum potential exposed surface area for

each atom in the absence of packing interactions.

Planarity = |XX vel/count(v*) : vs are all surface normals on all atoms in the patch.

Area Per Atom = AT/count(I)

Non-polar Area Per Atom =XX, A, ■ count(I) : je I where charge;| < 0.25

5.2.2 Implementation and Testing

Approximately 6000 lines of C code were required to implement this system, of

which 50% were written specifically for this project. The remaining code was as

sembled from other original programs written by myself over the past five years.

About 75% is devoted to the parser, vector libraries, error checking, and utilities,

and so the algorithm itself only consists of about 1500 lines of code.

Extensive testing was performed along the way to insure that SiteFinder pro

duced accurate surface area statistics and that it generated reasonable and di

verse patch sets. Specific numeric results output by SiteFinder were verified with

CNS scripts whenever possible using the built-in surface area measurement tools.

Some example surface patches on Fc are shown in Figure 5.3.

The probability weighting mechanism was introduced in order to obtain even

coverage of the final surface over all the patches. Over the Fc surface, each accessi

ble atom participates in 2.5+0.24% of the patches, as would be expected since the

ratio of the patch size to the total surface of the molecule is 0.024. Thus for every

million Fc surface patches, each atom participates in 25,000 different patches on

average.
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Figure 5.3. Example Surface Patches. Shown in red are nine example 525 Å.”
surface patches generated on the Fc surface. The probability weighting algorithm
insures that the Fc surface is sampled evenly over all regions.

5.3 Application to the Fc Surface

The strict consensus binding site consisted of solvent accessible atoms that were

present in each of the Fc binding interfaces, and those atoms are shown in Table

5.1. On average, this set of atoms accounts for 525 A* of solvent accessible surface
on the surface of Fc.

2.5 million 525 A* surface patches were generated over five Fc crystal struc
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Residue Consensus Contacts
Leu251 O

Met252 Ca, Ca, C, Ss, C.
Ile253 N, Ca, C, 1, C2, C31
Ser254 N, Co, Ca, O,
His433 C., O
Asn-434 N, Co., C3, C, Osl, N32, C, O
His435 Ca, C, NS1
Tyr436 C3, C, Cs1, C32, C.1, C.2, C.

Table 5.1: Consensus Contacts on FC. These are the surface atoms found in all four
Fc binding interfaces resolved at high resolution (protein A, protein G, rheuma
toid factor, and FBP4.1). Together, these atoms account for an average of about
525 A* of surface area on an Fc dimer subunit.

tures. The structures used were the dimer Fc binding domains from the struc

ture of Fc alone and in complex with Protein A: B-domain [Deisenhofer, 1981],

Fc bound to protein G. domain C2 [Sauer-Eriksson, 1995), Fc bound to rheuma

toid factor [Corper, 1997), and Fc bound to FBP4.1. 500,000 surface patches were

generated on each structure and then the results were combined. By using five

structures instead of just one, it was hoped that the effects of biases or errors in

the individual structures would be reduced. However, because the patch analysis

depends more on the chemical nature of surface atoms than on their exact confor

mations, measurements made on any of the individual FC structures were found

to be nearly equivalent to results computed over all structures.

The distribution of solvent accessibilities of surface patches on Fc is shown in

Figure 5.4, along with that of the consensus binding site. Accessibilities are com

puted both in terms of solvent accessible surface area per atom and solvent acces

sible surface fraction. The latter measurement is superior because not all covalent

structures present in protein side chains can bury the same amount of surface area

per atom. For instance, the solvent accessible surface area of a C., atom in a tyro

3.
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Figure 5.4: Accessibility of the Fc Surface. Histograms showing (A) the solvent
accessible surface fraction and (B) the accessible surface area per atom over the
population of patches generated on the Fc surface. Arrows indicate where the
consensus binding site falls in the distributions.

sine is inherently more occluded than the oxygen of the hydroxyl group, due to the

higher valency. In order to obtain an atomic metric for surface area which takes

into account the covalent context of an atom, a separate measurement is made

of how much surface area each atom has in the absence of non-covalent pack

ing interactions, and then this number is used to normalize the actual amount of
accessible surface to the obtain solvent accessible surface fraction.

As shown in Figure 5.4A, the consensus binding site is more solvent exposed

than the vast majority of surface patches on the Fc surface. The exposed nature

tº r
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of this site may make it possible for a larger variety of structures to interact here,

since a highly accessible surface will have fewer obstructions, and thus fewer in

herent geometric restrictions in binding than a site which is highly occluded. In

geometric terms, a convex surface can be approached from a variety of different

directions, while a concave surface can be explored from only one.

Also, note that the solvent accessible surface area per atom (Figure 5.4B) in

the consensus region is closer to the average value than the fractional accessibility

because many of the atoms in the consensus site are part of ring systems (His

and Tyr side chains), in which the atoms are inherently more obstructed by their

covalently bound neighbors. The accessible nature of the consensus binding site

would not be as apparent if we only measured the solvent accessible surface area

per atom without taking into account the background environment of the different
atoms.

The polarity of surface patches on Fc is shown in Figure 5.5, along with that of

the consensus binding site. Three different measurements of polarity were made:

the fraction of the surface capable of hydrogen bonding, the non-polar surface

area per atom, and the charge density. In each case, we find that the consensus

binding site is of lower polarity, and is thus more hydrophobic than most other

patches on the protein surface. Given that polar interactions are thought to be the

primary determinants of specificity in protein interactions, it would seem logical

that a cross-reactive binding site would be less specific since it must interact with

a variety of different binding partners.

The planarity of surface patches on Fc is shown in Figure 5.6. Here find that

even though the consensus binding site is located at a cleft between the CH2 and

CH3 domains, it is of only average planarity. This metric is therefore not useful

for distinguishing the consensus binding site from the rest of the IgG-Fc surface.
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Figure 5.5: Polarity of the Fc Surface. Histograms showing (A) the polarity, (B)
the non-polar surface area per atom, and (C) the charge density over the popula
tion of patches generated on the Fc surface. Arrows indicate where the consensus
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Planarity
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Normalized Vector Sum of Surface Normals

Figure 5.6: Planarity of the Fc Surface. Histogram showing (A) the planarity
population of patches generated on the Fc surface. Arrows indicate where the
consensus binding site falls in the distribution.

Although the site exists at a cleft between the CH2 and CH3 domains, the nature

this planarity metric can not distinguish a large cleft from a collection of small
clefts.

Given that the consensus binding site is more accessible and less polar then

most patches on the Fc surface, we can combine these two properties together in

order to attempt a post-hoc "prediction” of where molecules would bind if driven

by only these two considerations. We tried combining sites with a high accessible

surface fraction with those having a low fraction of the surface capable of hydro

gen bonding. The results of this experiment is shown in Figure 5.7 juxtaposed

with the consensus binding site on Fc.

We find that only two large regions of the Fc surface are identified as being

substantially non-polar (Figure 5.7). The first is a region which includes the con

sensus binding site at the CH2-CH3 domain hinge and continues over a portion of

the CH2 domain. The second is a patch on the inside of CH3 near the interior homo

dimerization region of the domain. A smaller non-polar region is identified near

the tip of the CH2 domain.
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Figure 5.7: SiteFinder Maps of the Fc Surface. (A) the consensus binding site
on Fc, (B) regions of the Fc surface with an average polarity ranking of 30.40 (C)
regions of the Fc surface with an accessibility ranking of >0.44, and (D) regions
with an average combined ranking [((1 – polarity) + accessibility)/2) of >0.55.
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In terms of accessibility, there are a number of exposed surfaces on the Fc dimer

with accessibilities comparable to that of the consensus site (Figure 5.7C). How

ever, the large patch of non-polar surface area near the interior of the Fc dimer

does not include any of these accessible surface patches.

By combining the two metrics together, we can eliminate much of the Fc sur

face (Figure 5.7D) from consideration. What remains is one region that contains

the consensus binding site and a second region on the tip of the CH2 domains

which corresponds remarkably to where the CH1 domain would be attached in an

intact IgG molecule.

If only accessibility and non-polarity were important in binding Fc, we would

expect Fc binding domains to have evolved to interact with all parts of the iden

tified exposed hydrophobic region. Indeed, both Protein A (Figure 3.3) and the

neonatal FC receptor (Figure 3.6) cover additional portions of this region. How

ever, the consensus behavior tells us that molecules specifically seek out the part

of this region which includes the domain hinge. What distinguishes this site in

particular? Perhaps the location at a domain hinge is itself important. In the next

chapter, we will try to answer the question by looking at how the Fc dimer adapts

in the various complexes, and how that adaptability affects this hinge region in

particular.

5.4 Conclusions

Surface patch analysis performed on a collection of Fc crystal structures reveals

that the consensus binding site is more accessible and less polar than most surfaces

on the Fc dimer. By combining these two properties into a search criterion, it

proved possible to eliminate most of the Fc surface from consideration, leaving
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only two regions remaining on the Fc surface. One of these regions is located on

the tip of the CH2 domain, where the CH domain would be located in the context

of an intact IgG molecule. The other region contains the consensus binding site,

but also includes additional surface on the CH2 domain. Since natural proteins and

selected peptides target the subset of the region which includes the domain hinge,

we conclude that some additional properties of this area must be responsible for

making it the preferred interaction site.
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Chapter 6

RigiMOL: A Tool for Analyzing and Visualizing Structural Changes

Difficulties in understanding the adaptable nature of the consensus binding site
on the Fc led me to conclude that additional methods were needed to assist us in

understanding and visualizing how proteins change and adapt to various condi

tions. A survey of the literature and available software did not turn up anything

like what I envisioned: a program that could apply an objective, reference-frame

independent analysis to two or more conformations of a protein structure and re

duce all of the atomic motions down into a list of concepts that could be readily

understood by the human mind. Therefore, I decided to develop my own solu

tion to this problem. RigiMOL (pronounced “RIDGE-ih-mall") is the result of this
effort.

6.1 Introduction

Protein structures consist of many thousands of atoms that are interconnected by

a variety of covalent and non-covalent interactions. For the most part, these inter

actions act over a very short range. For example, covalent bond distances between

carbon, hydrogen, nitrogen, oxygen, and sulfur are all 32.0 Å in length. Strong
hydrogen bonds involve close contacts (<3.0 Å) between the donor and acceptor
atoms. Van der Waals interactions fall off very rapidly as atoms become separated

122



- -

-- - - - -

-***** - * *

.**** -
*
-** - - - -

ºzºana-- - - - -



Figure 6.1: Cartesian Versus Conceptual Descriptions of Motion. Conceptually,
changes in protein structure can be viewed as the individual motions of many
small atoms (circles in A and B), or alternative, as the relative motions of associ
ated groups of atoms (blue and black groups in C and D). Although equivalent,
the latter approach is simpler and much easier to comprehend.

by more than the length of their combined van der Waals radii, and T-stacking

interactions involving aromatic side chains also require adjacency of atoms. Even

potentially long range electrostatic interactions often involve contacts between op

positely charged groups that are only 3.0-5.0 Å apart.
Because most interactions act over a short range, one would expect adjacent

atoms to often exhibit correlated motion. In other words, if an atom, A, is dis

placed by an angstrom, the atoms to which it is bonded will need to move as

well, and so will the atoms A will be displacing. Those atoms not interacting with

A would remain fixed (Figure 6.1, A and B). Imagine that A is surrounded by

a neighborhood of a dozen atoms. What would be the best was to describe the
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displacement process?

One the one hand, we could describe the displacement by recording the start

and end coordinates of all atoms. This would be a laborious process that would

provide little conceptual insight, but it would encapsulate all the information in

an exact fashion. This is essentially what we do when we solve multiple crystal

structures of a protein adopting different conformations. One the other hand, we

could break the set of atoms down into two groups: group 1, the set of atoms

that moves with A, and group 2, the set of atoms that does not move with A. The

displacement process could then be described as group 1 moves one angstrom

relative to group 2 (Figure 6.1, C and D). This simple description provides a better

understanding of what actually occurred than would a list of coordinates and

relative displacements.

Of course it is quite easy for the human mind to analyze the motion of a hand

ful of atoms and provide a conceptual description of a process such as that shown

in Figure 6.1. However protein structures consist of thousands of atoms. It is

far beyond the capability of the human mind to simultaneously analyze all atoms

and draw meaningful conceptual conclusions. However, a computer can ana

lyze many thousands of parameters at once and distill the information down into

something interpretable.

6.1.1 Why RigiMOL?

RigiMOL reduces the motions of many thousands of atoms down to conceptual

motions of relatively few objects, referred to as domains. These domains consist

of groups of atoms that show correlated motion. Once RigiMOL has identified

domains in proteins, it can generate three dimensional movies which morph pro

teins from one conformation to another. This enables a human being to readily
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grasp motions in very complicated systems with minimal effort.

In order for a human being to achieve a conceptual understanding of com

plicated protein motions in the absence of a tool like RigiMOL, it is necessary to

reduce the complexity of the system being analyzed to the point where a human

can simultaneously focus on all of the components being compared. This could

mean visualizing the motion of the Co atoms only in order to look for global con

formational changes, or it could mean focusing on a small region of the protein.

However, this simplification process can often introduce biases into the analyses

since it is the human being that decides what to look at and what to compare. By

necessity, the reference frame and comparison set are subjective.

In contrast, a program like RigiMOL is objective. It performs its analysis in a

reference-frame independent manner by using internal coordinates of the struc

ture. It also operates on the entire structure at once when it makes comparisons.

Complete manual analysis of two or more protein structure can take hours or even

days. In comparison, RigiMOL does its job in about five minutes for a 3000 atom

molecule. A structural biologist equipped with RigiMOL can thus spend much

more time on interpreting motions in protein structures instead of just trying to
understand what the motions are.

As an added benefit, RigiMOL's 3-D morph sequences can be used to create

highly effective animations graphics that clear illustrating how proteins change

and adapt.

6.1.2 Background

The dynamic nature of protein structures have led many research groups to inves

tigate the nature, source, and effects of these motions [Gerstein, 1998]. One of the

earliest examples of a large scale conformational change was that of the haemag

}
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glutinin membrane glycoprotein which brings about membrane fusion through

coil helix transition resulting from a pH shift [Carr, 1993). However, many much

more subtle but important conformational changes occur in nature. For example,

the highly allosteric enzyme glycogen phosphorylase undergoes a variety of struc

tural changes in response binding of glucose-1-phosphate, glycogen, and AMP.

and in response to phosphorylation [Browner, 1992].

Several research groups have attempted to develop algorithms for automated

identification of protein domains. Visual inspection of difference maps is perhaps

the simplest of these approaches [Rossman, 1974], and this can be augmented

through use of clustering [Crippen, 1978]. More sophisticated approaches involve

mathematical tools such as normal mode analysis [Levitt, 1985].

More recently, software for carrying out these types of analyses has started to

appear. Nichols, et al. have developed an approach based on difference distance

matrices which operates on sets of fixed residues groups as the "atomic” unit in

its domain search [Nichols, 1995). Wriggers and Schulten have developed an ap

proache that operates only on o-carbon coordinates and uses an adaptive least

squares fitting method to identify domains [Wriggers, 1997]. This method also lo
cates effective rotation axes which can be visualized on the static structures. Most

recently, Gerstein and Krebs have developed a web server for visualizing protein

motions which employs a molecular dynamics based algorithm to generate trajec
tories between two conformations [Gerstein, 1999].

RigiMOL improves on the above work in the following ways: (1) it includes

motions of all non-hydrogen atoms, (2) it uses both distance difference matrix

and R.M.S.D. fitting criteria, (3) it provides both analytical results and dynamic

trajectories, (4) it uses a deterministic algorithm, (5) it is highly automated, and

(6) it is not restricted in its application to proteins only.
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6.2 Software Development

6.2.1 Algorithm

An overview of how RigiMOL works in shown in Figure 6.2. It requires two or
more structure files in PDB format. The residue numbers and chain identifiers in

the structures must be aligned in order for RigiMOL to properly match them.

Matching

The matching process requires sorting of the structures, and then a careful geo

metric examination of the pseudo-chirality of equivalent atoms in the structure.

This problem arises because although atoms such as C, and C2 in a residue such

as phenylalanine are chemically equivalent, they have different atoms labels and

different coordinates in the PDB file. Crystallographers do not generally adopt

any consistent convention in labeling these atoms, so RigiMOL must make sure

that all the structures it is going to compare are consistent with one another. Rigi

MOL uses the first PDB files as a template and then interchanges atoms in Phe,

Leu, Val, Asp, Glu, Phe, Arg, and Tyr as required in order to obtain structures

with matching pseudo-chirality.

For visualization purposes, RigiMOL also has the capability of morphing any

of the natural 20 amino side chains into another natural side chain. If this option

is activated, matching of atoms in such residues then would be carried out at this

point. Alternatively, riginol can simply just match the backbone atoms, deleting
the unmatched side chain atoms.
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Load Two or More
Molecular Structures

W
Match Residues,

Fix Nomenclature, and
Graft Point Mutations

W
Generate Difference

Distance and Difference
Angle Matrices

W
Initiate Clustering By

Identifying Rigid
Covalent Groups

W
Merge Covalent

Groups into Clusters

W
Finish By Combining
Clusters Into Domains

W
Write Out

Domain Information

!
Generate Interpolated

Coordinate Sets

Figure 6.2: RigiMOL Overview. RigiMOL converts three dimensional coordinate
files into lists of concepts and interpolated coordinate files which can be used to
generate dynamic movies of structural motions.
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Measuring

Throughout the entire domain identification process, RigiMOL operates in inter
nal coordinates. These coordinates are based on the geometrical relationships of

the chemical bonds. Following atom matching, two square matrices are generated

of dimension equal to the number of bonds in the structure. The first is filled with

the inter-bond distances, and the second with the inter-bond angles. These large

matrices are used throughout the clustering process to measure similarity.

Clustering Algorithm

Over the first two levels, RigiMOL's clustering algorithm operates on the assump

tion that elements of maximum similarity should be clustered together, provided

that they are within appropriate proximity of one another. Differences between

elements are sorted based on their differences, and then the closest pair is merged

together. Then the next pair is considered, and so on.

However, when considering the merger of an element into an existing group,

a cutoff threshold is applied. The element under consideration can not join the

group if that element is too distant from an existing element in the group. Instead,

it will either need to join another group, or remain isolated. The same rule is

applied to merger of two existing groups, with one exception. If an element in

one group can be transferred over to another group to give lower total deviations

within both groups, then an element transfer will occur.

At the first level of clustering, only covalently bonded atoms are clustered

together into groups. This stage is designed to locate structures such as aro

matic rings and find other inflexible elements of protein structure (such as peptide

bonds). By grouping these rigid elements together, the complexity of the problem
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Figure 6.3: Rigimol Domains. RigiMOL defines a domain as a collection of atoms
that move together. The domains shown here in different colors are small and
were generated using fairly stringent parameters. Larger domains (up to the size
of complete protein folding unit) can be obtained through use of less stringent
criteria.

is significantly reduced.

At the next level, covalent groups are merged together to form clusters. Clus

ters can be disconnected with respect to covalent structure, but must contain ele

ments close enough to satisfy the neighbor cutoff criterion.

At the third level of clustering, a different approach is taken which involves a

real-space R.M.S.D. comparison. In this case, the user specifies a minimum level of

divergence (in ratios of A.R.M.S.D.) which two domains must exhibit to qualify as
unique domains. Clusters which do not meet this threshold are merged together.

Example domains are shown in Figure 6.3.

Throughout all levels of clustering, a shape cutoff is applied. This dimension

less quantity relates the number of bonds in a domain to the size of a sphere re

quired to contain those bonds. Low shape cutoffs (~25) give much more spherical

domains, while larger cutoffs (up to 500) permit much more extended structures.

The primary function of this parameter is to prevent formation of unrealistically

elongated groups and clusters at the first two levels of clustering.
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Figure 6.4: Representation of a 3-D Transformation. RigiMOL moves domains
through space by rotating them about the characteristic axis (blue) of the 3-D
transformation while coupling that movement to a screw rotation (yellow) about
the path of motion (red).

Fitting

Although the entire domain identification process was performed in internal coor

dinates, visualization of protein domains requires some kind of real-space super

position of the structures. The user can specify whether RigiMOL should simply

superimpose the o-carbon backbone or superimpose a particular identified do
main.

Interpolation

Once a superposition has been chosen, RigiMOL can then generate real-space tra

jectories of the structure moving from one conformation to another. For reasons

of simplicity, determinism, and smoothness, this process is accomplished using
distance geometry exclusively rather than molecular dynamics.

In order to convert one structure into another, each domain identified by Rigi

MOL must undergo a three dimensional transformation. Except for a few degen
erate cases (rare), this transformation can be described as a rotation about a fixed

axis combined with a screw rotation along the direction of motion (Figure 6.4).
By iterating along this transformation in a stepwise fashion, it is possible to
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generate a trajectory which interpolates between the two structures. For most

simple motions of side chains, the axis of motion coincides fairly well with an

actual bond axis in a structure, resulting in a very natural looking transformation.

The relative geometry of atoms within domains remain largely unchanged (by

definition), so their motion is quite plausible. Thus, it is possible to obtain realistic

looking trajectories of protein motion without doing a single step of molecular

dynamics!

Some refinement to the initial transformations is applied in order to minimize

distortion of bond lengths and steric clashes. In truth, the energies of the inter

mediate structures are still likely to be quite high, but the purpose of the software

is to illustrate differences between states, not to generate energetically plausible

pathways between them.

Figure 6.5 shows a comparison between RigiMOL's approach to interpola

tion and two other approaches. RigiMOL produces smoother trajectories than

restrained molecular dynamics while still preserving much of the covalent geom

etry that would be distorted by a smooth linear interpolation.

6.2.2 Implementation

RigiMOL was written in the C programming language on Linux workstations us

ing the standard development tools. The 12,000 lines of source code are roughly

modular and share a number of routines in common lineage with SiteFinder. The

program is controlled using a script language, and reads and writes standard for

mat PDB files as well as command scripts for MIDAS which aid in visualization
of motions.
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Figure 6.5: Interpolation Comparison. Three approaches to interpolated motion
are compared. A linear interpolation (A) is smooth but distorts the covalent ge
ometry of the structure, in this case compressing the aromatic ring to a third of its
true size half-way through the interpolation. (B) molecular dynamics approaches
introduce random variability into the interpolation and tend to hop discretely be
tween low energy states. Such interpolations appear jerky and the extraneous
motion is distracting. (C) RigiMOL generates a smooth path between two states
while preserving the internal geometry of the domains in motion.

6.3 Demonstration

Here we demonstrate the application of RigiMOL to a small test system. The two

structures being compared are crystal structures of two Vl chains of an Fab from

[Muller, 1998], which are unremarkable except for the fact that their elbow angles
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load
pdb filename vll.pdb end

pdb filename vl2.pdb end
end

reference
bond_cutoff * 0.4
neighbor_cutoff = 2.9

end

compare end

analyze

group distance cutoff
group angle_cutoff
group_shape_cutoff

cluster_distance_cutoff
cluster_angle_cutoff
cluster_shape_cutoff

domain_similarity_cutoff
domain_size cutoff
domain_shape_cutoff

end

- 1

- soo.

fit mode = domain domain = 1 end

write

analysis
prefix = m/vl
min_domain_size = 2
num_colors = 36

fits
min_domain_size = 10

end

interpolation
prefix = m/int
steps - 30

end

end

stop

Figure 6.6: Example RigiMOL Script. RigiMOL is controlled using a script lan
guage similar to other molecular modeling and refinement programs. Various

.25
* 30.
* 25. 00

.50
m 45.
* 100. 00

.25

00

Distance (Angstroms)
Angle (Degrees) 0-180
Shape Ratio (25-500)

Distance (Angstroms)
Angle (Degrees) 0-180
Shape Ratio (25-500)

Shape Ratio (25-500)

parameters can be adjusted to suit the particular application.

differ by over 30 degrees.

The RigiMOL input file used in analyzing these two structures is shown in

Figure 6.6. Because these structure are relatively small (only 1652 atoms) the entire

analysis and interpolation process takes only a couple minutes on a Pentium II
class machine.

In addition to providing a number of MIDAS scripts as output to assist in vi
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Domain Size Shape-Ratio Residues
691 734 .4 1-101

2 683 105.1 108, 110-155, 157-164, 171-203,205-213
3 33 68.2 106-111,140
4 33 40.8 106, 166-171
5 27 92.9 101-106
6 16 20.2 154-157
7 17 83. 6 164-167
8 15 75.7 2-3
9 11 4.6 203-204

10 7 2.6 83
11 6 6.2 105
12 7 47.1 28
13 5 2.3 142
14 5 13.4 103
15 5 2.0 165
16 5 2.5 123
17 5 2.1 24
18 5 2.2 18
19 5 2.4 166
20 5 2.4 143
21 5 12.4 188
22 4 0.8 170
23 4. 0.9 26
24 4 0.9 93-94
25 4 0.9 152
26 4 1.3 54
27 4 7.3 108
28 4 1.1 109
29 4 7.4 42
30 4 0.8 211
31 3. 1.8 204-205
32 3. 3.7 183
33 3 4.2 126
34 3 2.9 129
35 3 3.5 24
36 3 2.5 172
37 3 4.3 169
38 3 4.1 107
39 3 3.5 18
40 3 2.1 160

. (continues)

Figure 6.7: Example Domain List. RigiMOL outputs a list of domains which in
cludes the atom count, shape ratio, and a list of residues whose atoms participate
in the domain.

RMSD Statistics and relative RMSD of domain in column after
domain in row.

Overall Pit * 3.06 l 2 3 4 5 6 7 8 9

Domain 1 Fit = 0.37 | 37.2 13.7 19.9 1.3 38.9 15.0 1.7 38.8
Domain 2 Fit = 0.34 || 29.2 4.0 4.7 8.8 1.1 2. 4 39.5 3.5
Domain 3 Fit * 0.44 || 28.2 12.3 3.2 9.4 14.2 3. 4 36.0 8.1
Domain 4 Fit * 0.38 || 40.0 11.8 4.2 15. 7 12.1 2.5 51.9 14.9
Domain 5 Fit = 0.26 4.2 45.7 16.4 24.1 47.5 17. 9 5.4 48.0
Domain 6 Pit - 0.23 36.0 5.1 13.3 15. 6 15.5 10.5 52.8 9.2
Domain 7 Fit = 0.34 || 41.1 12.8 2.6 2.6 15.1 15.2 53.7 11.1
Domain 8 Pit - 0.41 7.6 23.4 13.3 14.2 7.3 24.7 11.7 29.2
Domain 9 Fit = 0.31 21.6 15.0 6.5 14. 6 11.7 15.7 14.2 33.7

Figure 6.8: Domain Fit List. RigiMOL outputs a matrix of domain fits for domains
of a specified size. For each column, the R.M.S.D. for atoms within the indicated
domain are shown first. Then, while this domain is superimposed, R.M.S.D. val
ues are calculated for atoms in the other domains. For example, if atoms in do
main 1 are superimposed in the two structures being compared, atoms in domain
2 have an average R.M.S.D. 37 times higher than that of atoms inside domain 1.
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Rotations and Translations
Domain RMSD Axis Angle Translation Distance

1 0.37 ( 0.00, 0.00, 0.00) 0.00 ( 0.00, 0.00, 0.00) 0.00
2 0.34 (-0.81, 0.17, 0.44) 31.87 ( 3.97, 11. 87, 2.30) 12.73
3 0.44 (-0.70, 0.06, 0.69) 39.98 ( 1.75, 3.50, 1.44) 4.17
4. 0.38 (-0.87, 0.04, 0.48) 44.41 ( 4.00, 0.25, 5.42) 6. T4
5 0.26 (-0.48, 0.45, 0.54) 3.58 (-0.05, -0.02, 0.26) 0.26
6 0.23 (-0. 89, 0.11, 0.38) 29.23 ( 1.62, 13.70, -3.17) 14.15
7 0.34 ( 0.71, -0.18, -0.56) -41.41 ( 2.56, 2.02, 3.76) 4. 97
8 0.41 (-0.05, 0.04, 1.00) 9.93 (-0.06, 0.21, 0.17) 0.27
9 0.31 (-0.45, 0.17, 0.87) 27.63 ( 3.48, 13.70, 0.98) 14.17

10 0.03 (-0.33, 0.33, -0.74) -137.76 (-4.41, 0.33, 2.08) 4.88
11 0.48 (-0.53, 0.89, 0.13) 76.73 ( 1.57, 1.22, -1.57) 2.53
12 0.42 ( 0.68, -0.37, -0.45) 33.92 ( 0.43, -0.04, 0.24) 0.49
13 0.05 ( 0.48, 0.22, 0.58) -90.91 ( 1.99, 2.58, -0.52) 3.30
14 0.18 (-0. 82, 0.39, -0.32) 86.92 (-0.65, -0.86, 0.19) 1.09
15 0.11 ( 0.43, 0.69, -0.42) -43.03 ( 1.11, 0.97, 2.23) 2. 67
16 0.33 (-0.48, 0.90, -0.18) -79.77 ( 7.23, 10.18, 4.84) 13.39
17 0.04 (-0.12, O. 91, 0.30) 92.94 ( 0.55, 0.57, -1.58) 1.77
18 0.15 ( 0.24, -0.48, 0.99) -153.22 ( 0.82, 1.23, 0.47) 1 .. 55
19 0.25 ( 0.14, 0.46, 0.69) -19.67 ( 1.62, 1.55, 2.51) 3.37
20 0.24 (-0. 78, 0.40, -0.46) 88.81 ( 0.70, 6.71, -1.33) 6.88
21 0.60 (-0.21, 0.94, -0.19) 21.84 ( 3.65, 18.53, -0.06) 18.89
22 0.03 ( 0.97, 0.08, -0.27) -88.34 ( 4.80, 3.38, 6.78) 8.97
23 0.03 (-0.51, 0.28, 0.54) 75.38 ( 0.18, -0.35, 0.01) 0.40
24 0.04 ( 0.77, -0.48, -0.18) 35.62 (-0.22, -0.10, 0.06) 0.25
25 0.05 (-0.39, 0.24, 0.88) 54.01 ( 4.21, 18.84, -0. 92) 19.33
26 0.05 (-0.34, 1.05, -0.92) –174.90 (-0.25, 0.10, 0.07) 0.28
27 0.73 (-0.89, 0.58, 0.27) 134.71 ( 2.88, 2.78, 2.74) 4.85
28 0.06 (-0.20, 0.81, -0.37) 38.48 ( 2.86, 4.79, 3.04) 6. 36
29 0.05 (-0.54, -0.20, 0.81) 39.66 ( 1.16, -0.81, 0.55) 1.52
30 0.08 (-0.48, 0.13, -0.68) -125.56 ( 5.90, 18.17, 3.60) 19.44
31 0.15 (-0.25, 0.52, 0.53) 75.72 ( 4.20, 14.22, 1.38) 14.89
32 0.01 (-0.06, 0.86, -0.34) -37.71 ( 4.76, 13.96, 2.66) 14.99
33 0.01 ( 0.10, 0.88, 0.32) -67.65 ( 6.87, 11.36, 7.00) 15.01
34 0.01 ( 0.69, -0.41, 0.58) -86.66 ( 3.97, 10.71, 1.44) 11.51
35 0.03 ( 0.35, -0.88, -0.13) -166.39 ( 0.17, -0.05, -0.29) 0.34

Figure 6.9. Example Domain Rotations and Translations. After superimposing
two structure according to a specified criterion, RigiMOL outputs a list of the ro
tations and translations required to superimpose domains on one another. These
are the rotations and translations used as a basis for generating interpolated coor
dinate sets.

sualizing domains found in the structures, RigiMOL writes out statistics which

can help in understanding and describing the domains and their motions. First,

RigiMOL outputs a list of the domains in the structure, their size, their shape ra

tio, and which residues contain atoms in the various domains (Figure 6.7). Next,

for domains down to a specified size cutoff, RigiMOL outputs R.M.S.D. statistics
for atoms within each of the domains, and R.M.S.D. statistics for each of the other

domains while one domain is being superimposed (Figure 6.8). This chart is anal

ogous to a highly distilled difference distance matrix. Finally, RigiMOL outputs

a list of the domains along with their rotation and translation statistics under the

conditions of the current superposition (Figure 6.9).
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Figure 6.10: Interpolation Demonstration. Shown is an example set of structures
of an Fab Vl chain from a RigiMOL interpolation. Atoms within a given domain
are colored uniformly. For example, the large set of blue atoms is domain 1, and
the large set of light red atoms is domain 2. (A-D) are interpolated structures 0%,
33%, 67%, and 100% through the interpolation. Domain 2 can be seen to rotate
down about 30 degrees. (E-F) are the same set of structures shown with a 90%
rotation about the X-axis.
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However, the most effective way to utilize RigiMOL output is to generate a

trajectory of the domain motion. Four frames from such a trajectory are shown in

Figure 6.10 for the VL domains. RigiMOL can be used to generate animations of

protein motion, which at 30 frames per second appear perfectly smooth. Several
of these animations are included on the CD-ROM.

6.4 Applications

The potential applications of RigiMOL are many, but a few of the more promising

ones are discussed here along with application to Fc.

6.4.1 Visualization of Global Conformational Changes in Fc

RigiMOL was applied to four of the Fc complex crystal structures in order to visu

alize how the global conformational changes would impact the consensus binding

site. Selected frames from the movie are shown in Figure 6.11.

RigiMOL reveals that the dimeric unit of CH3 domains behaves almost as a

single domain, with both subunits moving nearly in concert with one another. In

contrast, the CH2 domains have no direct protein contacts with one another and

move relatively independently. The CH2 domains show substantial movements

and rotations relative to the CH3 domains, with the domain centers moving 2-3 Á

and twisting as much as 10°. Naturally, these changes have a substantial effect on

the CH2-CH3 domain cleft where the consensus binding site is located, since half of

the binding site moves one way, while half moves another.
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Figure 6.11: Global Adaptability in the Fc Dimer. Frames from a RigiMOL movie
showing the adaptability of the Fc dimer bound to protein A (001), protein G
(091), rheumatoid factor (181), and Fc receptor (271). The movie is included on
the CD-ROM (Section C.2.1). In static form, the subtle differences are difficult to
appreciate visually. For best results, directly compare the relative orientations of
the three domains in frames 001,091, %and 271.
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6.4.2 Visualization of Adaptability in the Fc Binding Interface

The adaptability of the consensus binding site on Fc was also visualized using

RigiMOL (Figure 6.12). This movie demonstrates how the various side chains on

Fc adapt to accommodate four different binding epitopes.
The relative motion the CH2 and CH3 domains mentioned above has consid

erable implications for the side chain residues which sit at the interface between

these domains. Among these are Met252 and Met428, His 435, Glu380, Lys248,

and Arg255. These predominantly long and flexible side chains accommodate the

relative domain motions which lead to conformational changes at the bottom of

the consensus binding site. The ability of Met252 and Met428 to form a flat sur

face for an aromatic ring such as Phe6 in protein A or Tyr28H in rheumatoid factor,

or to form a pocket for Val10 in the peptide and Lys31 in protein G (Figure 5.7),

appears to be tied in with this phenomenon.

The 250's loop on CH2 and the 430's loop on CH3, which together line the sides

of the consensus binding site, also show adaptability. Most of this is manifested

in changes of side chain rotamer conformations of His433, Asn-134, and Ile253,

but the main chain scaffolding of these these loops also moves with the domains

they are attached to. The adaptability of Asn-134 in particular is important, since

it adjusts to form buried hydrogen bonds with complementary groups in all four

of the Fc binding interfaces.

6.4.3 Study of Enzyme Mechanisms

RigiMOL has already been applied to thymidylate synthase in order to visual

ize the link between the two active sites in the enzyme [Anderson, 1999], and it

has also been used to visualize conformational changes resulting from inhibitor
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Figure 6.12: Adaptability of the Fc Consensus Binding Site. Frames from a Rigi
MOL movies of the consensus binding region on Fc comparing related interac
tions of protein A (001), protein G (150), rheumatoid factor (300), and the peptide
(450). The movie is difficult to appreciate here in static form, but can be viewed
on the CD-ROM (Section C.2.1).
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binding. The role of allostery in control of enzyme function has been known for

decades, and many crystal structures have now been solved of allosteric enzymes

in different states of regulation. Application of RigiMOL to these crystal struc

tures could provide additional understanding about how the structural changes

involved in allostery are propagated through the enzyme structure.

6.4.4 Study of Protein/Nucleic Acid Complexes

Because RigiMOL's interpolation algorithm does not require explicit parameteri

zation, it can be applied to systems with non-protein groups such as nucleic acids,

carbohydrates, or small molecule ligands. There are now many crystal structures

available of such complexes which could be studied using RigiMOL.

6.5 RigiMOL's Limitations

Currently, the most significant limitations of RigiMOL are its requirement that the

starting structures match with respect to residue and chain identifiers, and the

N° dependence on atom count. Incorporation of a protein sequence alignment
algorithm could lift the first limitation and make it possible to compare structures

straight out of the PDB without any modification. Fortunately, the latter limita

tion will become less important as computers have increasingly more memory.

Currently, a 5000 atom molecule requires about 256MB of RAM and a half-hour

to perform the analysis (virtual memory slows down the process 10 to 100-fold).

A 10,000 atom structure would required a gigabyte of RAM and a couple hours to

analyze. Fortunately, most scientific computing clusters already have this much
RAM available.
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6.6 Conclusion

The RigiMOL program is a powerful new tool for analyzing and visualizing struc- *.

tural changes in proteins. By breaking molecules down into rigid groupings, the

process of both understanding and interpolating between structural changes can

be greatly simplified. Applied to the Fc system, RigiMOL provides a clear picture

of the conformational changes that occur in the Fc dimer as it binds to its vari

ous binding domains. We find that the global motions between protein domains

are correlated with local changes in the protein structure at the consensus binding

site. Since these structural changes appear necessary for the formation of specific

interactions with the various Fc binding domains, the adaptability of Fc in this

region probably plays an important role in making this binding site the preferred

locus for binding on Fc.
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Chapter 7

Conclusion

7.1 Accomplishments

Using alanine scanning mutagenesis, we detected an energetic “hot spot” in the

Protein A:Fc binding interface. A minimized locked-helix Protein A variant was

designed to bind Fc by mimicking hot spot interactions. Although the peptide

interacted with Fc as designed, much of the affinity was lost compared to the

parent molecule. Apparently, simple mimicry of a hot spot is not sufficient to

generate high affinity binding because the combined effects of many missing low

affinity interactions sap away much of the binding energy.

Next, a combinatorial library of disulfide constrained 20-mer peptides dis

played on M13 bacteriophage was screened against Fc. From these libraries, pep

tides were identified which bound Fc with affinities 50-fold tighter than the de

signed locked-helix variants. Two subsequent rounds of optimization produced

substantially improved peptides with affinities very close to that of Protein A,

Z-domain (EC50's near 10 nM).

Analysis of the consensus sequence patterns and alanine scanning suggested

that a short 13 residue peptide would also bind Fc with high affinity. This 1530

molecular weight peptide was prepared and found to exhibit an affinity for Fc of

Ka=15 nM. The crystal structure of this peptide was solved in complex with FC,

~ ;

[ -
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revealing that the peptide sought out the same site for interaction on Fc as where

the locked helix bound, and that it covered the same region where all four natural

Fc binding proteins also bind.

Juxtaposition of the available Fc binding interface structures allowed identifi

cation of a set of conserved interactions, and showed that although the peptide

was of a completely novel sequence, the interactions it used in binding Fc were

highly analogous to those employed by the other natural FC binding domains. The

peptide essentially combines separate elements found across all of the Fc binders

onto a compact and potent Fc binding molecule.

By comparing the overlapping binding interfaces of all the Fc binding proteins,

a consensus binding site was detected. Two computer programs were created to

analyze the surface properties and adaptability of the Fc dimer and of the con

sensus binding site in particular. The first program, SiteFinder, shows that the

consensus binding site is one of only two large regions of highly accessible and

non-polar surface on the Fc dimer. The second program, RigiMOL, provides a

clear picture of how relative domain motions in the Fc fragment impact the shape

of the consensus binding site, and how this adaptability enables the site to com

plement the diverse Fc binding proteins. Although created to analyze Fc, both

programs should have broad applicability to other molecular systems as well.

7.2 What Was Learned?

7.2.1 Molecular Engineering Requires Robust Technologies

From our failure to generate potent minimized FC binding peptides from protein A

and from our subsequent success in generating such peptides using phage display,

we learned the importance of applying the appropriate technology to a molecular

|--
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engineering problem. The simple reductionist approach of first finding the most
critical elements of a protein interface, and then eliminating all other elements

was found to be inadequate for creating molecules that bind Fc with high affinity.

Instead, it was necessary to solve the problem in a much more robust fashion

using combinatorial design and directed evolution.

Similarly, in trying to answer questions about the nature of the consensus bind

ing site on Fc, we needed to resort to sophisticated computer programs capable

of analyzing the motions of thousands of atoms and the properties of millions of

surface patches. From these tools, we obtain clear conceptual suggestions regard

ing what features matter in binding to the Fc dimer. The hypotheses generated by

this analysis can be tested and expanded upon in subsequent work.

7.2.2 Attractive Sites Exist on Protein Surfaces

The remarkable convergence in binding both of natural proteins and selected pep

tides is a sure indicator that something distinguishes this particular site on the

surface of Fc. Although this is not the first time that peptides have been shown

to target protein binding sites, this is the first case where such a diverse panel of

natural molecules has been shown to target such a site as well. Much work still

needs to be done towards discovering what specific properties distinguish un

usually attractive sites on protein surfaces. This consensus site on Fc appears to

be distinguished by its solvent accessibility, non-polarity, and adaptability. Will

these same properties be important in other attractive binding sites, or will others

factors dominate? Answers to these questions should greatly improve our un

derstanding of molecular recognition and enhance our ability to generate novel

protein binding molecules.
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7.2.3 Function Can Be Transferred Across Molecular Scaffolds

The way in which the peptide has reproduced equivalent Fc binding interactions
from the natural domains demonstrates convincingly that functional components

in one system can be successfully utilized on the scaffold of another. This result
validates the idea that protein interfaces can provide information useful in the

development of smaller molecules which can bind proteins using protein-like in
teractions.

However, the large amount of surface area buried in the Fc-peptide complex

suggests that large amounts of surface area may also need to be buried in the com

plexes of small molecules with protein interface sites. Compared to the protein A
and protein Gbinding domains, the selected Fc binding peptides did not evolve a

substantially smaller contact epitope on Fc. Instead they found a means of making

more contacts with a very limited set of residues. Could a 500 molecular weight

small molecule bury the same amount of surface area on Fc? It would seem dif

ficult without exploiting some kind of concave crevice or cavity on the protein
surface.

7.3 What Next?

7.3.1 Practical Applications of the Fc Binding Peptides

The engineered Fc binding peptides may have considerable practical use in pu

rification of therapeutic antibodies. Currently, Protein A is the system of choice

for this task, but it is fairly expensive. Perhaps these peptides would be a more

cost effective tool for this procedure. In order to determine whether these pep

tides would be useful in antibody purification it will be necessary to find optimal

immobilization substrates (such as resin) and the best conditions for both bind

147



ing and elution. Given that the peptide shows a different pH dependence in Fc

binding that protein A, the low pH shift used to elute IgG may not work for the

peptides. From our knowledge of peptide binding, shifts to higher pH or to higher

salt concentration would probably serve as alternative elution conditions.

7.3.2 Implications for Small Molecule Design

The way in which the peptide re-used natural FC binding interactions validates

the idea of structure based design incorporating elements of protein recognition

sites. In combinatorial design of a ligand targeted against a protein interface, this

might involve including functional groups from the natural protein interface as

substituents in the library.

A second theme coming out of this work is that, wherever possible, one should

try to avoid strong adherence to a particular scaffold in targeting protein recogni

tion sites. Instead, one should include a variety of scaffolds into the library (such

as the various disulfide constrained loops we used), and then allow the screening

process to pick out the best one. Once a good scaffold has been found, optimiza

tion should then be straightforward.

7.3.3 Identification of Potential Binding Sites

The SiteFinder program may have considerable utility in identifying potent bind

ing sites on protein surfaces. Such information could be used both in the process

of target selection and in ligand design. In order to assess the potential value of

SiteFinder for these applications, it will be necessary to perform a carefully con

trolled study with a variety of protein surfaces and binding sites to see how well

it is able to pick out natural binding sites. In particular, it will be interesting to

learn if SiteFinder can identify regions on protein surfaces which have also been
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targeted by naive peptides, and perhaps monoclonal antibodies as well.

7.3.4. Analysis of Structural Movement in Proteins

The RigiMOL program has obvious applications throughout the field of struc
tural biology. At present, the highest priority in development is on improving the

quality of the program's user interface so that researchers around the world can

easily apply the program to their unique problems. Currently, RigiMOL works in

a stand alone fashion, and the output must be manually sent to a molecular graph

ics program for visualization and rendering of results. In the future, it should be

possible to directly interface RigiMOL with a graphics program so that minimal

work will be required to apply it.

7.4 In Closing

In this work, we have demonstrated the value of powerful technologies in tackling

difficult biological programs. We have shown how combinatorial design can suc

ceed where manual design fails. Then, by augmenting our experimental results

with computational analysis, we have obtained a more complete understanding

than we could have otherwise achieved. We are now faced with exciting new

questions to pursue. Indeed this is very much in keeping with patterns that have

emerged recently in the biological sciences: powerful experimental technologies

generate tons of data, sophisticated analysis reduce the data down to meaningful

concepts, and then humans apply the results and generate new hypotheses. This

is true for a range of fields such as genomics, proteomics, cystallography, or drug

design. The cycle of research continues...
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Appendix A

A Theoretical Guide to the Practice of Binding Measurements

A.1 Introduction

The binding assay is one of the central tools employed in studying macromolec

ular interactions. Binding assays in combination with other methods can tell us

what molecules interact, how tightly these molecules interact, what specific parts

of the molecules matter most to binding, and what other molecules are capable of

disrupting the binding.

Although the fundamental mathematics governing binding equilibria have

been worked out many years ago, a practical gap still exists between the theory

described in the average biophysics textbook and the actual assays performed in

a biochemistry lab. This is to be expected since textbooks have to handle the gen

eral form of a problem and can not be burdened by specific details that exist in

any given situation.

This appendix is intended to bridge the gap between theory and practice in

one specific area by taking an in-depth look at several common types of binding

assays employed in the typical biochemistry lab. Emphasis is on development

of rigorous theoretical models that exactly describe the real binding assays, and

on what those exact models tell us about how the assays should best be prac

ticed, how the results should be interpreted, and what problems often arise. This

150



appendix should be useful to students seeking to develop a complete understand

ing of binding assays as wells as current researchers in molecular recognition that

would like to achieve a complete sense of the problems that can arise.

Although this appendix contains a number of mathematical formulas and deri

vations, an attempt has been made to isolate the complex math from the resulting

conclusions. This should help someone seeking to grasp the practical implications

of this work since he or she can skip over the derivations and focus on the discus

sions and conclusions. However, those seeking a complete understanding of how

these results were obtained will appreciate the explicit derivations. Furthermore,

many useful formulas and deriviations have been included in order to encour

age and assist others who might want to extend this work by developing models

specific to their own unique binding assays.

Assumptions:

1. Binding is one-to-one.

2. Chemical activites are 1.0.

3. Non-specific binding is ignored.

4. The standard state is 1 molar concentation.
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A.2 Binding Equilibria

A.2.1 Biomolecular Systems

Introduction

Bimolecular systems are easy to describe, and their behavior is governed by

relatively simply relationships. A thorough understanding of how bimolecular

systems behave will help greatly in trying to understand more complicated sys
temS.

Definitions

K

AB = A + B

The equilibrium dissociation constant is defined as:

[A][B]
K=#

Conservation requires:

[A]T = [A] + [AB]

[B]T = [B]+[AB]

Derivations

Solving for [AB]:

([A]T – [AB])([B]T – [AB])
[AB]

([A]T – [AB])([B]T – [AB])

K =

[AB]K

[AB]K = [A]+[B]T – [AB][A]T – [AB][B]T + [AB]”

(A.1)

(A.2)

(A.3)

(A.4)

(A.5)
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0 = |AB|* + (–K – [A]T – [B]+)[AB]+[A]+[B]t
K+[A]++[B]+ + V(K+[A]T + [BT)?–4|ATBT

2[AB] =

Since [AB] must be less than [A]T and [B]T, the relevant root can be identified:

K+[A]+ +[B]r – V(K+[A]T + [BT)?–4|ATBT
2

[AB] = (A.6)

Equation (A.6) can be used to obtain [A] for known [A]t, [B]T, and K. This

enables direct computation of [A] and [B].

[A] = [A]T – [AB] (A.7)

[B] [B]T – [AB] (A.8)

There are some other relationships which prove handy from time to time in

computing the fourth parameter of the system when given the other three:

[A]([B]T – [AB])K - ºn
K|AB] = [A]([B]T – [AB])

K[AB]A = E.H.E.
A = ºr (A.9)

AB]

[B] = º 1 (by symmetry) (A.10)[AB] T

K[AB] = [A][B]T – [A][AB]

[AB](K+ [A]) = [A][B]t
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[A][B]tAB = #
_ [B]t

[AB] = # + 1 (A.11)

[AB] = *H (by symmetry) (A.12)[B]

The fraction bound of either component can be obtained from equations (A.11)

and (A.12) by dividing through by [B]T and [A]T respectively.

1
fb = -F (A.13)

# + 1
1

[B]

These equations can be rearranged to give K from the fraction bound of one

component and the free concentration of the other.

* +1
-

1
[A] fB

* = +–1
[A] fe

k = |A|0-■ e) (A.15)
fB

K = ºf a (by symmetry) (A.16)A

Alternatively, the free concentration of one component can be obtained from

K and the fraction bound of the second component.

[A] _ _■ e
K 1 — fe

_ Kfe
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+ – 1 (by symmetry)

(A.17)

(A.18)

* .
".
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Discussion

Here are some basic data points to keep in mind:

1. At very low concentrations of one component, binding is completely gov

erned by the concentration of the second component. For example, with

very low [A], 50% of A will be bound when [B] = K, 90% of A will be bound s

when [B] = 10K and 99% of A will be bound when [B] = 100K
-

2. When [A] = [B] = K, only 38.2% of each component will be bound. At ten

fold higher concentrations, 73.0% will be bound. Even at 100-fold higher

concentrations, still only 90% of each component will be bound.

3. A 10-fold reduction in the free concentration of one component coupled with

a ten-fold increase in the other will give the same amount of bound complex.
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A.2.2 Trimolecular Systems

Introduction

Analysis of bimolecular systems is useful for binding assays where there is

some kind of internal readout of the bound species (for example, the change

in tryptophan fluoresence upon binding). However, many binding assays com

monly used employ binding of a third ligand as a surrogate for readout of the

bound concentrations of the first two componenents. In order to describe these

assays, it is necessary to study the equilibria of trimolecular systems.

Definitions

B and C are in competition for binding to A.

KB Kc

BA + C = B + A + C = B + AC (A.19)

The equilibrium dissociation constants are defined as:

[A][B]
KB = TAET (A.20)

_ [A][C]
Kc = TACT (A.21)

Conservation requires:

[A]T = [A] + [AB]+[AC (A.22)

[B]T = [B]+[AB] (A.23)

[C]T = [C] + [AC (A.24)
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Combining (A20) and (A.23) and solving for [AB]:

[A]([B]T – [AB])
[AB]

[AB]KB = [A][B]T – [AB][A]

KB =

[AB](KB + [A]) = [A][B]T
_ [A][B]tAB = #

■ AB –
Ph.

# + 1

[AC = #H (by symmetry)

Combining (A.22), (A.25), and (A.26):

-

[B]T [C]t
[A]T = [A] + # + 1 #; +1

(A.25)

(A.26)

(A.27)

The relevant root to this cubic equation (A.27) is (courtesy of Mathematica):

2}(33 – o”)[A]== -
3|27, 1903–20°,+ VA(33–22), F(27, 1903–203).
27, 1909–2031. V1(33–375+(27,1903–205);

| #

#

3 x 25

o = KB + Kc – [A]t + [B]t + [C]t

3 = KB KC – [A]t (Kc + KB) + [B]TKc + [C]T KB

^ = [A]T KBKC

(A.28)

Equation (A.28) can be used to obtain [A] for known [A]t, [B]T, [C]T, KB, and

/

º .

L'
-

º
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Kc. All of the other parameters for the system can be computed: [AB] and [AC

from equations (A.25) and (A.26) and [B], [C], fB and fo, from the relationships
below.

[B] = [B]T- #H (A.29)
[A]

C

[C] = cº-º; (A.30)

fo = ºri (A.31)[A]
1

fo = # + 1 (A.32)

Provided that [A] and one of the dissociation constants is known, the second

dissociation constant can be obtained using the following relationships derived

from equation (A.27):

[A][A]^+(Kc – Alt+[B]++(CH)|A|+(CH-Alt)Kc

B F | [A]TKc + ([A]T – [C]T – Ko)[A] – [A]” | (A.33)_[A][A]^+ (Ka-Alt+[B]++[C]+)|A|+(Br-Alt)Kh
Kc = [A]T KB + ([A]T – [B]T – Ko)[A] – [A]” (A.34)

Discussion

Unfortunately, solving trimolecular systems in the general case can be difficult

because equation (A.28) involves complex intermediates that can not be handled

by a pocket calculator or spreadsheet. Analysis programs such as Mathematica

are required for this task. Many of the graphs shown in the following sections

rely heavily on being able to evaluate this equation. However, in any particular

situation, there are usually aspects which make it possible to solve the system

* . .
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A.2.3 Trimolecular Systems (Special Case K = KB = Ko)

Introduction

In certain kinds of trimolecular assays, the only difference between one ligand

and another will be the presence of radioactive or spectroscopic label. Often these

labels have little or no effect on the affinity, so we can solve the system under the

assumption that the two dissociation constants are equal. This assumption makes

the problem much easier.

Definitions

K = KB = KC (A.35)

B and C are in competition for binding to A.

K K

BA + C = B + A + C = B + AC (A.36)

Derivations

(A.27) reduces to:

B|T + [C[A] = [A]+ºtºr%[C]t (A.37)
[A] + 1

which can be expanded into a quadratic:

K[A]T + [A]+[A] = [A]* +[A]K+[A]([B]T + [C]T)

0 = [A]” + (K — [A]t + [B]T + [C]T)[A]
-

[A]TK

y
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with the relevant solution:

[A]t – [B] - [C]r – K+ V(K-AT + [B]T + [C]t)*-4ATK
2 (A.38)[A] =

which can be easily computed from known [A]t, [B]t, [C]t, and K. The remaining

parameters of the system can be obtained using equations (A.25-A.26) and (A.29

A.32). Also note that equation (A.37) can be solved to give K as a function of [A]

and the other parameters:

K([A]t – [A]) = [A]* + (–[A]T + [B]T + [C]T)[A]
[A]* + ([B]T + [C]T – [A]T)[A]

[A]T – [A]K = (A.39)
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A.3 Direct Binding Assays: Two Component Systems

A.3.1 Dose-Response *... .

K

TL = T + L (A.40)

Summary: With a fixed target concentration ([T]T), the ligand concentration ([L]T)
is varied, and the response due to the formation of complex (ITL) is recorded.

The ligand concentration [L]T(50) that gives a half-maximal response is used to es
timate K.

Background: This is the simplest way to determine a binding affinity, but it is only

relable under conditions where the target T is present at a concentration substan

tially below the dissociation constant ([T]T & K). It also relies on the assumption

that the response being recorded is directly proportional to the concentration of

complex over all concentrations.

Examples:

1. Measuring cell growth as function of cytokine concentration.

2. Measuring a change in target fluorescence as a function of ligand binding. --

Discussion: The response at a given ligand concentration is usually recorded as

a fraction of the maximal response obtained and is assumed to correspond to the

following: * . . .
|

[TL * -
= — A.41 * * *

f [T]T (A.41) s

r – º –
163 * - - -



At half maximal response, when [L]T has been titrated to the [L]T(50), the concen

tration of complex should equal half of the total target concentration.

1

f = 5 * FTI (A.42)

TL = } (A.43)

combining (A.5) with (A43) gives:

([T]T – [TL)([L]T – [TL)
K = [TL

K = (ITT – 41)([L] tºo) – 4:1)
■ ºr

K = [L]T(50) — ºft
[L]T(30) = K + [T]T (A.44)2

The [L]T(50) clearly depends on both the affinity of the interaction and the total
concentration of target in the experiment.

A series of dose-response curves is shown in Figure A.1 for different target

concentrations ([T]T). Notice how the shape of the curve changes as [T]T ranges

above K, becoming steeper and asymmetric. In cases when the data is particularly

good, this behavior might be useful as a diagnostic. A good rule of thumb is that a
titration curve should span two orders of magnitude in ligand concentration from

the 5% to 95% signal range.

Bottoming out of the assay occurs when K is larger than [T]T. The solid line in
Figure A.2 shows the actual measured [L]T(50) as a function of the ratio between K
and the target concentration ([T]T). The unfortunate implication of this behavior

is that improvements in ligand affinity that push K below [T]T will be partially or
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Figure A.1: Dose Response Measurements. Fractional response curves are shown
as a function of ligand concentration ([L]T) at various target concentrations ([T]T),
with all concentrations relative to the the dissociation constant (K).

3

Log 10 [L] T (50) / [T] T 0 | Actual Behavior
2"

,”
1 2.

.*

- 2 2- ^ Ideal Behavior ( [L] T (50)=K)
2"

- 3 - 2 - 1 0 1 2 3

Log 10K/ [T] T

Figure A.2: Limitations of Dose-Response Measurements. The ligand concen
tration ([L]T(50)) that gives a half-maximal response is shown as a function of the
dissociation constant (K), with both axes relative to the total target concentation
([T]T). Actual behavior (solid line) is shown to deviate from ideal linear behavior
(dashed line).

completely masked in this kind of assay.
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K=0. 1 [T] T
Fractional

Response

0.25 H

K=100 [T] T

Log 10|º] T/ [T] T

Figure A.3: Dose-Response as a Function of Ligand Affinity. Fractional response
curves for ligands with various dissociation constants (K) are shown as a function
of total ligand concentration ([L]T), with both values relative to the total target
concentration (ITT).

Figure A.3 contains a series of curves that might be obtained in an experi

ment where ligands of various affinities are compared. Notice the close similarity

between the curve obtained for a ligand with an affinity 10-fold below [T]T com

pared to one 1000-fold below [T]T. In a real experiment with noise in the data,

these curves would be indistinguishable. One must therefore be highly suspect

of binding affinities obtained by this method if the curves show any symptoms of

bottoming out, such as becoming steep and narrow. In such a case, one should

view the measured affinities merely as upper bounds on the true affinities.
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A.3.2 Scatchard Analysis

K

TL = T + L (A.45)

Summary: Measure (TL) and [L] over a range of conditions that achieve good

sampling of [TL) over the interval 0 to [T]T. Graph # vs. (TL). If binding is
one-to-one and non-cooperative, the data should fit to a straight line with a slope

of -º and an r-intercept of [T]t.

Background: This is the classic method for determining binding affinities and it is

reliable even when the target T is present at a concentration at or above the disso

ciation constant ([T]T ~ K). However, if [T]t is much greater than K, or if Kitself

is rather large (weak binding) then it will be difficult to obtain a well-distributed

sampling of [TL) since saturating conditions may not be achievable.

In systems that do not involve simple one-to-one binding, the linearity of the

curve and the r-intercept can also provide information about cooperativity and

stochiometry of the interaction.

Discussion: The derivation of the Scatchard Equation follows. Combining Equa

tions (A.2) and (A.4):

k [L](Thr- (TL)
[TL

[TL = u■ t,— (TL)
[TLl [Thr — TL

[L] K

(TL) [T]T (TL)
TLT - F --K- (A.46)



Equation (A46) is the classic form of the Scatchard Equation. Dividing by [T]t

gives an alternate form:

(TLI/Thr 1. [TL/Thr
[L] K K

f 1 fi. = R - # (A.47)

where fris the fraction of [T]T bound.

_ (TLl
T (TT (A.48)

fr

Graphs of the two modes of Scatchard analyses corresponding to equations

(A46) and (A47) are shown in Figures A.5 and A.5 respectively. The first mode

requires knowledge of [TL) and [L] in order to calculate K, which usually means

that some separation of the bound target from the unbound target must be accom

plished as part of the experiment. The difficulty of this step varies significantly

from system to system.

The second mode only requires knowledge of frand [L]. ft may be easier to

obtain in various biophysical experiments (i.e. fluorescence quenching) so long

as fr can be reliably measured over the full range. However, one must be able

to observe saturation behavior in the system so that an unambiguous signal level

for 100% fractional binding can be established and used to calculate frat lower

signal levels.

Unfortunately, deviations from linearity can sometimes occur when when try

ing to acheive very high concentrations of one component due to aggregation and

precipitation phenomena. Since these deviations occur near the extreme points of

the linear fit, they can seriously affect the measured affinities. For this reason, the
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slope = - 1/K
[TL] / [L]

x-intercept = [T] T

>

[TL]

Figure A4: The Scatchard Plot. The concentration ratio of bound target over free
ligand (ITL)/[L]) is graphed as a function of the bound target (ITL) concentration.
The r intercept gives the total target concentration ([T]T) and the slope gives the
negative inverse of the dissociation constant (K).

M

ft/ [L]

x - intercept = 1.0

>

f■

Figure A.5: An Alternative Scatchard Plot. The fractional saturation of target
divided by the free ligand concentration (fr/[L]) is graphed as a function of frac
tional target saturation (fr). The r intercept should be 1.0 and the slope gives the
negative inverse of the dissociation constant (K).

Scatchard linearization is no longer considered the optimum method for measur

ing affinities.
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A.3.3 Direct Fitting of Titration Curves

K

TL = T + L (A.49)

Summary: Measure (TL) and [L] over a range of conditions that achieve good

sampling of [TL) over the interval 0 to [T]t. Fit the data to equation (A.50) below

using curve fitting software in order to obtain the dissociation constant K.

Background: Now that virtually every scientist has access to computerized fitting

programs, it is no longer necessary to employ linearizations that over-emphasize

certain data points by applying linearizations such as those required for Scatchard

Analysis. Instead, one can simply make measurements and then fit them to the

appropriate model.

Discussion: From Equations (A.11) and (A.13), we know:

TL=}
[L]

(A.50)

To make an affinity determination, all that is required is that we know [T]T and

that we have sufficient sampling of [TL) as a function of known [L]. As with

Scatchard analysis, we can also just use the fraction of bound target as a function

of known [L].
1

+ 1ft = F. (A.51)
L]

In order to accurately determine dissociation constants, it is important to carefully

measure the free ligand concentration, [L] (not total ligand concentration [L]T), and

to get data points that cover intermediate target saturation levels (10-90% satura
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Figure A.6. Direct Fitting of Titration Curves. At 50% saturation, the free con
centration of ligand ([L]) will equal the dissociation constant (K).

tion). A true one-to-one titration curve should cover two orders of magnitude

in [L] from the 9% to 91% saturation levels, and it should have a slope of 0.25 at

[L] =K (or of 0.576 when graphed verses log [C]T).

Note that under conditions where [T]T & K, one can make the approximation

that [L] = [L]t, and K can be determined by dose-response.
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1. Titrate Target 2. Compete Target Off
on Ligand Ligand Using Competitor

Figure A.7: Assays with Labeled Target (EC50's). In (1), labeled target (T) is
titrated onto the ligand (L) to a saturation level fo. In (2), competitor (C) is added
to compete the target off of the ligand. The mid-point of this curve is the EC50.

A.4 Competition Binding Assays: Three Component Systems

A.4.1 Assays with Labeled Target (EC50's)

KL Ko

LT + C = L + T + C = L + TC (A.52)

Summary: The goal of this assay is to obtain an estimate of the affinity of the

competitor C for the target T. The target is labeled, as indicated by the (). A
ligand L for T is usually immobilized or captured in some manner so as to enable
direct measurement of [TL).

A summary of the assay is shown in Figure A.7. First, in the absense of com

petitor C, the total ligand concentration [L]T is fixed and the total target concen
tration [T]t is varied to achieve a low fractional saturation f# of L with bound T.
Next, the total competitor concentration [C]T is titrated to obtain a competition
curve of the competitor C blocking binding of ligand L to the target T. The total
competitor concentration [C]T(50) that results in 50% competition is referred to as
the EC50. It is related to Ko and can be used to estimate Ko under certain condi
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tions.

Discussion: The general relationship between the EC50 and the dissociation

constant of the competitor Ko is derived here. Starting with the following two

relationships:

[L]T = [L]+[TL) (A.53)
_ (TILl

KL = [TL (A.54)

we can obtain the concentration of unbound T as a function of the fractional satu

ration of L:

o (TL)
fL – [L]T (A.55)

and the dissociation constant KL:

-
KLTL

T = —#– A.56

-
KLTL)T = —t- A.5T = Tºi (A.57)

T] _ KL
[T] = ILITT1 (A,58)

[TL)

T = + (A.59)7.

Following titration of T binding to L at a saturation level of f, the concentration
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of free T will be [T]10):

--
K

[T]o) = + 1 (A.60)7.

and the concentration of bound species can be computed directly from the frac

tional saturation (assuming that the total ligand concentration is known):

[TLlo) = f;[L]t (A.61)

These two values sum to the total concentration of target [T]t in the experiment:

[T]T = [T]o) + [TLlo) (A.6.2)

[T]T = #1 ■ ilk (A.63)7.

The next step is to add competitor [C]T until the amount of target bound to the

ligand has been reduced by 50%. This is the EC50 point where the fractional satu

ration of L will have been halved to f" = f; /2:

0TL. - fºll = ºr (A.64)

and the concentration of free target [T]50 will be:

-
K K K

[T]50 = *H = 1 H = H (A.65)7" 77. 7.

At the EC50 point, the concentration of target-competitor complex can be calcu
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lated from the conservation equation as follows:

[T]+ = [T]_0 + (TClso +[TLlso (A.66)

(TClso = [T]T – Tlso – [TLlso (A.67)

[TClso = * it f:[L]r- * IT ■ ºft (A.68)

[TClso = }KL + f}[L]t (A.69)(2 – f')(1 — fº) 2

The only remaining parameter to be defined is the free competitor concentration

at the EC50 point [C]50, which can also be obtained using a conservation equation:

[C]r(s) = (Clso +[TClso (A.70)

Clso = (CTG) - (TClso (A.71)
0 0

[C]50 = [C]T(50) — (2– #– f?)
-

■ ºft (A.72)

Finally, we are ready to relate all of these terms together using the equilibrium

constant for the competitor Ko:

[T]=0Clso
Ka = −: *-*. A.73

C [TC)50 ( )
K f? K f? [L]

K. |# |Cho
-

E-#75
-

a; (A.74)
C = f? K f?[L] A.7a=###, ++++

0 0.fºr, Chº-º-º-º-º:
Kc = 9 K L

*T (A.75)0 f? KL T(2-fº =#######|
9 K f?[L]T[C]rºo) – HºHº – #

KC – (2 f})(1 f?) 2 (A.76)1 (*-■ })|LTHi + =#
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Equation (A.76) is the general form for the dissociation constant as a function of

the EC50 value [C]T(50), the total ligand concentration [L]t, the affinity of the ligand
KL, and the fractional saturation f; arrived at during the titration step.

This equation can be rearraged to give the EC50 as a function of the dissociation
constant K as follows:

1 (2 – f.)[L]T] _ }KL f}[L]t
Kc H. ++ | - Cº-a=#–E–44 (A7

1 2 – f2)[L 9 K 9|L

[C]T(50) = Kc | – f' + ( #. E.
+ (2– #– f}) + ■ º |T (A.78)

Let us consider a few limiting cases in order to get a better feeling of how this

equation behaves. First, if [L]T vanishes:

- -
1 f}KLº, cº - ke|H|-a-## (A.79)

then the EC50 will still have some dependence on the affinity of the ligand for the

target, but this dependence will be minimized by low fractional saturation of the

target.

If f; vanishes:

- -

[L]t}º, [C]T(50) = Ko |+ KL (A.80)

then the EC50 will track linearly with Ko, and the multiplier will be closer to one if

the amount of immobilized ligand is below the affinity of the ligand for the target.

Also of particular interest is the special case where the ligand and the competi

º º
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T (K-K-KC)
[T]T=10K ( [L]T=0.1K)

0.75

|
Fractional [T], n =K K [T]rn =100K

- 0.5% | TSaturation

0.25 E |

T]rn =0.1K

0 |-
- 1 O 1 2 3 4

Log 101°] T/K

Figure A8. Effects of Target Concentration and Ligand Saturation. If there is too
much target ([T]T), the initial fractional saturation (fo) will be too high, resulting
in an EC50 ([C]T(50)) substantially above Kc.

tor are the same molecule, so Ko = KL = K:

K (2 – fº)[L]t f}K f}[L]t
Hi + → * + 3-i■■ =Hit “;

2K
E-Hi-H) tº (A.82)

[C]T(50) (A.81)

[C]T(50)

In this case, the EC50 will depend only on the fractional saturation and the total

ligand concentration. Ratios of EC50's for a panel of variants obtained using this

format over a uniform fractional saturation and a ligand concentration below K

should be very close to the ratios of the corresponding dissociation constants.

One of the key parameters to control in an EC50 measurement is the degree of

saturation (f) of the target by the ligand during the initial titration. In general,
the lower the fº, the closer the EC50 will be to the dissociation constant Ko. Figure

A.8 shows how the competition curves are shifted towards higher EC50 values

when f; is high. Also note how the competition curves get much steeper at high
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10 r

(K=Kr-Ko)

0 0.2 0.4 0.6 0. 5 i
Fractional Saturation

After Titration of [T] T

Figure A.9: Dependence of the ECso on Ligand Saturation. The EC50 increases
asymptotically as the fractional saturation (fo) approaches unity.

f}. Figure A.9 shows how the ratio of the EC50 to K increases asymptomatically
as fº approaches 1.

In cases where the ligand is a different molecule than the competitor, or if

the ligand has reduced affinity for the target, the EC50/K dependence on f# can
increase dramatically. This behavior is shown in Figure A.10. In general, only

ligands with affinities greater than or equal to that of the competitor should be

used in an EC50 assay.

Another parameter that can significantly alter the EC50/K relationship is the

amount of ligand immobilized. This amount must be kept below the dissociation

constant of both the ligand and the competitor. Figure A.11 shows how the total

ligand concentration ([L]T) can have a dramatic effect on the measured EC50 re

gardless of the saturation level. Ideally, the total ligand concentration should be
10-fold less than the smallest of the two dissociation constants.
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10 r

Kr-0 . 1K C

( [L]T=0.01K &

0 0.2 0.4 0.6 0.5 i
Fractional Saturation

After Titration of [T] T

Figure A.10: Dependence of the ECso on Ligand Affinity. The EC50 will show a
stronger dependence on the fractional saturation (fo) if the ligand affinity (KL) is
much weaker than that of the competitor (KC).

14 H

12 H [L]T=10K

10 H

BC 50 a
K

6 H

L]rn =0.1K
4 [L]T

2 - -(K-K-KC)
0 0.2 0.4 0.6 0.3 i

Fractional Saturation
After Titration of [T] T

Figure A.11: Dependence of the EC50 on Ligand Concentration. The EC50 will
be shifted upwards if the ligand ([L]T) is present at a concentration above K.
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0.3 (K=K. =K,…)k=0.1 [L] K=[L] L **C
T

K=100 [L]
0.2 T

Fractional

Saturation K=1000 [L] T
0.1 H

- 1 0 i 2 3 4

Log 1 o■ c T/ [L] T

Figure A.12: Bottoming Out of an EC50 Competition Assay. No changes in the
curve shape will occur if an EC50 competition assay bottoms out due to excess
ligand concentration ([L]T) relative to K.

Unfortunately, EC50 assays can bottom out without showing any obvious signs

of having done so. Figure A.12 illustrates the behavior by which curves remain es

sentially undistorted even though the true affinity is several orders of magnitude
lower than the EC50.

The lower limit on measurable affinites in EC50 assays is the concentration of

ligand (Figure A.13).

Prerequisites for successful EC50 measurements are:

1. fº should be as low as possible, but with good signal (25% is good).

2. fš should be uniform across all EC50's to be compared (important■ ).

3. [L]T × KL (EC50's essentially scale as Kc multiplied by a factor of 1 +

[L]T/KL)

4. Kc > KL (If Kc < KL then the EC50 dependence on f; gets very steep.)
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2 (fo-0.25)

Actual Behavior
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- 2 - 2' , ºf
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Figure A.13: Limitations of EC50 Competition Assays. The total ligand concen
tration ([L]T) places an effective lower limit on the affinity which can be measured
in an EC50 competition assay.

A.4.2 Assays with Labeled Ligand (IC50's)

KL Kc

TL + C = T + L-- C = TC + L (A.83)

Summary: The goal of this assay is to measure the ability of a competitor C to

bind target T. The target T is usually immobilized or captured, and the ligand L
is labeled so as to enable direct measurement of [TL).

A summary of the process is shown in Figure A.14. First, in the absense of

competitor C, the total target concentration [T]T is fixed and the total ligand con

centration [L]t is varied to achieve a low fractional saturation f of L binding to
T. Next, the total competitor concentration [C]T is titrated to obtain a competition

curve of the competitor C blocking binding of ligand L to the target T. The total
competitor concentration [C]T(50) that results in 50% competition is referred to as
the IC50. It is related to Ko and can be used to estimate KC under certain condi
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1. Titrate Ligand 2. Compete Ligand Off
on Target Target Using Competitor

Figure A.14: Assays with Labeled Ligand (IC50's). In (1), labeled ligand (L) is
titrated onto the target to a saturation level fo. In (2), competitor (C) is added to
compete the ligand off of the target. The mid-point of this curve is the IC50.

tions.

Discussion: The general relationship between the IC50 and the dissociation

constant Ko is derived here. Starting with the following two relationships:

[L]T = [L]+[TL (A.84)
_ (TIL)

KL = [TL (A.85)

we can obtain the concentration of unbound L as a function of the fractional satu

ration of T

0 (T■ )
= - A.86f = H (A.86)

and the dissociation constant KL:

-
KLTL[L] = A.8
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f, KLTL
[L] = [T]T – TL (A.88)

[L] = H (A.89)
[TL)

L = + (A.90)# - 1

Following titration of L binding to T at a saturation level of f, the concentra
tion of free L will be [Llo:

KL
1 -7| 1

|Llo = (A.91)

and the concentration of bound species can be computed directly from the frac

tional saturation (assuming that the total target concentration is known):

[TLlo = f;[T]t (A.92)

These two values sum to the total concentration of ligand [L]t in the experiment:

[L]T = [Llo +[TLlo (A.93)

LH = #it #|TH (A.94)7|

The next step is to add competitor [C]T until the amount of ligand bound to the

target has been reduced by 50%. This is the IC50 point where the fractional satu

ration of T will have been halved to fo = f; /2:

f}{T}r
[TLlso = f;0|T]T = 2 (A.95)

The concentration of free target [T]so can be obtained using the [L]T conservation
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equation and the ligand dissociation constant: sº

|
[L]:0

–
[L]t

-

[TLlso (A.96) *.

(TLlso Kl [TLlso Kl . .Tan = − = −: A.9
---

| lso [L]50 [L]t
-

[TL]50 ( 7) * *

f}{T}T KL - " .

[T]50 - (A.98) |
-

—4—
QIT#1 fºrth-4.

T

9|T|TK
[T]50 = º|T#. (A.99)

2 ■ º f} + agº
[T]TKLT
-

A.100
| lso # + [T]T ( )

[T]50 = (HH + #)
–1 (A.101)* - \(IFITH T K.

- - -

At the IC50 point, the concentration of target-competitor complex can be calcu- ‘. . .

lated from the [T]T conservation equation as follows: tº º
r-->

[T]T = [T]50 + (TClso +[TLlso (A.102) *

~ /.
-

[TC)50 = [T]T – [T]50 – [TLlso (A.103) ~.
2 1 \' f}{T}r / .

TClso = |T|T – I — + →- || – A.104 e- *--[TC)50 = [T]T (HH #) 2 (A.104)

**-(+; #)"
1 -

TC)=n =
-

+ → A.105 . . .
|TC)50 2 (1 – fº)[T]T KL (A.105) -

The only remaining parameter to be defined is the free competitor concentration --, --

at the IC50 point [C]50, which can also be obtained using a conservation equation: º
º:

[C]T(50) = [C]50 + [TC)50 (A.106) º º

[C]50 = [C]T(50) – [TC)50 (A.107) --
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-

(2 – fo)[T] 2 1 \-'
[C]50 = [C]T(50) – 2 ++ ( (1 - f|)[T]T ++) (A.108)

Finally, we are ready to relate all of these terms together using the equilibrium

constant for the competitor Ko:

[T]50(Clso
K. (A.109)c - TC.

—1 —1
2— f())[T(Finº + #) ■ cho – 9-1}III + (=# + #) l

Kc = 9)[T] —1 {A.110)(2-■ })(Tit 2 1

3–– (F# + #)
(2-■ })(T —1

[C]T(50) — ;H++ (=# + #)
Kc = (2—fºl)[T] (A.111)2 1

- T(Finº + #) (**) – 1

(2–fº)[T] —1* - Cho - “ (=# + #) A.112
C = +!; + º-■ i■ ti – 1 (A.112)## + 3RT--

(2—fºl)[T] —1[C]T(50) — *H*I* + TÉ TF + #:
Ka = # (A.113)

C = * +*#III:
-T■ , 2KL

Equation (A.113) is the general form for the dissociation constant as a function of

the IC50 value [C]T(50), the total target concentration [T]t, the affinity of the ligand

Kl, and the fractional saturation fº arrived at during the titration step.

This equation can be rearraged to give the IC50 ([C]T(50)) as a function of the
other parameters as follows:

1 (2 – f.)|T|T] _ (2 – fº)[T] 2 1 \T"
Ko If, + *#1 = [C]T(50) – ; ++ (a – f.)[T]T +

#)
(A.114)

185



[C]T(50) = Kc 1 + (2 – fº)[T]t + (2 – f.)[T]T
-

(Finº 1 )"1 – f'. 2KL 2 (IF)|T| " K,
(A.115)

Let us consider a few limiting cases in order to get a better feeling of how this

equation behaves. First, if [T]T vanishes:

-
1

º, [C]T(50)
-

Kc |
-

# (A.116)

then the IC50 will depend only on the affinity of the competitor and the fractional

saturation of the target by the ligand.

If f; vanishes:

- -

[T]T KL[T]T}º, [C]T(50) = Kc |
+
# +[T]T – 2K, ITTI (A.117)

- -

[T]+] . [T]+* + KLITT
}º, [C]T(50) = Ko | + KL + 2KL + [T]t (A.118)

then the IC50 will equal a constant term plus a multiple of Kc.

As with EC50's, IC50's exhibit strong dependence on the initial level of titration

f}, in this case of the ligand binding to the target. However, unlike with EC50's,

IC50 curves obtained at high f} look fairly normal, as shown in Figure A.15.

The actual dependence of the IC50 to Ko ratio on f; is virtually identical that
of EC50's (Figure A.16).

However, IC50/Kc does not have any strong dependence on the affinity of the

ligand KL in the same way that EC50/Kc is dramatically altered by a ligand of

lower affinity (Figure A.17).
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(K-K-KC)
([T]T=0.1K)

Fractional
Saturation

[L]T =100K

Logio■ cl I/k

Figure A.15. Effects of Ligand Concentration and Target Saturation. If there
is too much ligand ([L]T), the initial fractional saturation (f) will be too high,
resulting in an IC50 ([C]T(50)) substantially above K.

10 r

(K-K-Kc)
([T]T=0.1K)

0 0.2 TO. 0.6 0. 5 i
Fractional Saturation

After Titration of [L] T

Figure A.16: Dependence of the ICso on the Fractional Target Saturation. The
IC50 increases asymptotically as the fractional saturation (fo) approaches unity.

187



10 r

( [T]T=0 . 01 K d

0 0.2 0.4 0.6 0.3 i
Fractional Saturation

After Titration of [T] T

Figure A.17. Dependence of the IC50 on Ligand Affinity. Unlike EC50 binding
assays, IC50's are not affected by the relative affinities of the ligand (KL) and com
petitors (Ko) for the target.

In contrast, IC50/K is modulated by increased target concentration in a manner

resembling how EC50/K is affected by an increase in total ligand concentration. In

order to get reliable IC50 values, the target concentration should be 10-fold lower

than the smaller of the two dissociation constants (Figure A.18).

Unlike with EC50 measurements, curves obtained from IC50 measurements

will show symptomatic distortion when the bottom of the assay's usable range

is reached. As shown in the next figure, the curves will become steeper and asym

metric (Figure A.19).

Ultimately, the total target concentration sets the lower limit of the assay's us

able range (Figure A.20).

Prerequisites for successful IC50 measurements are:

1. fº should be as low as possible, but with good signal (25% is good).
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20 r

[T]T=10K
15 H

IC 50 (K-K-KC)
K., 10|C

5 H

[T]T=0 . 1 K

0 0.2 0.4 0.6 0. 5 i
Fractional Saturation

After Titration of [L] T

Figure A.18: Dependence of the ICso on the Total Target Concentration. The
IC50 will be shifted upwards if the target ([T]T) is present at a concentration above
K.

0.3 r | (KI-10 [T] T)KC=0. 1 [T] T K = [T]T

KA-100 [T
0.2 H [ ] T

Fractional

Saturation KC=1000 [T]T
0.1 H

KC=0.01 [T] T
0

- 1 0 1 2 3 4

Logio■ cl I/IT] T

Figure A.19. Bottoming Out of an ICso Competition Assay. When the useful
lower range of an IC50 binding assay is reached because the target concentration
([T]T) exceeds K, the curves will become excessively steep and asymmetric.
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Figure A20. Limitations of ICso Competition Assays. The total target concen
tration places and effective lower limit on the inhibition which can be measured
in an IC50 competition assay.

2. fº should be uniform across all IC50's to be compared (important■ ).

3. [T]T × KL (IC50's essentially scale as Ko multiplied by a factor of 1+[T]T/KL)

IC50 Competition Assays Performed Under Near Saturating Conditions

Sometimes it is necessary or convenient to perform competitive binding assays

under highly saturating conditions. In this case, the ratio of the IC50 to the total

ligand concentration can be used to estimate the ratio of the dissociation constants

Kc/KL.

From Figure A.15, we know that the IC50 binding assay will exhibit a normal

inhibition curve even when competing against very high concentrations of ligand

(note that this is not true for the EC50 format binding assays). Reproducible IC50

values can therefore be extracted from those curves, even though the IC50's will
be far from the true Ko's.
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The question to be answered is: under what conditions does the ratio of the

IC50 to the ligand concentration approach the ratio of the dissociation constants of

the competitor over the ligand?

IC50 - Kc,
when does [i]t 2-, KL (A.119)T

This ratio can be derived by combining equations (A94) and (A.115). For the

sake of brevity, the derivation is omitted. The resulting expression is:

ICso (2- fºGKc + KL) 2(1 — fº)KL + KL – Ko
[L]t 2f}KL f}(f}[T]T – 2KL – [T]T) 2(f), [T]T – KL – [T]T)

(A.120)

Again, we can use limiting cases to understand the behavior of this rather

complex equation. As the total target concentration approaches zero:

IC50 (2- fº(Kc + KL) 2(1- fºlkl KL - Kcli ~ – -
A.121tºo [L]t 2f}Kl 2f}Kl 2KL ( )

lim IC50
-

2KC + 2KL — }Kc – }KL – 2K1 + 2 fººt — }KL + f2 Rºc
Tºo [L]r 2f}KL

(A.122)
. IC50 Ko

lim =# = − A.123
Tºo [L]r fººl (A.123)

then the IC50/[L]t ratio will equal the ratio of the dissociation constants di
vided by the fractional saturation of the target.

When the initial fractional saturation approaches unity:

-
IC50 KC + KL KL

-
KC

lim -t = −t
-- -* [L]T 2KL + 0 2KL (A.124)

III] ICso
F

Kc (A.125)
f}–1 [L]T KL
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Figure A.21: Measurements Under Saturating Conditions: Target Concentra
tion. High target concentrations have a detrimental effect on the observed
IC50/ [L]t ratio.

then the IC50/ [L]t ratio will equal the ratio of the dissociation constants. Of course,

unrealistically high concentrations of both ligand and competitor would be re

quired to achieve this state. One must not forget that the asymptotic curve in

Figure A.16 still applies, and that IC50 and [L]T will both approach infinity as the

initial fractional saturation approaches one. The major limitation of this kind of

assay is the upper limit on the achievable concentrations of C and L in solution.

The behaviors of the IC50/ [L]t ratio. compared to Ko/KL can also be described

graphically. Figure A.21 illustrates how the ovserved ratio is affected by high

target concentrations, and Figure A.22 shows how the observed ratio is affected

by different saturation levels.

Tips for performing assays under near-saturating conditions:

1. The total target concentration ([T]T) should be below the dissociation con

stant of the labeled ligand (KL) by at least 10-100 fold, especially if the com

petitor binds tighter to the target than does the ligand.
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( [T]T=0 .01K d

- 2 - 1 o i 2 3

Log 10 KC/KL

Figure A.22: Measurements Under Saturating Conditions: Target Saturation. In
this assay format, high fractional saturations will give IC50/[L]t ratios closer to
the true ratio of the affinities.

2. fº should be high, but not so high that the expected IC50 will exceed what

can be acheived in the system. Lower saturation levels with give a lower

absolute IC50 but the IC50/ [L]t ratio will suggest that the competitors binds

with a weaker affinity than it actually does.
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A.4.3 Fitting Curves from Competition Assays

Because EC50's and IC50's depend on several additional parameters beyond just
the inhibition constant of the competitor (KC), there is no simple way to rigor

ously formulate the fractional inhibition as a function of the EC50 or IC50. How
ever, when competitions are performed under appropriate conditions (described

in sections A.4.1 and A42), they will give symmetric curves that can be fit to a

standard sigmoidal function:
1

#) + 1v= (A.126)

where r is the independent variable, a is the mid point of the curve, and b is the

slope constant. Note that a standard one-to-one binding curve (equation A.13)
shares this form, but in this case b is unity:

1

+ 1
(A.127)fB = -R

TAT]

Unlike binding curves, EC50 and IC50 competitions will sometimes have mid

point slopes that may vary depending on the conditions of the assay. It is therefore

appropriate to include b as an adjustable parameter in the fitting process.

■ t - ■ º (A.128)

ft =

Some curve fitting programs work better with these equations reformatted using

logs:

1

fl F 10b(log EC50–log [C]T) + 1 (A.129)
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-
1■ t = 10M.I.H.IGHTIT

or even better:

1
■ t - TOWIEIT (A.130)

where r is the log of the total competitor concentrations (log(CT), and a is a fitting

parameter used to compute the EC50 or IC50 (= 10*) after fitting.

For analyzing real data, the two-parameter fits can be expanded into four

parameter fits which take into account minimum and maximum inhibition levels.
General form:

c – d

y = Initº (A.131)

in practice:

mar – min
inhibiti TL = *-* + mi A.132
inhibition of [TL) ■ º IT." (A.132)
- - - - - - - -

maar – min
-

inhibition of [TL = (EWTT + mºn

or using logs:

- - - - - - - - mar – min
-

inhibition of [TL = 105(log ECO-Togº) II + mºn (A.133)

inhibition of TL. 77001 – 777,770 + min10b(log IC50–log (CJT) + 1

or parameterized as in (A.130) (most stable):

maar – min

inhibition of TL = 105(a-ETT + min (A.134)
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If all of your data is background subtracted, you can carry out a three-parameter

fit by setting min to zero in the above equations.

In general, sigmoidal fits will give a good approximation of the mid-point

value even in cases where the curve exhibits some asymmetry. However, as dis

cussed in sections A.4.1 and A.4.2, asymmetric or steep curves will sometimes

(but not always) indicate problems with an assay. Excessively steep competition

curves will have slope parameters (b) greater than 1.0.
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Curve Fitting Using KalidaGraph

When using Kaliedagraph (Synergy Software), I recommend that you work with
concentrations in logarithms of molarities (see next page). That way the fits will

converge more often and the plots will be easier to read. However, if you prefer
to work in molarities, the equations are (from A.132 and A.133):

y = ((ma – ma)/((ml/mo.) m2 + 1)) + m3 (A.135)

y = ((ma – ma)/(10° (m2 + (log(ml) – log (mo))) + 1)) + m3

y = Assay Signal (Dependent Variable)

mo = Total Competitor Concentrations (Indepedent Variable)

m1 = IC50 or EC50

m2 = Slope Parameter (should fit to 1.0)

m3 = Signal at Zero Competitor

mA = Signal at Infinite Competitor

For a typical competition assay with a signal range of 0.1 to 0.9 and a micro

molar IC50 or EC50, you would plug the following equation and initial values into

Kaliedagraph's fitting routine:

( (m4 -m3) / ( (m1/m.0) m2+1)) + m3; m1=0.000001; m2=1.0; m3=0.9; ma=0.1

Inverse forms of (A.135) include:

mA – m3
i —1/m29 – m3Tn.0 = m|

1/m2
mA – m3

n1 = m0 – 1
y – m3
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If you use logarithms of molarities, Kaliedagraph's curve fitting routine will

exhibit robust convergence and give many fewer “Singular Coefficient Matrix" er

rors. You will need to convert your concentrations into logarithms before graph

ing. From (A.134):

y = ((mA – m3)/(10° (m2 + (mi – mo)) + 1)) + m3 (A.136)

y = Assay Signal (Dependent Variable)

mo = log Total Competitor Concentrations (Indepedent Variable)

m1 = log IC50 or EC50

m2 = Slope Parameter (should fit to 1.0)

m3 = Signal at Zero Competitor

m4 = Signal at Infinite Competitor

For a typical competition assay with a signal range of 0.1 to 0.9 and a micro

molar IC50 or EC50, you would plug the following equation and initial values into

Kaliedagraph's fitting routine:

( (m4 -m3) / (10 (m2 * (m1-m0)) +1).) + m3; m1 = - 6; m2=1.0; m3=0.9; ma=0.1

After fitting, you would compute the IC50 or EC50 as:

IC50 or EC50 = 10” (A.137)

Inverse forms of (A.136) include:

mA – m3
-

j
no =

m-w y – m3
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A.4.4 Estimating ECso's and ICso's from Single Point Inhibition Measure
ments

NOTE: This is usually a bad idea and should only be done when real competi

tion curves can not be obtained. Understand that the values obtained will be very

approximate. One typical application of this would be in comparing single point

screening data from two screens performed at different concentrations.

Solving for a in (A.126) gives:

Ol – T ( ; - 1 ) 1 / b

1 1/b

EC50 - [C]T (#
-

i)
1 1/b

IC50 - [C]t (#
-

i)
where f's are fractional inhibition, and [C]T is the competitor concentration.

If b is unknown, it can be assumed to be unity as in the ideal case, which gives:

a = -(;-)
EC50 = [C]T (#-)
IC50 = [C]T (#-)

These relationships will really only give useful results in the range (0.1 < f <

0.9). EC50's and IC50 obtained from fºs outside this range really just represent

huge magnifications of experimental error. You have been warned!

200



A.4.5 Predicting Saturation Levels at Alternate Concentrations

K

TL = T + L (A.138)

Given a saturation of f; at some free ligand concentration [L], the expected
saturation f; at a concentration ratio c(L] can be derived. From (A.17):

K
[L]= H (A.139)7|

And from (A.13):
1

f} = (A.140)# + 1
Combining (A.139) and (A.140):

c 1f; - —1

K (#J + 1II.
c 1

f; - #-1
+= + 1

C
% = — A.141

f; # — 1 + c ( )

When [T]T is much less than K, [L] can be approximated using [L]T, and c can then

be set to the ratio of the total ligand concentrations.
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Appendix B

Laboratory Protocols

B.1 Cleavage and Purification of Fc from IgG1 fusion protein

Protocol

1. Combine:
75 mgs CD4-Fc fusion protein (Genentech)
20 mMMES pH 6.0
230 mM Mannitol
23 mM Glycine
2 pig Papain (AmSOA precipitate, Worthington)
Incubate 2 hr at 37°C with gentle shaking.

. Quench with a pinch of leupeptin to inactivate papain and incubate 15'
In Ore.

. Purify by column chromatography over a 10 mL Protein A sepharose col
umn (Pharmacia) using Pierce's Gentle Ag/Ab binding and elution buffers.
This will remove the CD4.

. Purify by gel filtration over a 1 m Superdex 75 column (Pharmacia) at 0.5
mL/min in 20 mM MES pH 6.0. This will enable separation of cut Fc from
uncut CD4-Fc fusion. Analyze fractions by SDS-PAGE and pool.

. Concentrate to at least 1-2 mg/mL using a CentriFrep 10.

. Store at 4°C.
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B.2 Preparation of M13 Bacteriophage

Solutions

PBS Phosphate Buffered Saline (1 L)
8 g NaCl
0.2 g KCl
1.43 8 Na2HPO4
0.2 8 KH2PO4
H2O to 1 L, pH will be 7.2

PPS Phage Precipitation Solution
20% polyethylene glycol (8k)
2.5 M NaCl

Protocol
1. Streak XL1 blue (Stratagene) E. coli on LB/tetracycline agar and incubate

overnight.
. Innoculate 15 ml 2YT with 10 pg/mL tetracycline using a single colony from

the plate. Shake in 125 mL flask, 37°C, 200 RPM.
3. Grow to OD600 = 1.0 which is about 5x10° cells/mL.

4. Infect 2 mL of the culture with a maximum of 5x10° bacteriophage particles

10.

11.

in a 7 mL miniprep tube. Shake for 60-90 minutes.
. Add 5x10° M13 VCS “helper" phage particles (Stratagene). Shake for 30

minutes.

. Prepare 250 mL flask with 25 mL 2YT, 5 pg/mL tetracycline, and an ap
propriate amount of antibiotic resistance marker (usually 5-10 pg/mL chlo
ramphenicol, or 50 pg/mL carbenicillin). Innoculate with the entire 2 mL
culture and shake 16 to 24 hours until cell growth is complete but before the
cells being to lyse.

. Transfer culture to 50 mL centrifuge tubes and spin at 8k RPM (SS-34 rotor)
for 10' to pellet cells.

. Transfer supernatant to fresh 50 mL tube with 5 mL PPS. Mix thoroughly.
Centrifuge at 10k RPM for 10' to pellet phage. Aspirate supernatant, respin
for 3', and reaspirate.

. Resuspend phage in 1 mL PBS. Transfer to a 1.5 mL microfuge tube. Spin
for 3' at 14k to pellet particulate matter. Transfer supernatant to a fresh mi
crofuge tube with 155 p.L PPS and mix thoroughly.
Spin for 5’ at 14k to pellet phage. Aspirate supernatant, respin for 1’, and
aspirate remaining supernatant.
Resuspend in buffer appropriate for the desired usage. For storage pur
poses, resuspend in 250 pil PBS and store at 4°C.
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B.3 Titration of M13 Bacteriophage

Protocol

1. Streak XL1 blue (Stratagene) E. coli on LB/tetracycline agar and incubate
overnight.

. Innoculate 25ml 2YT with 10 pg/mL tetracycline using a single colony from
the plate. Shake in 250 mL flask, 37°C, 200 RPM.

. Grow to OD600 = 1.0 which is about 5x10° cells/mL.

. Prepare 10-fold serial dilutions of your phage stocks in PBS on a standard
(non-stick) 96-well microtiter plate (200 p.L per well). Be sure to dilute the
stocks down to a level where you expect that there will be <50 phage per
well.

. Dilute the growing culture two-fold with 2XT and then fill 96-well plates
with 180 pull culture per well. Use a multichannel pipetteman to transfer 20
pull of diluted phage onto these wells.

. Cover the plate and incubate for 60' on a rotary shaker.

. Prepare LB agar plates with the appropriate antibiotic (usually carbenicillin
or chloramphenicol) for your phage construct, and warm to 37°C. You will
need at least one plate for every three stocks to be titrated in order to perform
duplicate measurements.

. Use a multichannel pipettor to transfer 10 pil of infected culture onto the
agar plates in 6x6 matrixes. Incubate overnight.

. In the morning, count the colonies and back-compute the dilutions to deter
mine the original stock concentrations (in colony forming units per mL).
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B.4 Preparation of Single Strand Template DNA (for Kunkel Mutagenesis)

Solutions

PBS Phosphate Buffered Saline (1 L)
8 g NaCl
0.2 g KCl
1.43 8 Na2HPO4
0.2 g KH2PO,
H2O to 1 L, pH will be 7.2

PPS Phage Precipitation Solution
20% polyethylene glycol (8k)
2.5M NaCl

Protocol

1. Inoculate 1 mL2YT with 10 pg/mL chloramphenicol and 50 pg/mL carbeni
cillin with a single colony of CJ236 from a fresh streak. Grow 8 hours. Add
5x10° VCS helper phage particles (Stratagene) and grow 30'. Use this culture
to innoculate 400 mL 2YT (with antibiotics) and grow overnight.

2. Spin down the culture in two GSA centrifuge tubes at 10k RPM for 10'.
Transfer the supernatant to a fresh tubes with 40 mL PPS. Mix thoroughly.
Spin 15k RPM for 15'. Carefully decant supernatant and respin at 15k RPM
for 5'. Aspirate the remaining supernatant, and resuspend the pellet in 25
mL PBS. Transfer to a 50 mL centrifuge tube and spin 10k RPM for 10' in an
SS-34 rotor to pellet insoluble material. Transfer supernatant to a fresh tube
with 4 mL PPS and mix thoroughly. Spin 15k RPM for 15'. Decant super
natant, respin for 1’, and aspirate remaining supernatant. Resuspend pellet
in 10 mL PBS.

3. Add 10 mL phenol/CHCl3. Mix thoroughly then spin at 15k RPM for 20'.
Remove top 8 mL of the aqueous phase and transfer to a fresh tube. Add 800
pil 3 MNaOAc (pH 5.2) and 20 mLethanol at 4°C. Mix and chill at -20°C for
15'. Spin 15k RPM for 20' and decant supernatant. Respin 1' and aspirate
remaining supernatant.

4. Resuspend pellet in 8 mL QX1 buffer from the QIAquick Gel Extraction Kit
(Qiagen). Purify the DNA using spin columns and the standard protocols
and then elute with H2O. Final DNA yield should be 900 p.L DNA at 0.1-0.4
pig/mL.
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B.5 Preparation of M13 Bacteriophage Display Libraries

Solutions

TM Tris/Magnesium Buffer
0.5 M Tris pH 7.5
0.1 M MgCl2

Protocol

1. Kinase:
2 ul oligo (10 OD/mL stock)
2 pil TM buffer
2 p.L. 10 mM ATP
2 p.L. 100 mM DTT
12.5 pull H2O
0.5 pull Kinase
Incubate for 40 minutes at 37°C.

. Anneal
20 º kunkel template (see Protocol B.4
20 pull kinased oligo (~ 0.6 pg)
25 pil TM buffer
H2O to 250 ul
anneal from 95°C to 40°C over 60' in PCR machine.

. Fill-in: to the above add
1.5 lull 100 mM ATP..O Al
10 p.L 25 mM dNTPs
3.0 p.LTM
15 p.L. 100 mM DTT
chill on ice, then add
6 ul T4 ligase (NEB)
3 ul. Typolymerase (NEB)
incubate at 15°C overnight
run 1 ML on TAE agarose gel to verify fill-in

. Purify DNA by extracting with phenol/CHCl3 and then Tris-EDTA satu
rated CHCl3. Then add 1 mL QX1 buffer (Qiagen) and purify over two QI
Aquick columns, eluting with 30 pil H2O.

. Electroporate into 350 pull competent cells, recover 90' in 35 mL SOC in a 250
mL flask shaking at 200 RPM in a 37°C incubator. At this point, remove an
aliquot of cells and titer a small aliquot by serial dilution onto an agar plate
with appropriate antibiotics.

. Grow library by adding 1 mL VCS helper phage (Stratagene) and shaking
overnight. Harvest phage as usual (Protocol B.2step 7 on).
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B.6 Affinity Panning of M13 Bacteriophage Libraries

Solutions

CB Coating Buffer
100 mM sodium carbonate, pH 9.6

CBB Casein Blocking Buffer (1 L)
3.55g Na2HPO,
10 g Hammersten grade casein
11.6 g NaCl
0.02% thimerisol (optional preservative)
H2O to 1 L, pH will be 7.1

DEB Dithiothreitol Elution Buffer
50 mM DTT (diluted fresh in water from frozen 1 M stock)

GEB Glycine Elution Buffer
100 mM glycine, pH 2.0

PT Phosphate Buffered Saline with Tween (1 L)
8 g NaCl
0.2 g KCl
1.43 8 Na2HPO4
0.2 8 KH2PO4
500 pull Tween-20
H2O to 1 L, pH will be 7.2

Protocol

1. Immobilize target protein on Maxisorp plates (Nunc). To avoid contamina
tion, use one plate per library. Prepare protein solutions in CB at 5-10 p.M.
Transfer 100 pil to each well (1 well per library). For each coated well, pre
pare a control well with 100 p.LCB alone. Incubate overnight at 4°C.

2. Wash plates 10X with PT and then incubate wells with 200 p.LCBB for 30' to
prevent non-specific binding.

3. Prepare fresh phage as described in B.2 and resuspend in 250 pil CBB.
4. For each library, transfer 100 pil to each of the experimental and control

wells. Incubate at R.T. on an rotary shaker (gentle) for at least one hour.
5. Wash plates by hand 20X with PT. To avoid contamination, do not use a

automatic plate washer.

6. Elute phage using either GEB or DEB. Add 100 p.L to each experimental and
control well. Shake vigorously for 30 sec. on rotary shaker. Transfer solution
to a microfuge tube. If using GEB, neutralize with 15 p.L Tris base.

7. Titer the starting stock and outputs from the control and experimental wells
using protocol B.3. Sequencing can be performed off of the titration plates.
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B.7 Phage-ELISA Binding Assay (EC50's)

Use of a 96-well plate washer in the following assay is highly recommended to

insure uniform results. NOTE: In this assay, the phage is the target, the ligand

is the immobilized protein, and the competitor is the protein which binds to the

phage in solution.

Solutions

CB

CBB

Coating Buffer
100 mM sodium carbonate, pH 9.6

Casein Blocking Buffer (1 L)
3.55g Na2HPO,
10 g Hammersten grade casein
11.6 g NaCl
0.02% thimerisol (optional preservative)
H2O to 1 L, pH will be 7.1

Phosphate Buffered Saline with Tween (1 L)
8 g NaCl
0.2 g KCl
1.43 8 Na2HPO4
0.2 8 KH2PO4
500 pull Tween-20
H2O to 1 L, pH will be 7.2

Protocol

1. Immobilize ligand protein on Maxisorp plates (Nunc). Allocate one row
or column of an ELISA plate for each phage variant to be measured, and
prepare identical plates for the titration and competition stages. Prepare
ligand protein solutions in CB at 5-10 p.M. Transfer 100 p.L to each well (1
well per library). Incubate for 60' at RT or overnight at 4°C.

. Wash plates 10X with PT and then incubate wells with 200 p.LCBB for 30' to
prevent non-specific binding.

. Prepare fresh phage as described in B.2 and resuspend in 250 pull CBB. If
comparing a family of mutants, be sure to prepare enough phage to allow
for a control measurement on each plate.

. Titration: Prepare serial dilutions of phage in CBB on 96-well non-stick
plates (one row or column per phage variant). 3-fold dilutions over 12 wells
is usually optimal (160 pull final volume per well).
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. Wash half of the ligand coated plates 5X with PT, then transfer 100 p.L of
the phage dilutions onto these plates. Incubate 60' at RT. Wash 20X with PT
then develop using o-M13 HRP conjugate and a colorimetric substrate such
as OPD.

. For each variant, plot the signal as a function of phage dilution. Use graph
ing software to fit each curve to a sigmoidal function and determine the
phage concentration for each variant that will give a uniform signal at 25%
of maximum (this is the fractional saturation of the immobilized ligand).
Prepare 2X concentrations of the phage variants in CBB at the concentration
appropriate for each variant.

. Competition: Prepare serial dilutions of competing ligand protein in CBB on
a non-stick 96-well plate. 3- or 4-fold dilutions spread over 12 wells is usu
ally optimal starting from a concentration expected to inhibit 95% of bind
ing.

. Wash the remaining ligand coated plates 5X with PT, then transfer 50 pil of
competing ligand protein dilutions and 50 pil of phage dilutions onto each
plate. Incubate 60' at RT, then wash 20X with PT and develop using o-M13
HRP conjugate and a colorimetric substrate such as OPD (Sigma).

. For each variant, plot the signal as a function of competing ligand protein
dilution. Using curve-fitting software, find the mid-point concentration of
the curves. This will be the EC50 value for the variant.
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B.8 ELISA Inhibition Binding Assay (IC50's)

Use of a 96-well plate washer in the following assay is highly recommended to
insure uniform results. NOTE: In this assay, the immobilized protein is the target,

the ligand is the labeled, and the competitor is the protein which binds to the im

mobilized target.

Solutions

CB Coating Buffer
100 mM sodium carbonate, pH 9.6

CBB Casein Blocking Buffer (1 L)
3.55g Na2HPO,
10g Hammersten grade casein
11.6 g NaCl
0.02% thimerisol (optional preservative)
H2O to 1 L, pH will be 7.1

PT Phosphate Buffered Saline with Tween (1 L)
8 g NaCl
0.2 g KCl
1.43 8 Na2HPO4
0.2 8 KH2PO4
500 pil Tween-20
H2O to 1 L, pH will be 7.2

Protocol

1. Immobilize target protein on Maxisorp plates (Nunc). Allocate one row or
column of an ELISA plate for each competition experiment. Also allocate
one plate for titration of labeled ligand protein. Prepare target protein so
lutions in CB at 5-10 p.M. Transfer 100 pil to each well (1 well per library).
Incubate for 60' at RT or overnight at 4°C.

2. Wash plates 10X with PT and then incubate wells with 200 ul CBB for 30' to
prevent non-specific binding.

3. Titration: Prepare serial dilutions of the labeled ligand in CBB on 96-well
non-stick plates (prepare several replicate rows). 3-fold dilutions over 12
wells is usually optimal (160 pil final volume per well).

4. Wash the target coated plates for titration 5X with PT, then transfer 100 pil
of the diluted labeled ligand onto these plates. Incubate 60' at RT. Wash 20X
with PT then develop as appropriate for the label.
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. Plot the signal as a function of label dilution. Use graphing software to fit
the curve to a sigmoidal function and determine the labeled ligand concen
tration that give a signal around 25% of maximum (this is the fractional sat
uration of target). Prepare 2X stocks of the label in CBB at this concentration.

. Competition: Prepare serial dilutions of the competitors in CBB on a non
stick 96-well plate. 3- or 4-fold dilutions spread over 12 wells is usually
optimal starting at a concentration expected to inhibit at least 95% of bind
ing.

. Wash the remaining target coated plates 5X with PT, then transfer 50 pil of
label dilutions and 50 pil of competitor dilutions onto each plate. Incubate
60' at RT, wash 20X with PT and develop as appropriate for the label.

. For each variant, plot the signal as a function of competitor dilution. Using
curve-fitting software, find the mid-point concentration of the curves. These
will be the IC50 values for the competitors.
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B.9 Protein Expression from a Phagemid Vector

Solutions

TE 100 mM Tris-HCl pH 8.0
1 mM EDTA

Protocol

1. Transform DNA in to in PEG/DMSO competent cells (34B8 or 27C7) using
standard protocols, plate on agar containing antibiotic appropriate for the
phagemid marker. The phagemid must contain an amber (TAG) stop codon
at the end of the protein and before M13 gene III.

. Use a toothpick to innoculate 2 mL LB (plus antibiotic) in a miniprep tube
with a colony from the plate. Grow for 5-10 hours.

. Gently spin down cells at 3k rpm for 5’ and remove supernatant. Replace
with 1 mL AP5 media and resuspend cells. Then innoculate 50 mL AP5
(plus antibiotic) in a 500 mL flask with the 1 mL culture. Grow 16-24 hours
at 37°C 250 RPM. Be careful not to over-grow. If a larger culture is required,
after about 8 hours, this 50 mL culture can be used to innoculate a 1 L culture
in a 4 L flask, which should be grown another 16 hours. Final OD600s should
be around 1.2

. Spin down the cells at 7k RPM for 10'. Decant supernatant. Respin briefly
then aspirate.

. Freeze the cells overnight at -20°C.

. Thaw and resuspend cells in 1/500th of the original culture volume in ice
cold TE, with 1 mM PMSF and 1 mM benzamidine.

7. Mix for 2 hours at 4°C on an orbital shaker.

8. Spin at 10k for 15' to pellet fractured cells. Initiate protein-specific purifi
cation procedure on the supernatant (i.e. ammonium sulfate precipitation,
column chromatography, etc.).
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Appendix C

Contents of the CD-ROM

C.1 Introduction

As we advance forward into the information age, it seems likely that soon most

graduate theses will be available via the internet and will be accompanied by all

kinds of additional information in the form of interactive graphics, animations,

and supplemental information.

This thesis is supplemented by a CD-ROM disk which contains electronic ver

sions of the thesis and a collection of movies generated using RigiMOL. If you do

not have a copy of the disk, you can request one by sending an email to:

warren■ ºdelanoscientific. com

C.2 Contents

To access information on the CD-ROM, insert the disk and open the index.html

file using a web browser such as Netscape or Internet Explorer. This file will open

automatically on some computers.
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C.2.1 RigiMOL Movies

A collection of movies generated using RigiMOL is included on the CD-ROM. The

following systems are visualized:

• IgG-Fc

• Human Growth Hormone Hormone/Receptor

• Thymidylate Synthase

• HIV Protease

C.2.2 Thesis in PDF Format

The CD-ROM contains a copy of this entire document in PDF format. You will

need Adobe Acrobat version 4.0 or higher to view or print this document.

C.2.3 Thesis in Postscript Format

This file is intended for printing only. It may require a printer with at least 64 MB

of RAM, and it will reproduce best on a color postscript laser printer.
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