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Transit and Regional Economic Growth:
A Review of the Literature

WiIliam S. Huang

Introduction

Public transit can affect the location and intensity of development within a metropolltan reglon2

This ability to steer growth, however, does not necessariIy imply improved economic performance for

the region as a whole. The construction or expansion of a transit system may cause the redistribution of

development witbSn the metropolitan area, without any net increase in reglonal growth.

This paper summarizes empirical research related to the xssue of whether public transit improves

regional economic performance. Because so few stuches specifically analyze this aspect of transit invest-

ment, seIected works on the economic growth effects of highways are also discussed. An important body

of literature is not covered here. Many smches examine tand use changes near transit fatalities. In general,

however, while those studies provide valuable information on transit’s ability to organize and shape

urban growth, they do not systematically evaluate whether the observed development represents a net

addition to the metropolltan region,z They wdl not be discussed here

Part I of the paper briefly covers alternative theories linking public transit to regional economic

growth. Parts II and III present studies from two separate hnes of empirical research that have converged

on the issue. In Part II, aggregate models of the productivity effects of public infrastructure are discussed.

Although such analyses were originally used to measure national competkxveness, efforts to test and refine

theory have produced empirical studies of the effects of specific types of infrastructure investment on

metropolitan economic performance. Part HI presents selected project evaluation studies, focusing on

analyses that have attempted to move beyond the traditional focus on localized impacts to measure the

regional benefits of public transit. Studies of the economic growth effects of highways are also briefly

&scussed in Part m.

In Part IV, studies of the determinants of business location are reviewed. Since that literature is

so large, only a few of the studies are covered here, and the discussion wRl focus on their findings about

transportation facilities. Finally, Part V presents selected studies on the regional economic effects of

transit infrastructure expenditures as they rlpple through the local economy.

I. The Mechanisms by which Public Transit Could Cause Regional Economic Growth

According to RephazLu (1993: 440), new transportation facilities can have two different effects

on development: (1) redistributive effects whereby development that would have occurred anyway 

relocated to take advantage of the new facility; and (2) ~[g]enerafive effects [that] arise from util/zing

previously unused local resources or using resources more eff, ciently. ~ Transportation infrastructure can



cause net economic growth in a metropolitan region only if it lowers the production costs of firms so

that acttvities from outside the region are attracted there or local enterprises enjoy a competitive

advantage over businesses in other areas. Eberts (1990, 1991) identifies three ways in which this can

occur. First, public infrastructure may make the metropolitan area more attractive to households. This

could aJ’fect regional growth, because ~infrastructure may reduce labor costs by providing an attractive

envlronment wlthin which households are willing to accept lower wages in order to locate" (Eberts,

1991: 88).

Second, infrastructure may function as a direct input into firms’ producuon processes (’Eberts,

I991: 88-90). If so, the effect of constructing additional infrastructure can be analyzed as if it were 

private ~nput; but it is an "unpaid" input, since firms generally are not charged for their use of public

infrastructure on a per-unit basis (Eberts, 1991: 88). Publicly constructed transportation facilities usually

fa11 into this category. Firms rely on highways, for example, for the delivery of other production inputs

and for the distribution of their output. In general, however, they do not pay marginal cost-based rates

for theu use of the network. If an excellent metropohtan transportation system gives firms in the area a

competitive advantage, other firms will be attracted to the region until e:ther: (1) the network is overused

and no longer a source of real economac profits 0Sberts, 1991" 89); or (2) other metropolitan areas

improve’ their local transportation networks to equal the first city’s system.

According to Eberts (1991: 89), it is critical to know whether pubhc infrastructure that functions

as an unpaid input is a substitute or a complement to private inputs. If it is a substitute, then major infra-

structure expenchtures may crowd out private investment. This does not necessarily mean that those

public eipenchtures are unwarranted. The classical jusufication for public infrastructure is that a public

system c an reahze economi~s of scale and avoid free-nder problems. Those advantages may remain.

Nevertheless, if infrastructure enhancements cause an overall decrease in private investment and employ-

ment, they might undermine other public policy goals.
)rf public infrastructure is a complementary input, then additions may induce higher levels of

private investment° A complementary relationship, however, also implies that the ability to use infra-

structure investment to spur regional economic growth may be severely l~rnlted. Even extremely large

public infrastructure investments may have no discernible effect on productivity, unless additional pri-

vate investment rs made.

Third, pubhc infrastructure may function as a pure public good. In this case, it is appropriate to

model the effect of infrastructure as an enhancement to the productivity of other inputs. Since such infra-

structure is non-rival and non-excludable, "an increase in the level of public inputs results m increased

output for all firms through neutral increases in the efficiency with which the private inputs are used"

(Eberts, 1990: 21).

Based on these theoretical explanations, what metropohtan economic growth effects can be expec-

ted from a public transit system? In general, transit systems move passengers, not goods. Therefore,



unhke roadway improvements, the service they provide does not affect the production costs of firms

directly? Under general equthbrium theory, however, the construction of a transit system could decrease

labor costs by increasing the size of the labor pool competing for jobs m partlcu!arly in the central city

(Sullivan, 1990 230-33). In ad&tion to thas wage-reducing effect on the supply of labor, if pubhc translt

makes the metropolitan environment more attractive, then workers may be willing to accept lower wages,

so long as they can remain m the area. It is important to note that both of these effects are mediated

through the behavior of workers. The extent to which the transportation cost savings or the environ-

mental amenity desires of workers are reflected in wages will depend on the elasticity of the supply of

labor. In the extreme case, where the regional supply of labor is relatively inelastic, there may be hrtle

or no effect on the labor cost of firms

Transit may also have an indirect effect on firms’ transportation costs, if it decreases highway

congestion by reducing the number of private automobile trips. The magnitude of this effect, of course,

would be mediated by the market. If transit is costly, automobile users might not be induced to change

their mode. Moreover, if there are high levels of latent demand for road space, congestion would not be

substantially reduced by diver~ing some current drivers to transit.

II. Aggregate Models

Since the 1950s, international development theorists have explored possible connections between

public infrastructure and economic growth. Harschman (1958: 94-95), for example, argued that ~social

overhead capital" may have its largest effects on economic growth m already booming, urbanized regions

where private investment levels are high. Hansen (1965: 5-6) defined two distanct types of public infra-

structure (social overhead capital and economic overhead capital) and three broad categories of regions

(congested regions characterized by high concentrations of population, economic activity, and public

infrastructure; intermediate regions ripe for additional development; and lagging regions unattractave to

firms). He argued (at 11-12) that economic infrastructure investment would be most productive in 

intermediate regions, and that it should be concentrated there. Leven, Legler, and Shapiro (1970: 67-68)

modeled an interdependent system in which public and private investment decisions reinforce one

another and produce economic development.

Among domestic policymakers, interest m the relationship between infrastructure and econormc

growth was sparked in the 1980s, when Aschauer (1989) published empirical work linking recent declines

in U.S. productivity growth to failing national investment in public infrastructure. Aschauer uses aggre-

gate time-series data to study the relationship between private output and the stock of nonmilitary pub-

tic capital.4 He models output per unit of private capital as a function of: (1) a constant, (2) time, (3) 

per unit of private capital, (4) public capital per unit of private capital, and (5) the level of capacity utili-

zation in manufacturing (a variable used to control for the cyclical nature of productivity). Based 

tbas specification, he finds that the elasticity of (output per unit of private capital) with respect to (public



capital per umt of private capital) is 0.39. According to Aschauer, most of this effect is attributable to

core ml~r~tructure : highways and streets; water and sewer facilities; and gas, electric, and transit fadli-

fies~ Mtuanell’s (1990a) analysis of national output supports Aschauer’s findings. She models private

nonfarm business output per hour as a constant returns-to-scale function of: (!) a constant representing

level of ~echnology, (2) an index of private capital services per hour of labor, (3) nonmilitary public capi-

tal stock per hour of labor, and (4) the level of capacity ut~liration in manufacturing. She finds that the

elasticity of output per hour wkh respect to public capital is between 0.31 and 0.37 -- a range remarkably

close to Aschauer’s 0.39.

Aschauer’s and Munnell’s results have been widely challenged. First, most economists agree that

they are implauslbIe. Aschauer’s conclusion implies that the economic returns on public infrastructure

projects would be many times greater than the typical rate of return for a private capital investment?

This restdt, however, :s inconsistent wkh the findings of project benefit-cost analyses. Although project

assessments suggest that there may be extremely high real rates of return for a few carefully selected

public pIojects, others have low economic returns (Congressional Budget Office [1991: 35-41]; see also

Federal Highway Administration [1992: 14-15], an excellent hterature review of empirical studies on the

connections between public infrastructure and national productivity). Moreover, even for the projects

justified by high benefit-cost ratios, it is not clear that the economic benefits could produce productbAty

increases of the magnkude reported by Aschauer and Mun_nell.

Most n-nportant, the correlation between pubhc infrastructure expenditures and productiwty

may be spurious. That public infrastructure spending and output per worker have both declined during

the past 20 years does not mean that there is a causal relationship between the two. Indeed, the actual

causal re],ationship may be exactly the reverse -- rising productivity may generate increased public

investment (see, for example, Federal Highway Adm~strauon [at 6]). Winston and Bosworth (1992:

276 n.6) :mmmarize the key obstacle to resolving the causation :ssue:

The statistical studies encounter a fairly simple problem. The rate of increase in total factor
productivity slowed sharply after 1973. The inclusion in the statistical analysis of any varia-
ble, such as the public capital stock, with a smailar one-time break in its growth rate around
1973 will yield a highly s~gnificant statistical coefficient. Unless one can observe multiple
episodes of sharp variation in the growth of productivity or public capital, it is difficult to
use the correlation to infer a causal relationship.

Subsequent studies have attempted to find such multiple, comparable episodes by dasaggregating

national :;tatlstics both geographically and by type of infrastructure. In general, these state- and

metropolitan-level analyses have produced much smaller estimates of public infrastructure’s productivity

effects. MunneU (1990b: i6), for example, followed her study of national infrastructure expenditures

and productivity with an analysis of subnational trends. Although she again finds that public capital has

a significant positive effect on output, the magnitude of that effect is substantially smaller than the esti-

mates from her study of national-level data. In her unconstrained regression model of state-level data,
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the elasticity of output w~th respect to public capital is 0.15; when she introduces a constant returns-to-

scale constraint, the coefficient on state and loczl public capital stock falls to 0.08. Both of these figures

are substanually below the 0.31 to 0.37 range she estk’nated using national data. Munnell notes that the

coe~icients ha her unconstrained equation survive the implauslbi~ry test:

The coefficlent of public caplt~ is also sensible in that it implies a reasonable marginal
productivity for public capital and equahty between the productivity of public and private
capital. That is, the elasticity of private sector output with respect to public capital is
roughly half that with respect to private capital, and the state and local public capkal stock
is approximately one-half the nze of the private capital stock.

Mlmnell (1990b: 17) also disaggregates public capital into three components: highways and

streets, water and sewer systems, and other. The coefficlent she estunates for highway and street infra-

structure is 0.06. Garcia-Mil~ and McGuire find a similar elasticity for highway capital kn their 1992

study. They model highway capital and educauon expenchtures, by state, in a Cobb-Douglas production

hmction with gross state product as the dependent variable. They estimate (at 235) that the elasticity 

gross state product with respect to highway capital is 0.04.

A few of the aggregate studies have analyzed metropolitan-level data. Eberts (1986) models the

relationship between public capital stock and manufacturing output m 38 metropolitan areas for the

period from 1958 through !978. He uses value-added as the dependent variable, hours of production

and nonproduction workers as the labor input, and private manufacturing capital stock as the measure

of private capkal. Eberts concludes that pubhc capital stock makes a positive, statistically sigrEficant

contribution to manufacturing output, but that Its elasticity -- 0.03 -- is small relauve to the elasticiues

associated with other inputs. Deno (1988), in contrast, finds a very bagh elasticity. He uses a normalized

translog profit ftmction to model the relationship between public capital and manufacturing production

decisions in 36 metropolitan areas from 1970 to 1978. This specification differs from the production

functions discussed above. According to the Federal I~ghway Administration (!992: 12):

[E]conormsts have suggested that cost or profit functions may be more appropriate than
production functions for analyzing the relationship between public capita] and productivity.
The production function method is crkiclzed in this case because private and public capital
vanables may be related through their input prices (interest rate on capital), which contra-
dicts the notion that all input variables shoed be exogenous.., rather than endogenous...

Based on his analysis, Deno concludes (at 407) that the elasticity of output supply with respect to high-

way capital is 0.31. The size of this estkn~ate suggests that highway investment might be a valuable tool

for promoting regional economic growth.

In 1991, D~fy-Deno and Eberts collaborated in a study of pooled data from 28 SMSAs. Their

paper seeks to isolate the effects of public capital expen~tures from the effects of public capita/stocks.

According to DuHy-Deno and Eberts (at 337), public investment affects personal income because con-

struction activities result in increased wages and employment. Public capital stocks, in contrast, firac-



tlon as production inputs and as household consumption goods. They find that public capital stock has

a significant effect on per capita personal income within the metropolitan area.

’The subnational studies have also been challenged. Hulten and Schwab (1991: 133), for example,

scrutinize the sources of regional economic growth, and they conclude that since there is so little varia-

tion m productivity growth between regions, inter-state comparisons are ultimately unilluminating:

The rough equality of regional productivity growth leaves little room for any variable,
including public capital, to serve as a key determinant of regional differences in [mulr2factor
productivity], simply put, there are very few differences to explain. Our results [suggest]
that regional differences in public capital growth do not seem to be a major determinant of
productivity differentials across regions. The conceptually richer model we have offered in
this paper suggests that public infrastructure does not generate significant Meade externalities.

Evans arid Karras (1994) model panel data from 1970-1986 for the 48 continental United States, using

several alternative functional forms. They conclude that while government educational services appear

to be productive, there is no evidence that other types of government investment are productive. Holtz-

Eakin (1994: 19) condudes that when productions fi.mctions are corrected to control for unobserved,

state-specific characteristics, the data reveal no role for public-sector capital at the margin:

Findings of a statistically and economically significant, positive elasticity for pubhc sector
capital are an artifact of restrictaons placed on the error structure. When using more
appropriate techniques, the most plausible estimate of this elasticity is zero.

"[’he results of the subnational studies must be interpreted cautiously: the absolute inter-regional

redistribution of wealth effected by public expenditures must be isolated from the growth-inducing effects

of an input mix that includes more infrastructure. This complexity has been largely ignored by aggre-

gate economic studies, which are rooted in the macroeconomlcs tradition, not benefit-cost analysis.

Only one of the sub-national studies -- Duffy-Deno’s and Eberts’ 1991 analysis of the relationship

between metropolitan income, public capital investments, and public capital stocks -- considers the

possibiliW that part of the productivity gains associated with public infrastructure may be explained by

the immediate infusion of externally collected dollars into the metropolitan economy.

To date, none of the aggregate studies of productivity and infrastructure investment have

attempted to isolate the effects of transit investment. The basic metropolitan models discussed above,

however, probably could be easily adapted to test the relationship between various productivity

measures and transit infrastructure. Given the conflicts within this hterature, however, such an analysis

could not be expected to provide conclusive evidence of transit’s effects on regional economic growth.

11"I. Project Evaluations Addressing Regional Economic Effects

Most empirical studies of specific transit projects do not try to determine whether regional

economi,: performance is improved by the public transportation system. Even Beimborn et al. (1993:
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113-25), who present a general framework for measuring the benefits of transit, lunit theLr consideration

of employment impacts to the direct and indirect effects of construction expenditures.6

A review of the transit project evaluation literature identified only two studies that have con-

fronted this question head-on: (i) the 1979 study of The Eeonomzc and Fmanczal Impacts of BAR T, and

(2) a 1991 study of the metropolitan econormc effects of shutting down SEPTA.7 The two analyses reach

very different conclusions. The BART impact study finds that the rapid transit system had no signifi-

cant effect on regional economic growth. In contrast, the SEPTA team estimates that shutting down

metropolitan Philadelphia’s transit system would have a very substantial negative effect on business

sales, personal income, employment, and population within the region.

The BAR T lrnpact Study

The BART Impact Study, conducted in the 1970s, was a comprehensive assessment of the San

Francisco Bay Area’s then relatlvely new rapid transit system. One component of the study sought to

determine whether BART had improved the economic performance of the metropolitan area. Accord-

mg to Grefe and McDonald (1979: 5), the authors of that portion of the study, such an effect could

occur only if BART gave a competitive advantage to industries within the region:

If BART service has had an impact on regional economic development, it would be mani-
fested in an impact on the compeutive advantage of industry within this region. The acces-
sibillty of employment to residents m the region, or conversely, the access of business to a
larger work force through transit, might improve the competitive position of the region in
attracting new business.

Grefe and McDonald use three techniques to detect potentlal competitive advantages related to BART

service: (1) an evaluation of the inter-zone travel time effects of BART, to isolate any accessibility

advantages provided by the system; (2) a sklff/share analysis to identify industries with unusually kigh

post-BART growth rates in the counties served by the system; and (3) key informant and directed

interviews to identify any causal links between BART arid econormc development.

Their accessibility study reveals (at 67) that on average, BART offered a 19 percent improve-

ment in travel ume to major employment centers. This effect was not distributed uniformly across all

socioeconomic groups: hlgh-income households experienced higher than average improvements, while

poor households experienced improvements well below the 19 percent average (at 67-68).

Despite these large accessibility effects, nekher the shiff/slaare analysis nor the key informant

interviews revealed any significant BART-generated competitive advantage for business (at 73-78). Vir-

tually all of the businesses interviewed were affected by BART in some way, but the magnitude of that

effect was judged to be minimal. According to Grefe and McDonald (at 77), the interview responses

overwhelmingly support the following conclusions:

¯ There was no locational advantage for the BART service area compared to other areas in the
San Francisco Bay region, or other regions, because of the existence of BART. There were



no instances where BART service could be cited as a significant or causal reason for a
locational dec:slon from outside the Bay Area.

¯ There were no instances cited where BART provided a significant efficiency of operation for
an existing business. BART usage is a convenience in many instances, but no case was identi-
fied m which the availability of BART service would have a measurable effect on produc-
tivity or operating profits.

¯ There was no rod/cation that BART in any way affected demand for the products of the San
Francisco Bay Area’s export-base industries -- including the tourism industry.

Although land developers believed that BART enhanced the region’s image (Grefe and McDonald, 78),

informants from the tourism, health services, legal, banking, and manufacturing sectors identified only

very minor business advantages from BART service. Grefe and McDonald confirm the result m four

case studies selected on the basis of the employment analysis and the interviews (at 78-81).

Although Grefe and McDonald conclude that BART did not increase regional economic growth,

there is a basic tension in their results. They document substan~al potential consumer benefits from

BART - i.e., significant reductlons in commute-time. Those benefits, however, were not reflected in

any competitive advantage for business or increase in econom:c activity -- a result inconsistent with tra-

&tlonal economic theory. A possible explanation for this discrepancy is that their research design is not

well-ta/lored to detect BART’s effects on regional economic growth. If those effects were indirect, dissi-

pated by intermediate markets, and spread widely over the entire economy, it is possible that none of

the key informants interviewed would have recognized BART’s contr/buuon.

The SEPTA Study

In The Economic Impacts of SEPTA on the Regional and State Economy, the Urban Institute and

Cambndge Systematics, Inc. (199!), use a dramaucally different technique to tackle the same basic ques-

tion. doe.s transit affect metropolitan economic growth? In contrast to Grefe and McDonald, the authors

of the SEPTA study do not attempt direct measurement of translt’s effects on regional economic activity.

]nstead, they perform a two-stage analysis. First, the travel-related benefits of SEPTA service are mea-

~.ured. Second, a regional input-output model is used to estimate the effect of those benefits on regional

economic growth. This approach is consistent with major theories of urban economics, and it avoids

some mea~mrement problems. Its accuracy, however, depends on models that may not perform well in

this conte::t.

Mc~surzng the Travel-Related Benefits of Transit

According to Be~nborn et al. (1993: 67-76), the travel-related benefits of u’ansit should be mea-

sured by calculating the change in consumer surplus produced by the system. While this approach is

preferred from the perspective of economic theory, it is extremely difficult to implement. To measure

the effect of any given facility, it is necessary to sum the change in consumer surplus over all possible



modes, orighas, and destinations. 03eimbom et al., at 73). In the United States, where the existing net-

work offers a large number of origin, destination, mode, and route choices to consumers, tlus is a

fortmdable and probably m~possible task.

The problem is compounded because: (1) the ~cost" of different transportation alternauves is 

combination of dollar charges, travel time, and inconvemence; and (2) most of the transportation system

is not priced at marginal cost. The first comphcation can be addressed by travel disutility models that

combine time, inconvenience, and dollar charges into a single metric. This solution, however, is not

perfect: although standard weights have been developed for converting time and inconvenience into

dollars (see, e.g., Belmborn et al., at 69), some consumers may have s-~bstandally different reservation

prices. If standard weights are used to evaIuate their behavior, their travel decisions will appear irra-

tional (Beimborn et al., at 77-78). Therefore, wl~Ie generahzed cost models make analysis more tracta-

ble, they are also a potential source of considerable inaccuracy.

The second problem -- the general lack of marginal-cost pricing in transportation -- poses a more

fundamental challenge. Most transportation facilities m the Umted States are not financed by per-urat

user-fees, based on the cost of constructing and maintaining the faciEty. Moreover, transportation o~en

has substantial externalities. Verhoef (1994), for example, emphasizes the importance of considering the

enwronmental costs associated with road transport. Congestion costs must also be addressed. Finally,

there may be positive externalities from the use of a transportation ~acility, although Verhoef argues (at

276-77) that virtually all of the benefits of road transport are fully internalized

The lack of explicit marginal cost prices makes it extremely difficult to estimate the effect of a

new facihty on net consumer surplus. Moreover, even if the net consumer surplus could be measured

accurately, it is unclear how meaningful or useful that informauon would be £or policymakers. While it

might be valuable for construction derisions at the marg:m, it would not reveal whether the proposed

faci!~W would be economically justified if market distortions were eliminated.

Perhaps because of these problems, none of the project evaluations reviewed tries to estimate

travel-related benefits by measuring net consumer surplus. The SEPTA study relles on a computation

of time savings -- a method transplanted from the larger literature on the economic benefits of highways.

According to Beimborn et al. (at 77), when used to compare public transit with private automobiles, the

time savings method tends to underestimate the benefits of transit, because mode choice is not taken at

face value:

A conventional time savings calculation underestimates the benefits of the service change
because It simply pen=lizes travelers who switch to transit. These travelers appear to be
making an irrational decision in choosing a mode with a higher dA’udlity.

The SEPTA study, however, completely avoids comparisons of the disudli W associated with competing

transit and automobJ.le modes. Instead, the travel benefits of transit are estimated by eliminating the tran-

sit system, re-allocating some or all of the displaced trips to the highway network, and projecting the

9



effect of those addluonal trips on highway travel-times, vehicle operating costs, and accidents.* According

to the researchers (at 3-7), the direct user impacts of eliminating SEPTA services would be: (1) ~increased

travel by car, at greater personal cost for former SEPTA users"; and (2) "more traffic congestion, bringing

longer u avel times and greater out-of-pocket operating costs for existing car and truck users."

The SEPTA study estimates that if transit were unavailable, 96 percent of current transit work-

commute trips and 65 percent of the non-work transit trips would be made by some other mode -- pri-

marily private automobiles (at 4-7). Assuming that current SEPTA users would switch to automobiles

with the same occupancy rate as cars currently crossing Philadelphia’s CBD screenlines, the peak accumu-

latlon of vehicles m the CBD would be about 85,000 additional vehicles on an average workday (at 4-7).

"[’he SEPTA team assembles data, multipliers, and travel-time cost estimates from a variety of

sources in order to calculate the effect of these extra traps on regional economic activity. Motor vehicle

operatml~ costs and travel times, for example, are estimated using a highway user cost simulation model

based on the Transportation Research Board’s Hzghway CapacwyManual, tables from New York’s High-

way Use: Cost Accounting Micro-Computer Package, and historical and projected volume-to-capacity

ratlos from a Delaware Valley Reglon transportation plan. They use the Federal Haghway Admmistra-

uon’s Highway Econormc Requirements System Model to place a dollar value on the accident-rate and

travel-time changes. (The Urban Iastltute and Cambridge Systematics, Inc., at 3-8 to 3-9).

The SEPTA team estn’nates (at 4-9) that the travel cost impacts of shutting down SEPTA would

be over $1.9 billion per year m 1990 dollars. Because this figure is based on a partial equilibrium analysis,

it should be interpreted cautiously. The SEPTA team’s congestion projections are based on transferring

a percentage of current transit riders to the road network. This, however, probably represents the maxi-

mum possible congestion effect -- not the level that would actually be observed. If congestion is severe,

for example, an unusually high percentage of former transit users might choose to travel by some mode

other than driving alone. Employers might aggressively expand the use of flex-time and van pooling to

reduce peak hour congestion. As the SEPTA researchers correctly note (at 5-9), land use changes might

also be produced by changes in the transportation system:

One type of potential change which would take place if SEPTA were curtailed or elimi-
nated is the relocation of job locations within the metropolitan area. This study did not
explici~y model how activities remaining within the metropolitan area would relocate in
response to higher transportation costs and greater congestion.

Most importantly, current users of the road network might change their travel behavior if con-

Igesuon ri.,;es dramatically. Although transportation models can accurately predict the effects of minor,

incremental changes to the highway system, they have been less reliable when projecting the effects of

major network changes. It may be inappropriate to use them in this context.
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Measuring the Regional Economzc Development Effects of Transat

Once the effects of shutting down SEPTA had been translated into highway user costs, the

researchers could draw on recent models developed to pre&ct the effects of highways on regional eco-

non=c development. Specifically, the SEPTA team models the regional economic impacts of elimina-

ting SEPTA as the product of seven factors (at 3-10):

Increased "cost of doing business" in the region, resulting from the longer time cost and out-
of-pocket cost of business delivery, shipping and "on-the-clock" individual business travel on
congested roads

o Reduced business access to labor markets

Increased "cost of living" in the regxon, resulrAng from the greater out-of-pocket cost of
personal travel on congested roads, and additional cost of car ownership and usage by some
former SEPTA users

® Loss of jobs for SEPTA employees

® Decreased "attractiveness" or quality of hfe, resulting from the greater travel times of
personal travel on congested roads, and reduced options for non-car travel

- Shafts in personal spending patterns, with increased purchases of cars, petroleum products,
insurance, parking, and repair services m place of transit fares and other expenditures

- Reduced attracHon of visitors

They use the Reg,onal Economac Models, Inc., (ILEMI) economic forecasting and simulation model 

an input-output base -- to evaluate the regional effects of the proposed service level changes. According

to the SEPTA Study (at 3-12 to 3-13),

The REMI Forecasting and Simulation Model includes all of the inter-industry interactions
among 49 private sectors in the economy. It also includes the trachng flows by industry
between rJae PhdadeIphaa metro area and the rest of the state of Permsylvama.

in addition to containing a complete inter-industry and trade flow structure, the model also
includes key aspects of the economy that are regarded as important for policy evaluation.
These include the effect on the locauon of industry, in the present and future, of changes m
the relatlve cost of doing business. This relative cost of doxng business is built up for each
industry based on tax costs, fuel costs, wage costs, and costs of all the interme&ate inputs in
the area. The model allows for substitution among capital, labor and fuel, based on shifts in
relative cost in these factor inputs. It has a wage determination response for each of 94 occu-
paraons based on shifts in relative demand for labor in each occupational category. These
wage changes, by occupation, affect costs for each industry. The model includes a rmgra-
tion response to employment cond~tlons in the area°

The modeling and analysis process is dynamic: transportation cost impacts and overall eco-
nomic impacts for each scenario are modelled year-by-year. The transportation model esti-
mates transportation related costs for each year. These are used in the economic model to
estimate changes in economic activity over the year. The change in economic activity is
then input to the transportation model for the next year, and this analysis process is carried
on through the year 2020 in order to estimate long-term changes.

11



Based on the REMI model, the researchers conclude (at 5-23) that by the year 2020, a complete

shutdown of SEPTA would produce the following negative economic effects for the Philadelphia metro-

pohtan ~.:ea: a loss of $14.9 billion in business sales (in 1990 current dollars); a decrease in personal income

of $9.6 b’fllion (in 1990 current dollars); the loss of 170,600 jobs; and a population decrease of 313,200.

Modeling the Regzonal Econormc Impact of Hzghways

Because so few studies have systematically analyzed the regional economic growth effects of tran-

sit, a brief review of the larger literature on the economic effects of highways is worthwhile. Several

recent papers summarize current approaches to highway economic impact evaluation (Drew, 1990;

Forkenb~ock and Foster, 1990; Washington, Pirmoi, and Stokes, 1990). Together, they identify five

basle methodologies: (1) aggregate models/econometric base models; (2) input-output analyses; (3) 

metric and quasi-experimental studies; (4) other regional economic models that include transportation

variables, such as spatial general equilibrium analysis, production models, and regional econometric models;

and (5) system dynamics modeling. Most empirical studies fall into one of the first three categories.

The first category -- which includes aggregate production fimcuon and profit function models

-- was discussed in Part II, above. Those studies have generated a wide range of estimates of road infra-

~ructL~e effects.

The second category consists of input-output analyses that trace the effects of travel cost reduc-

l:ions as they ripple through the regional economy. Whde stilt relauvely rare in public transit studies,

1.hey are common m the highway unpact hterature. Before it was used in the SEPTA study, the REMI

,aaput-output model was a well-estabLished highway impact model (See, e.g., Seskin [1990], who describes

l:hree highway projects evaluated using various versions of the REMI model.) Several other input-output

models h~we been developed for highway impact studies (Forkenbrock and Foster, 1990:309 [using the

[MPLAN model to estimate the effects of transportation cost reductions from a proposed 500-mile high-

way corridor connecting St. Louis, Missouri, and St. Paul, Minnesota]; Allen et al., 1988 [using the TRIM

input-output model to estimate the effects of various proposed transportation investments in Ontario];

~md Politazio and Roadifer, 1989 [estimating the effects of proposed highway construction in the Dallas/

]=t. Worth area with the Regional Economic Impact Modelfor Highway Systems]. See also Sullivan, 1992

{[who uses judgments of transportation cost and travel time elasticities to predict the effect of facility

improvements on industries in the coastal areas of the Pacific Northwest); and Buffer et al., 1984 (using

-’m input-output model to estimate the national effects of decreased highway expenditures). Although

there are differences between these models -- particularly with regard to their ievel of industry disaggre-

gation and the extent to which they allow elasticities and prices to change over time -- thelr basic struc-

ture is quite similar. Moreover, that structure ensures they wRl find some regional economic benefits

from any ~,:ransportation facilities that improve travel times or reduce travel costs.
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Other studies have used regression analysis or other econometric modeling tecknlques in an

effort to isolate the effects of highway investment on regional economic development. Wilson, Graham,

and Aboul-Ela (1985), for example, modelthe relationship between per capita income and highway invest-

ment ha New Bnmswlck during 1957-1980. They conclude that h~ghways do not always produce eco-

nom.~c growth° Their results suggest that in the earhest stages of its development, the highway network

is not capable of encouraging regional growth. Highways wRl cause economic growth m the intermedi-

ate development phase, but as the network becomes saturated, ’c[1]nvestment in the highway network no

longer encourages economic development, but serves to increase the mob~ty of the residents" (at 14).

Thompson, Weller, and Terrie (1993) use multiple regression analysis,to explore the relationship

between growth in per capita income and various measures of road system expansion in Florida between

1980 and 1990. They find that, in general, growth of total per capita income does not appear to be a fi~nc-

don of highway investment levels. (See also Lombard, Smha, and Brown, 1992, who use cross-sectional

mukiple regression analysis to study the relationship between highway infrastructure and economic

development in Indiana between 1980 and i988.)

Eagle and Stephanedes (1987) run Granger-causality tests and structural plots to test whether

l~ghway construction expenditures during the 1960s and 1970s caused county employment to increase

in Minnesota. They conclude that highway expenditures Granger-cause long-term employment growth

in the regional center, but do not Granger-cause long-term employment increases m other areas of the

state. Washington, Pirmol, and Stokes (at 57), however, criticize the study:

The present model based on the time-series "analysis has several weaknesses. First, the struc-
tural equation may have the problem of simultaneity because of the interrelationship nature
of the two variables. Next, the highway expenditure variable xs not the only variable
explaining the behavior of employment. Finally, employment is only one of many repre-
sentatives of economic development. Total outpuL earnings and tax bases may be tested
for causaliw as well.

Eagle’s and Stephanedes’s county-level focus also masks the rechstribution of economic growth within

metropolitan areas. They conclude that highways cause employment growth m regional centers, but

they also find that in next-to-urban counties, an increase in tughway expenditures is associated with

declining employment (at 61). They then note (at 61-62) that this finding suggests at least part of 

urban growth they document may be redistributed from next-to-urban counties. Because they do not

analyze the metropolitan region as a whole, their study does not explore this phenomenon Ln detail.

Two recent studies have used quasi-experimental methods to isolate the effects of highway

L~vestment on regional economic growth. Andersen et al. (1993) use matched pairs to study the

economic effects of highway bypasses in Texas. They f’md that a bypass generally produces a small, but

statistically significant, decrease to business volumes. Repham~ and Isserman (1994) use longitudinal data

and matched pairs to examine the effect of highways constructed between 1963 and t975. They conclude

(at 746) that "[n]ew freeways can be a useful part of a growth center strategy to reinforce the competitive



characteristics of small cities .... [y]et, the largest economic changes [caused by new highways] will be

on the urban fringe of larger cities."

In general, the results of the econometric and quasi-experimental studies have been more

equivocal than those of the input-output models. There seems to be a strong consensus that highway

construction will not necessarily generate net economic growth. Indeed, the recent NCHRP report, A

Przmer o,~ Transportation and Economzc Development (Lewis, 1991:18 citauon omitted), expressly cau-

tions that most highway projects will not produce new economic development:

While studies often report [a] large number of jobs either directly or indirectly associated
with transportation facilities, more in-depth investigations find that virtually all employ-
ment associated with expansions of the transportation system in mature economies would
be absorbed elsewhere m the labor market ~ the investment were not to take place. Only
where a regional economy chsplays long-term structural unemployment can regional net
gains in employment and income stem from transportation policies and projects. Even
then, the gains are typically small.

The potential to extend these econometric and quasi-experimental research methods to the

analysis of pubhc transit is probabIy limited. Public transit -- particularly rail transk -- is generally

restricted to the largest and oldest U.S. cities. Studies that rely on regression analyses and/or matched

pairs would face forrmdable problems, because cities with extensive transit systems probably are not

comparable to crees that do not have them.

IV. Transportation Facilities and Industrial Location Decisions

Research on the deterrmnants of industrial location has identified transportation infrastructure

as an important site attribute that can attract new plants. The studies can be chvlded into two basic cate-

gories. (1) surveys that ask decisionmakers to identify or rank the factors most important to their 1oca-

uon decisions; and (2) econometric models that molate the effects of various site characteristics on actual

location dec, sions.

Survey Research

Most of the survey research stuches present a list of site characteristics and ask respondents to

rate their importance. Summarizing the hterature m 1965, McMillan (1965: 239-40) noted that:

With some minor variation, the results appear inevitably to be the same. Markets tend to
rank first or second. If the industries surveyed are resource oriented, raw materials will rank
first and markets second. Market oriented industries will tend to rank markets first, labor
second, and raw materials thard. Transportation, whether It is reported in terms of "central
location to market" or "transportation facilities" will customarily rank third or fourth.

According to McMillan (at 240), however, most of the studies m’~properly fail to &stinguish

between iactors that are basic prerequis,tes and those that are determinants of specific location decisions.

Plant siting is a two-stage process. In the first stage, a geographic region is setected that provides the basic
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prereqmsltes -- for example, access to raw materials, markets, and labor. After a region has been selected,

decisionmakers conduct a second-Ievel search to identify particular sites. McMiUan reports the results of

a 1964 McGraw-Hill survey of 2,000 Business Week subscribers that focused on the second stage. Seventy-

six percent of the respondents to that survey identified good truck transportation as an important con-

slderauon in selecting a specific area or site for their plant -- the broadest consensus for any single item°

Twenty-nine percent identLfied pubhc transportation as an important consideration -- a relatlvely high

figure, although it ranked low compared to other factors (McM[llan, 242).

In 1976, Fortune magazine surveyed the 1,000 largest industrial corporations in the United States,

asking them to rank each of 26 factors as to their importance in locating their next mainland plant

(Fortune, 1977). Although "Efficient transportation facilities for materials and products" ranked very

high ha their survey (tying with ~Productivlty of workers" for first and second of 26), ~Efficient transpor-

tation facilities for people" was near the bottom of their list (20th/21st out of 26) (Fortune, 5). "Efflclent

transportation facihties for peoples however, ranked near the top of the hst of criteria for siting corpor-

ate headquarters; and the survey resuks identified it as a factor that would be more important in the

future than it had been in the previous five years (Fortune, 17). The Fortune survey dad not inquire

separately about the value of public transportation systems. However, among the respondents who

expressed reservations about central clty sites, 15 percent volunteered that good pubhc transportation

would make their company more interested m a central city location (Fortune, 19). S~xteen percent cited

"Efficient transportation for products and materials," and 7 percent identified "Ample parking, less

traffic congestion," as factors that would make a central city location more attractive.

Kieschnick (1981) conducted a survey of firms that had made investments in 1979 in states offering

automatic tax incentives for new development. Ahhough the main purpose of his survey was to isolate

the importance of tax incentives to location decisions, Kaeschnick also asked respondents to rate a variety

of other factors, includang the quality of the transportation network. For new firms, 24.4 percent identi-

fied the transportation network as a deciding positive factor; 34.4 percent identified it as a moderate

positive factor; 32.2 percent thought that it was an msigmficant factor; and 5.6 percent responded that it

was a moderate negative factor. Among expanding firms making interstate location choices, 14.3 per-

cent identified the transportation network as a deciding positive factor; 42.9 percent identified it as a

moderate positive factor; and 42.9 percent thought that it was insignificant (Kieschnick, 1981: 7071).

Schmenner (1982) reports the results of a survey that examined the plant location decisions of 

Fortune 500 companies during the 1970s. He used a three-tier structured telephone interview question-

naire ha which managers who participated in the location decisio~ process were asked to Identify:

(1) absolute requirements that constrained their region/state choice; (2) absolute constraints on final 

selection; and (3) site factors that were desirab!e, if available (Schmenner,, 149). Transportation factors

did not rank particularly high in the region/state choice; but both raft service and location on an express-

way were among the most frequently cited constraints in selecting a specific site. Although transporta-
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tion factors did not also dominate the "desirable, ~f available" responses, this may be because so many

respond~.-nts had already identified them as absolute requirements. Local transportation networks and

public uanslt do not appear to have been mentioned by survey respondents (Schrnenner, 150-51).

]n 1984, Industry Week surveyed 1,000 executives about their site-selection criteria. FuCty-four

percent :~aid that land transportation was "vitally important" to site-selection decisions (Goldstein, 1985).

Public transportation was not identified as a separate item in Goldstein’s 1985 report on the survey.

In 1987, Blair and Premus reviewed the empirical literature since 1970. Like McMiUan two

decades earlier, they find that labor force, transportation, and markets ranked high m the surveys (Blair
and Preraus, 1987: 80). See also Tosh et al., 1988. They note, however, three maportant trends: (1) "[these]

traditional economic factors of location are becoming, as a group, quantitatively less sigmficant," while

business climate and quality of life factors have gained importance; (2) =the primary mapact of technical

change has been to reduce the significance of ’proximity to raw materials’ and to increase ’proximity to

markets’ as a locauonal factor"; arid (3) "m recent years, state and local taxes have had an important effect

on business location, particularly within metropolitan areas where business property taxes can vary

substantially among jurisdictions" (Blair and Premus, 1987: 80).

These changes do not mean that transportation facilities have become irrelevarit to the siting

process Akhough proximity to raw materials has become less important, proximity to markets has

become more important. Moreover, the adequacy of the transportation network may be an important

quality of life or labor force availabflaty factor. In his survey of hlgh-tech businesses in Orange County,

for example, Galbraith (1985) separates transportation into two components: good transportation for

people ~ad good transportation for materials/products. Of his respondents, 40.4 percent identified good

transportation for people as an important or very important factor influencing their location decisions.

In contr~st, only 22 percent thought good transportation for materials/products was important or very

important. (See also Rex, 1993, who notes that traffic congestion is a major quality of life factor.)

Calzonetti and Walker (I991) report the results of a nationwide survey of new manufacturing

plaats that started operations between 1978 and 1988. Although transportation infrastructure does not

appear on the list of factors important in the regional s,te selection process (at 234), highways were the

third most important factor m the local search, after proximity to markets and the availability of non-

union labor (at 236). For single-plant establishments, access to highways ranked even higher (at 236-37).

Finally, a 1994 survey of corporate executives poUed through the National Association of Corporate

Real Estate Executives found that transportation facilities are important in the initial site screening pro-

cess,9 ranking only behind "Real Estate Costs" and "Labor Force Issues" in importance (MacKay, 1994).

Public transit appears as a siting criterion in only two of the general industry surveys reviewed

-- McGraw-HLll’s 1964 plant location survey (McMillan, 1965) and FortuneMagazme’s 1976 poll (Fortune,

1977). tn theory, however, the factor may be embedded in general quality of life measures, transporta-

tion network rankings, and/or labor market ratings. Anecdotal evidence from Rochester, New York;
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Atlanta, Georgia; and San Antonio, Texas, suggests that transit has lured specific facilities to particular

sites in new states or urban areas (American Public Transit Association, 1983: 4).

At least two of the raft transit evaluation studies have used surveys in an effort to isolate the

effects of transit on business location decisions. As discussed above, the 1979 study of the economic

impacts of BART included 85 interviews with San Francisco Bay Area business and industry leaders to

determine whether BART had altered the structure of the region’s economy (Grefe and McDonald, 76)

The study concludes that BART did not have any significant effect.

The San Diego Association of Governments (1984) finds that the San Diego Trolley was a minor

positive factor in siting decisions -- at least among those who chose to locate near stations. The SDAG

interviewed the developers and leasing agents for 10 projects constructed near Trolley stations between

1980 to 1984. Based on those interviews, the SDAG (1984: 44) concludes:

First, the extensive residential, commercial and office development in the vicinity of the
Trolley stations and the responses of developers and leasing agents indicate that the Trolley
does not have a negative impact on new construction.

Second, the existence of the Trolley is seen as an advantage in 1ocauonal choice for land
uses, particularly in the areas outside Centre City San Diego. It is not, however, a ma3or
locational determinant.

The SDAG also conducted a survey of commercial establishmems located close to Trolley stations.

Akhough about 20 percent of the respondents stated that the Trolley was an important factor in their

business remaining at its current location, over 60 percent felt that the Trol]ey had no effect, positive or

negative, on their business volume (SDAG, i984: 45).

As a group, the business survey studies indicate that transportation facilities are still important

to industrial location decisions. The studies, however, do not reveal whether sites with adequate trans-

portation facilities are scarce. Moreover, the geographic scale of the studies is either too large (muki-

state regions) or too small (speciflc sites) to make them directly useful for determining If additional infra-

structure would enable any given metropolitan area to attract new businesses. None of the studies finds

that public transit is a cnvacal factor in location decisions.

Econometric Studies

In contrast to the survey research studies that ask decisionmakers to state their preferences, eco-

nometric analyses isolate the importance of transportation facilities by analyzing firm behavior.1° Many

of the econometric models of industrial location do not consider transportation infrastructure at all (see,

for example, Carlton, 1983). Of those that do, most find that transportation faciliues are a significant,

but not determinative, factor° Doff and Emerson (1978: 119), for example, conclude that within rural

areas in the Western North-Central region of the United States, access to the interstate highway system

is not a critical factor for average size plants, although it is important to l~ge manufacturing facilities.

Fox and Murray (1990: 425) study 95 Tennessee counties between 1980 and 1986, and they identify the
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presence of an in-county interstate highway as an important attribute associated with higher entry rates

for most firm size categories. They note, however, that the relationship may be spurious:

these results raise aa important and unresolved issue: does the interstate system (or other
highways) create new activity, accommodate existing activity between major trade mud
population centers, or serve to redistribute activity across sites?

V. The Effects of Transportation Infrastructure Expenditures

The expenditures associated with constructing, operating, and maintaining major transportation

facilmes may substantially increase regional economm acravit-)r. In genera/, input-output analysis is used

to track such infrastructure expenditures as they ripple through the local economy. Strathman’s (1983)

study- of 1 he effects of transit construction expenditures on the Portland metropohtan economy is typical.

He uses a 24-sector input-output model and finds that gross local out/ays of $236 milhon will generate a

total of $ 385 million in direct, inchrect, and induced metropolitan production. Most other input-output

studies sbow similar, substantial regionai economac benefits. (See, for example, Paaswell, Berechman, et

al. [1987: 67], who use economic base analysis to estimate that local outlays of 297 million wili generate

over 1 blJ/ion m income over the six-year construction period).

Bemaborn et al., however, emphasize (at 114) the need to establlsh a clear baseline for any input-

output analysis of transit expenditures:

When considering the actual employment benefits of transit, it is important to compare
transit employment with employment in other sectors. Does transit create more jobs than
would occur if the funds were left untaxed in the economy? Does transit provide a signlfi-
cant amount of job creation different from haghway construction or other capital-intensive
projects? Are the created jobs low wage or bagh wage? What types of jobs are needed
irnmechately to stlmulate the local economy? Before one can properly determine the
impacts of transit upon employment, all of these questions must be accurately answered
with the proper analytical methods.

While traditional input-output studies are useful, their results must be interpreted cautiously. The total

increased production figures (the $385 million figure from Strathman’s 1983 study, for example) reflect

marginal economic growth only if aU of the expenditures are funded from an external source. If funds

must be raised locally to finance the infrastructure, it will be diverted from other -- possibly more pro-

ductlve - local enterprises. That lost production will offset some or all of the construction expenditure

benefits It

A few studies have explored the effects of diverting local funds into transit construction.

’Wa=erson (1985), for example, models three transk alternatives for metropolitan Seattle. Watterson

varies the assumed level of local funding m each scenario, based on a judgment of the level of federal

subsidy that can be expected for each type of proposal. According to Watterson (at 8), although the

.results are’ tentative,
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The usual capital cost multiplier analysis and its total economic n-npacts was [sic] shown to
be extremely sensitive to the local share fimding assurnpt~on, whatever that might be. Nega-
tive regional economic impacts of transit investment are entirely possible. The best economic
impact may be gained from putting money in consumers’ pockets, not in public investment.

Strathman and Dueker (1987) tackle the issue even more dlrectly, examining the regional econon’uc

impacts of raising $1 miLhon in local transit operating expenses from seven alternative sources in the

Portland metropolitan region: personal income tax, property tax, retail sales tax, gasoline sales tax,

downtown parking fees, payroll tax, and a transk fare increase. Even after accounting for the effects of

increased transit agency expenditures, all of the local financing scenarios generated net negative effects

for the region -- "from a net reduction of $87,000 associated with the gasoline tax to a loss of $426,000

following a fare increase" (Strathman and Ducker, at 44-43)._ Strathman and Dueker note (at 46), however,

that these figures do not take into account the redistribution effects or extemahty benefits that may

result from increased transit ridemhlp -- they consider only the effects of changed spending patterns.
¢

CONCLUSION

Despite frequent claims that the construction of transit s’ystems will produce regional econon-uc

growth, this hterature review has identified only two empincal studies -- separated by over 10 years -- that

have attempted to measure those effects systematically. The two studies reach opposite conduslons.

One found no slgmficant effects on economic growth; the other reported large, long-term effects on

business sales, population, employment, mad metropohtan income.

This disagreement may" be explained, in part, by methodological differences. The 1979 BART

impact study attempts to isolate the effects of transit through key informant interviews and shift-share

analysis. Regional grov~dx, however, is a complex process involving many related factors, so it is diffi-

cult to identify the effect of any single varlable. Moreover, theory suggests that translt’s effects on firm

costs are, at best, indirect. Given these problems, perhaps it is unsurpnsmg that the study concludes

BART had no sigmficant impact on metropolitan economic growrkl.

The SEPTA study, m contrast, focuses on the directly measurable effects of transit -- decreases

in travel time and congestion -- and k uses a model that necessarily translates those effects into increased

economic growth. So long as transit provides any travel-related benefits, the study’s design virtually

ensures that some positive effect on economic growth will be found.

Additional studies of transit systems might help reconcile this basic conf’fict. It is worth noting,

however, tlaat new empirical work may not resolve basic philosophical differences, and that the same

bifurcation appears in the more developed highway impact literature: the input-output analyses tend to

find economic growth effects, while the results of econometric and quasi-experimental stuches are more

ambiguous.
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Notes

1See, e.g., the studies cited in Huang (1994).
~The studies of the Washington, D.C., Metrorall system fall into this category (Metropohtan Washington Council
of Governments [I983], Dunphy [1982]).
3Pubhc transit may reduce the costs of business b’y facilitating face-to-face meetings and speeding business-related
mtra-me:ropolitan travel. This contfibutlon, however, is probably small. (Grefe and McDonald [1979: 72]).
Surveys a&nimstered for the B?~RT Impact Study, for example, revealed little use of BART for business purposes.
Moreover, "extensive interviewing failed to confirm that business use of BART has increased business efficiency."
(Grefe and McDonald, 83).
4Aschauer includes the following facdkies in nonmilitary pubhc capital- highways and streets, educational
buildings; hospital builchngs, sewer and water facilities; conservation and development facilities; gas, etectnc, and
trans,t faclhties; and other miscellaneous but nonmilitary structures and eqmpment.

SSchultze (1990:63 n.31) notes that:
A ccor&ng to Aschauer’s regression, a I percent increase in the stock of public infrastructure raised the
level of output - everything else held constant - by 0.39 percent during the period from 1949 to 1985. By
v,,rtually all estimates that increase was larger than the gain m output from a 1 percent increase in the
stock of private business capital. Yet the stock of business capital (in 1987) was 3.3 times the size of the
stock of public capital.

~¢Iah& (1982) demonstrates a method for measuring the transportation benefits of transit. Mahdi uses a 490 sector
input-output model to simulate the effects of transit improvements that reduce the costs of local travel by 10
percent. Mahdi models the economies of Atlanta, Boston, San Francisco, and Washington, D C., and concludes
that trans]: improvements would have the smallest effect m Washington, D.C. (because government services are 
major part of the metropohtan area’s economy and are not affected by reduced transportation costs) Although
t~hhch uses the same basic technique as the SEPTA study &scussed below, the simulations are based on
hypothetlc al changes in local transportation costs No effort Is made to determine whether or how much transit
improvements would actually change local travel costs Therefore, Mahda’s study w111 not be chscussed m detazl
[~ere
’Large-scale stu&es of ran1 transit nnpacts have also been undertaken for Atlanta’s MARTA system and the
Washington, D.C., Metro. Neither of those stuches, however, addresses the issue of regional economic effects as
comprehensively as the B.ART or SEPTA stud, es. Both the MARTA and Metrorml research efforts document
,,ome land use changes near transit stations. Neither, however, confirms the existence of regional economic
development benefits from transit.

Most of the studies of smaller systems expressly discount the possibility that transit will attract new
development. The Mdzvaukee Nortbzvest Corrzdor Rapzcl Transzr Study (RERC ]1986- 22-23, emphasis added]), for
e.xample, assumes strongly that no new development would be generated by the construction of a hght rail line:

There is one generality that applies to the relationship between transit lines and real estate development.
t~,msit lines can focus existing development potential but they do not create new development. The
experience of both heavy and light ~ developments in other cities shows that in areas of economic
growth a port:on of the new development wzU focus around transit stations, and that in areas that are
econon~cally stagnant lwtle or no development occurs.

Overall, the transit system may enable the Cky of Milwaukee to capture a slightly larger share of the
region’s development activity by encouraging businesses to remain in downtown office space rather than
moving to the suburbs and by causing some households to remain ha the city or move to transit-served
neighborhoods rather than out of the city. The transit system wdl not, however, stzmulate any new
economic actlvzry ~ozthm the regmn. Whatever development occurs near transk stations wiU be
decelopment that would have occurred in the region anyway -- though it might have occurred later and
in another location, perhaps oumde the City of Milwaukee.
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8Lomax and Memmott (1989: 20) use the same techmque m their report, The Cost and Benefirs of Urban Pubfic
Trans:t m Texas, noting that

One of the biggest benefits translt systems provide is to take motorists and vehicles off the road and put
them as passengers in higher occupancy buses. This reduces the congestion, fuel consumption, and
accidents for all motorists This is particularly true in urban areas with significant congestion during peak
periods

Lomax and Memrnott assume (at 20) that all pasiengers currently using the transit systems would make their trips
by private automobdes if transk did not exasto They acknowledge that this is a l~beraI assumption -- it is hkely
that some of the :rips would not be made at all m the absence trans,t. It is probably partially offset, however, by a
conservative assumption, because they do not have detailed data on the t~me when transit trips were made, Lomax
and Memmott spread them over the entire day

Using the Highway Performance Monitoring System (f-IPMS) developed by the Federal Highway
Administration, Lomax and Memmott calculate the effect of the additional automobile trips on (1) fuel
consumption, (2) travel time; (3) veh,cle operating costs, and (4) accidents The HPMS Analysis Package translates
each of these effects into dollar values.

Based on their analysis, Lomax and Memmott conclude that the six largest transit systems in Texas -- in
Austin, Dallas, El Paso, Fort Worth, Houston, and San Antomo -- would generate total motorist benefits of
approximately $483.6 mllhon in 1992.
9As defined for the survey, in the mltxal screen, *the pro)ect’s broad site selection parameters (e g., geographic
region, transportation infrastructure, etc ) are apphed to the universe of potential locations to produce a list of
three to five top candidates."
1°These studies differ from the econometric and quasi-experimental highway impact stuches discussed in Part H!, m
that they focus on location decislons -- not net employment change or other general measures of economic
performance
l~Lomax and Memmott address this problem in their analysis of urban public translt benefits m Texas, by basing
their input-output calculations only on money received from federal subsidies (at 25). This approach, however,
does not allow for the possibility that any locally collected funds would have different regional economic effects if
spent by private firms and consumers instead of the public sector.
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