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ABSTRACT OF THE DISSERTATION 

 

First-Principles Investigations of Interfacial Dynamics in Nano-Materials 

 

 

by 

 

Amanda Amy Chen 

 

Doctor of Philosophy in Chemical Engineering  

University of California San Diego, 2023 

Professor Tod Pascal, Chair 

 

Most scenarios in our daily life can be related to thermodynamic principles.  The 

investigation of thermodynamic phenomena, including heat transfer, chemical reactions, and 

dynamics, are explored to develop various appliances that play a fundamental role in our current 

lives. Therefore, thermodynamics are the foundation of our modern life framework.   



 

 xix 

However, it is impractical to “manually” put all thermodynamic theories together to predict 

the outcomes.  Therefore, computer simulations have been developed to simulate those 

complicated models for practical applications.  In this research study, we used computer 

simulations with core thermodynamic disciplines to resolve the challenges encountered in the 

industry and also the threat from climate change.  With the lab collaboration, this work provided 

not only the theoretical consequences but also the experimental supports in practical uses. 

Along with the computational and experimental bases, we explored the fields on generating 

the appropriate forcefield models, investigating the materials characteristics inside the Metal-

Organic frameworks, and analyzing the curvature-selective ligand adsorption toward nanoparticles.   

Considerations of larger systems applied in real life are a natural extension, and insights on the 

behavior of theoretical functions are being explored.    



 

 1 

CHAPTER 1 : General Introduction 

 

1.1. Preface 

Thermodynamic principles are the backbone of daily human life. The behavior of systems 

from as small as a nanoparticle to as large as the universe can be attributed to the correlation 

between thermodynamic rules.  With conceptual understanding of the theoretical connection 

between the thermodynamics and the corresponding phenomenon, it is possible for researchers to 

predict the spontaneity, the yield, the optimized operation conditions, etc. of a process via 

computational approaches.  

Instead of building a real instrument and paying for chemicals, computational simulations 

provide a relatively low-cost and safe approach to investigate a process and explore a solution to 

a scenario.   Software packages such as Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS) [1], Q-Chem 5.2 [2], Quantum Espresso (QE) [3, 4], etc. are developed to 

simulate a system performance via the molecular interactions, dynamics, and electronic structures.  

This research work centers on the investigation of nanoscale system characteristics via the 

thermodynamics disciplines using computational simulations.  The research flow is built from a 

single-component system (Chapter3) to a multi-component system (Chapter4 and Chapter5), 

providing a trend from broad foundations into specific frameworks. 

 

1.2. Research Motivation and Introduction 

This research study is motivated from the concerns on the growing threat of climate change 

and the challenges encountered in the industrial development, such as efficient battery design and 
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selective adsorption control toward nanoparticles.  Here, computer simulations with a 

thermodynamics backbone are adopted to provide insights on the theoretical scenarios and to 

explore the strategic foresight on mapping out the future.   

From the threat of global warming, the characteristics of greenhouse gases, especially 

Carbon Dioxide (CO2), draw attention from researchers.  Environmentally, the growing levels of 

CO2 has been found to be a dominate impact factor on global warming phenomenon. [5, 6]   

Industrially, CO2’s non-toxic, recyclable, and cheap properties allow it to be widely applied as an 

extracting solvent, anti-solvent, solvent to homogenize systems, etc. [7-12]  To appropriately 

simulate CO2 characteristics, we generated a CO2 forcefield with many-body potential and Charge 

Equilibration (QEq) theory [13], which demonstrated good agreement with experimental / 

theoretical data, as detailed in Chapter3.  

Despite the buildup of an appropriate forcefield for CO2, climate change is a much more 

complicated process in reality.  The removal of heat-trapping gases can be proceeded via physical 

or chemical approaches, which have been investigated by scientists using modern technology.    To 

date, gases capture/storage and energy conversion/storage techniques using such the high-

selectivity Metal-Organic framework membranes[14-16], electrochemical catalysts[17, 18], 

nanoparticles[19, 20], etc. catch growing attention not only toward the removal of greenhouse 

gases, but also on the reduction of greenhouse gases amount released from human daily life.  This 

implies that in addition to characterizing a single-component system (Chapter3), it is also critical 

to examine the multi-component cases to put models in practical uses.   

To directly reduce the amount of heat-trapping gases released from daily human life, efforts 

have been made to improve the energy conversion/storage technology in batteries.  The more 
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efficient energy conversion and storage, the lower amount of undesired side products that will be 

emitted to atmosphere.  Therefore, the investigation of the battery compositions/materials becomes 

critical to improve the battery performance.  One novel approach applied in the battery design is 

to adopt Metal-Organic frameworks (MOFs) in the battery cell.  Benefits of MOFs’ tunable pore 

size, uniform pore environment, and controllable integration [21, 22], MOFs has been widespread 

used in the industry.  In Chapter4, a study of MOFs-based membranes was investigated, and the 

results revealed that the fluoromethane (FM), which was introduced as the liquefied gas electrolyte, 

was well-confined inside MOFs and thus the possible explosion of a battery was avoided.  Besides, 

as a type of heat trapping gas, the use of FM provides a possible solution to convert the undesired 

gas in atmosphere into the major chemicals in the energy conversion/storage devices.  Moreover, 

due to the chemical properties of FM, the battery was able to be operated at even low-temperature.   

On the other hand, the investigation of nanoparticles is also pivotal in wide applications, 

such as the CO2 electrochemical reduction process[19], recyclable catalysts uses [23], drug 

delivery fields [24], etc.  However, there are challenges in the control of membrane design with 

nanoparticles. Therefore, in Chapter5, we explored the curvature-selective adsorption 

characteristic of ligands on nanoparticles via controlling the ligand steric effect, which can be 

further applied to control the nanoparticle assembly and provide insight into nanoparticle-based 

designs.  

Combined, this research work investigated both environmental and industrial challenges 

via computational approaches with a thermodynamic backbone.  Besides the computer simulations, 

experimental data, collected from the collaboration with Prof. Andrea Tao, Prof. Joshua Figueroa, 

and Prof. Zheng Chen, strengthened this research work on practical uses.    
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CHAPTER 2 : Computations Overview  

 

2.1. Molecular Dynamics (MD) 

Molecular Dynamics (MD) simulation, which was first introduced using simple gases by 

Alder and Wainwright [25], and further adopted in a protein case by McCammon et al. [26], is an 

approach to investigate atoms/molecules motions of a system.   Studies in MD simulations have 

since been developed in lots of fields, such as drug delivery [27], fundamental adsorption [28], 

and battery electrolyte [29], etc.  As a widely used tool in analyzing the systemic dynamics, efforts 

have been put to enhance the MD simulation performance via Machine Learning (ML) [30] 

technology, which allows a reduction in the runtime with a factor of ~10 using OpenMPI, ~100 

using MPI, and ~400 using a hybrid OpenMPI/MPI condition.  The improvement in the efficiency 

enables scientists to explore the molecular motions in a relatively short time via MD simulations. 

Prior proceeding a MD model, the natural properties of atoms and the corresponding inter-

/intra- molecular characteristics (mass, bond, angle, dihedral, improper, and van der Waals (VDW) 

interaction, etc.), so called “forcefield”, must be known.  Studies have been done for developing 

forcefields in most materials - such as the Universal forcefield (UFF) [31], Amber forcefield [32], 

and DREIDING forcefield [33].  In addition, forcefields for specific chemicals – such as TIP3P 

forcefield in water [34] and EPM2 forcefield in Carbon Dioxide (CO2) [35] have been developed 

as well.  Besides, it is noted that the results of a MD model are not only relevant to the materials 

properties, but also relevant to the systemic conditions.  A MD model is supposed to be done with 

sufficient duration time to well-reproduce the natural processes.  In addition, the cell size of a MD 

model must be appropriate, which is large enough to ensure the interactions to be well-modeled 
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and is small enough to avoid high cost in computation time.  With better understandings of the 

MD models, relatively fast and accurate simulations can be done.   

In this research work, we first introduced the procedure to generate an appropriate 

forcefield and the accuracy was confirmed by the MD simulations using various systemic 

conditions in different circumstances (Chapter 3).  In Chapter 4 and Chapter 5, we adopted the 

MD simulations to provide insight on multi-component systems and the results were consistent 

with the experimental findings.  In brief, MD simulations are able to describe the material 

properties and explore the molecular motions in Nano-Materials.   

 

2.2. Quantum Mechanics (QM) 

 Quantum Mechanics (QM) adopts fundamental concepts of atoms to explain the behavior 

of a system and is attributed to the diffraction, coherence, and discreteness phenomena. [36]  The 

diffraction phenomenon is relevant to the characteristics of wave functions, which had been 

illustrated by Davisson and Germer in 1927 toward the electrons scattering analysis [37] and by L. 

de Broglie’s theoretical conjecture on electrons.[38] Coherence is a concept relevant to the phase 

stability and can be connected to the coherence vector in photons.[39] Discreteness, which is the 

phenomena where QM derives its name, describes properties by a set of discrete values.  The 

discreteness phenomenon was first established by Franck and Hertz toward the discreteness of 

atom energy levels [40], which was further explained by P.M. Koch et al.’s study in analyzing the 

hydrogen atomic states. [41]  

 With the theoretical features, QM computations are able to provide the probabilities on 

whether a phenomenon will happen in a system.  A particle’s wave function, which is associated 
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with the probability amplitude for each points in a space, can be hybridized with mathematical 

formulas and principles, such as Schrӧdinger equation [42], M. Born’s statistical interpretation 

[43], and Fourier transforms [44], etc. to describe the state of a system.  To date, a wide range of 

studies have been investigated using QM principles and were applied in the laser [45], electron 

microscope [46], and magnetic resonance imaging (MRI) [47], etc. fields.  Moreover, the 

combination between QM computations and artificial intelligence (AI) provides a direction for 

future work. [48]   

 In following chapters, we adopted QM computations in generating the forcefield for MD 

simulations (Chapter 3), analyzing the fluoromethane (FM) characteristics (Chapter 4), and 

determining the inter-/intra-molecular forces (Chapter 5).  Results revealed that QM computations 

provided reasonable data in investigating the behavior of molecules in a model.   Furthermore, 

with proper parameterization using QM data, MD simulations were able to show the consistency 

with experiments.    

 

2.3. Grand canonical Monte Carlo (GCMC) 

 Grand canonical Monte Carlo (GCMC) simulation is a tool to investigate the number of 

molecules inside a simulation cell at a specific condition by defining constant values toward 

volume (V), temperature (T), and chemical potential (μ) properties. As a statistical mechanism, 

GCMC is relevant to a series of attempts on the deletion and insertion of a molecule between a 

reservoir and a system. In a GCMC process, the properties of the system for each attempt in 

inserting/deleting a molecule into/from a simulation cell is computed, and the result is further used 

to determine whether the rejection or the acceptance of the attempt will be adopted.  Equilibrium 
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is achieved once the attempt to inset/delete a molecule into/from a system is less favorable, at 

which the number of molecules at a specific condition is determined.  

 In brief, GCMC simulation investigates the adsorption process of a system.  By employing 

GCMC, a wide range of fields relevant to the adsorption phenomenon, such as the hydrogen 

physisorption on nanotubes [49], the carbon capture using Metal-Organic frameworks (MOFs) 

[50], and the removal of hydrogen sulfide (H2S) from streams by zeolites [51], etc. , can be 

explored.  In addition, with the proper control in GCMC and the selection of materials, the 

simulation can also provide insight on the selectivity characteristics at various conditions. [52] 

 In Chapter 4, GCMC simulations were applied to determine the adsorption capacity of 

fluoromethane (FM), carbon dioxide (CO2), and methane (CH4), in Metal-Organic frameworks 

(MOFs).  Based on the GCMC optimized loading data, the translational diffusion coefficients were 

further calculated via MD simulations.  Both GCMC and MD results revealed the volatile 

molecules are well-confined inside the MOFs, suggesting a future direction on the MOFs 

development. 
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CHAPTER 3 : The Phase Diagram of Carbon Dioxide from Correlation Functions and a Many-

body Potential  

 

Chapter3 was reproduced from A.A. Chen, A. Do, T.A. Pascal. “The Phase Diagram of Carbon 

Dioxide from Correlation Functions and a Many-body Potential”. The Journal of Chemical 

Physics, 155(2), 024503. (2021), with the permission of AIP Publishing. 

 

3.1. Abstract 

The phase stability and equilibria of carbon dioxide are investigated from 125–325 K and 

1–10000 atm using extensive molecular dynamics (MD) simulations and the Two-Phase 

Thermodynamics (2PT) method. We devise a direct approach for calculating phase diagrams, in 

general, by considering the separate chemical potentials of the isolated phase at specific points on 

the P–T diagram. The unique ability of 2PT to accurately and efficiently approximate the entropy 

and Gibbs energy of liquids allows for assignment of phase boundaries from relatively short (∼100 

ps) MD simulations. We validate our approach by calculating the critical properties of the flexible 

elementary physical model 2, showing good agreement with previous results. We show, however, 

that the incorrect description of the short-range Pauli force and the lack of molecular charge 

polarization lead to deviations from experiments at high pressures. We, thus, develop a many-

body, fluctuating charge model for CO2, termed CO2–Fq, from high level quantum mechanics 

(QM) calculations that accurately capture the condensed phase vibrational properties of the solid 

(including the Fermi resonance at 1378 cm−1 ) as well as the diffusional properties of the liquid, 

leading to overall excellent agreement with experiments over the entire phase diagram. This work 
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provides an efficient computational approach for determining phase diagrams of arbitrary systems 

and underscores the critical role of QM charge reorganization physics in molecular phase stability. 

 

3.2. Introduction 

Carbon dioxide is an essential chemical, both environmentally and industrially. Human 

driven climate change has been largely attributed to the growing concentration of CO2 in the 

atmosphere[53]: data from the Intergovernmental Panel on Climate Change and research studies 

[5, 6] indicate that CO2 has the highest Radiative Forcing value, and is the greatest contributor to 

global warming and the greenhouse effect. Industrially, there is widespread use of supercritical 

carbon dioxide (SCCO2), which has superior mass transfer properties, is non-toxic, cheap, and 

easy to recycle.[7] In heavy metal extraction, SCCO2 is widely applied as the extracting solvent 

due to its high removal efficiency.[8]  In the synthesis of Rhodium, Silver, and Copper 

nanoparticles, SCCO2 provides a unique environment to homogenize these systems.[9-11] 

Additionally, SCCO2 can serve as a highly selective anti-solvent in polymer synthesis, since most 

organic solvents show high mutual solubility with SCCO2.[12]    

In all these industrially and environmental processes, knowledge of the chemical and 

physical properties of CO2 at various temperature / pressure conditions is essential, especially at 

extreme (high temperature and pressure) conditions. Experimental studies at these extreme 

conditions usually involve shock experiments,[54-56] yet these are challenging to perform in a 

laboratory setting as it requires highly specialized equipment. Computer simulations, employing 

Molecular Dynamics (MD) and/or Monte-Carlo approaches, are complementary techniques that 

are in principle more straightforward to perform than experiments. These simulations have been 



 

 10 

aided by the development of efficient, empirical forcefields, fitted to reproduce the properties of 

homogenous phases, as well as phase equilibria. Of particular note is the Elementary Physical 

Model 2 (EPM2),[57] which was developed to predict the liquid-vapor coexistence curve and 

critical properties of CO2. The performance of the EPM2 over the entire phase diagram has not 

previously been reported, however. 

Evaluating of the entire phase diagram is important since it is the ultimate metric for 

determining the accuracy and transferability of interaction potentials. Various computational 

approaches have been employed to meet this challenge, ranging from simulations in the Gibbs 

ensemble,[58] calculations of the latent heat across the phase boundaries and application of the 

Clausius-Clapeyron equation,[59] Thermodynamic Integration calculations,[60] phase-

coexistence simulations,[61] and recent attempts using advanced ensemble sampling and order 

parameters.[62] Yet in spite of these advances, calculating the full P-T phase diagram is still a 

computationally expensive proposition. Moreover, while evaluation of the relative Gibbs energy 

of the various phases is essential, calculations of other useful thermodynamic potentials, such as 

entropy and heat capacity, are either difficult to obtain in the former or require additional, extensive 

simulations to obtain the latter.    

In this study, we develop an approach for rapidly determining phase diagrams, based on 

explicit calculations of the entropy, enthalpy and Gibbs energy of competing phases in isolation, 

using the Two-phase thermodynamic (2PT) model. [63-66]  The attractiveness of this approach is 

that it allows for the generation of the P-T phase diagram from short MD simulations, usually ~ 

20ps after equilibration. Our previous work has shown that the 2PT method predicts the properties 

of CO2 along the saturated vapor-liquid coexistence curve in good agreement with experiments, 

using the EPM2 model. Here, we expand on that study and show that by considering the 
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thermodynamic properties of the CO2 crystal, one can obtain good agreement compared to 

experiments along the entire P-T phase diagram at little extra computational cost. Moreover, our 

approach allows for the straightforward elaboration of the separate entropic and enthalpic energies 

across the phase boundaries, gaining further insights into the nature of phase transitions. Finally, 

we develop a new Quantum-Mechanics (QM) based, fluctuating charge forcefield, termed CO2-

Fq, which leads to improved performance over the phase diagram and allow us to quantify the role 

of intermolecular charge renormalization on phase stability.  

 

3.3. Theoretical Approach Background 

3.3.1. Two-Phase Thermodynamic (2PT) Method for rapid evaluation of the Entropy and Gibbs 

Energy 

Details of the 2PT method have been published elsewhere,[64, 65, 67] so we summarize 

the salient points here and introduce an overview in Section 3.3.1.1 and Section 3.3.1.2.  In 2PT, 

we represent the thermodynamics of a condensed phase liquid as a linear combination of two 

subsystems:  

Q = fQgas + (1-f)Qsolid  ,        (3.1) 

where Qgas represents the thermodynamics of a hard-sphere gas, in the limit that all the modes are 

diffusive and Qsolid is the thermodynamics of a Debye vibrating crystal, in the limit that all the 

modes are vibrational. In principle, the thermodynamic properties of these two subsystems can be 

obtained exactly from statistical mechanics.[68] In practice, we obtain the Qgas at constant density, 

and temperature from the Carnahan-Starling equation of state,[69, 70] while Qsolid is obtained from 

the frequency dependent reweighting of the Density of States function (DoS, also known as the 
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spectral density), as a Fourier transform of the velocity autocorrelation function [71] in MD 

simulations.  

This superposition theory is based on early work by Eyring and Ree.[72] Lin and coworkers 

showed that the partition (or “fluidicity”) factor f in Equation 3.1, which determines the relative 

weight of each subsystems, can be obtained self-consistently from an MD simulation as a ratio of 

the computed self-diffusion constant to that of a hard-sphere fluid at the same temperature and 

density.[64] When applied to molecular systems, recent work has shown that in the limit of 

independent molecular motions, the total system thermodynamics can be obtained from linear 

combinations of the thermodynamics resulting from (self-)diffusional, librational (both solid-like 

translations and rotations) and internal vibrational contributions.[65, 73, 74] A recent extension by 

Desjarlais showed that the frequency dependent distribution DoS of the gas-subsystem can be 

better approximated using a Gaussian memory function, which leads to improved results compared 

to experiments.[66] 

The ultimate utility of the 2PT method in the current context is that it has the correct 

asymptotic behavior (by construction), so it can be applied equally in determining the 

thermodynamic properties of solids, liquids and gases within the same computational framework. 

Previous work has shown 2PT to be efficient (only required ~ 10 – 20 ps trajectories), with 

acceptable accuracy compared to more exact, but computationally expensive, Thermodynamic 

Integration and Free Energy Perturbation schemes.[67] These advantages are leveraged presently 

to calculate the entire phase diagram of CO2, from independent MD simulations of the three 

competing phases at specific temperatures and pressures.  
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3.3.1.1. Calculation of the Density of State (DoS) function 

The density of state function, 𝑆(𝑣), is defined as the sum of the contribution from mass 

weighted atomic densities of all atoms in the system: [64, 65]  

      𝑆(𝑣) =
2

𝑘𝑇
∑ ∑ 𝑚𝑗𝑆𝑗

𝑘(𝑣)3
𝑘=1

𝑁
𝑗=1   ,                                             (3.2) 

where N is the total number of atoms in the system, 𝑚𝑗 is the mass of atom j, 𝑆𝑗
𝑘(𝑣) is the spectral 

density of atom j in 𝑘𝑡ℎ coordinate (In Cartesian coordinate, k = x, y, z).  By applying a Fourier 

transform to Equation 3.2, we obtain the frequency-dependent spectrum:  

      𝑆𝑗
𝑘(𝑣) = lim

𝜏→∞

1

2𝜏
| ∫ 𝑣𝑗

𝑘(𝑡)𝑒𝑥𝑝(−𝑖2𝜋𝑣𝑡) 𝑑𝑡 |2𝜏

−𝜏
  ,                                     (3.3) 

where 𝑣𝑗
𝑘(𝑡) is the velocity of atom j in k direction at time t.     

The density of state function, 𝑆(𝑣), is calculated by combining Equations 3.2 and 3.3:  

      𝑆(𝑣) =
1

𝑘𝑇
∑ ∑ lim

𝜏→∞

3
𝑘=1

𝑁
𝑗=1

𝑚𝑗

𝜏
| ∫ 𝑣𝑗

𝑘(𝑡)𝑒𝑥𝑝(−𝑖2𝜋𝑣𝑡) 𝑑𝑡 |2𝜏

−𝜏
   ,             (3.4) 

      ∫ 𝑆(𝑣)
∞

0
𝑑𝑣 =

1

2
∫ 𝑆(𝑣) 𝑑𝑣

∞

−∞
                        

                             =
1

𝑘𝑇
∑ ∑ 𝑚𝑗𝑣𝑗

𝑘(𝑡)2̅̅ ̅̅ ̅̅ ̅̅ ̅3
𝑘=1

𝑁
𝑗=1                        

                             =
1

𝑘𝑇
∑ ∑ 𝑘𝑇3

𝑘=1  = 3𝑁𝑁
𝑗=1   ,                       (3.5) 

where the integration of 𝑆(𝑣) is equal to the total number degree of freedom of the system in 

Equation 3.5. 

The relationship between the density of state function, S(υ), the velocity correlation 

function, 𝐶(𝑡), and self-diffusion coefficient, D is given by Equations 3.6 – 3.8:  

      𝑆(𝑣) =
2

𝑘𝑇
lim
𝜏→∞

∫ 𝐶(𝑡)𝑒𝑥𝑝(−𝑖2𝜋𝑣𝑡) 𝑑𝑡 
𝜏

−𝜏
,                 (3.6) 

      𝐷 =
1

3
∫ 𝐶(𝑡)𝑑𝑡 =  

1

6𝑚𝑁

∞

−∞
∫ 𝐶(𝑡)𝑑𝑡

∞

−∞
 ,                  (3.7) 
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      𝑆(0) =
2

𝑘𝑇
∫ 𝐶(𝑡)𝑑𝑡 =  

12𝑚𝑁𝐷

𝑘𝑇

∞

−∞
  ,                 (3.8) 

For a polyatomic molecule system, the DoS function is decomposed into translation, 

rotation, and vibration motions, which are assumed to be independent, so that we can write the 

total DoS as a sum of the individual DoS functions: 

      𝑆(𝑣) =  𝑆𝑡𝑟𝑎𝑛𝑠(𝑣) + 𝑆𝑟𝑜𝑡(𝑣) + 𝑆𝑣𝑖𝑏(𝑣) ,                 (3.9) 

We calculate 𝑆𝑡𝑟𝑎𝑛𝑠(𝑣) and 𝑆𝑟𝑜𝑡(𝑣) by integrating over the respective functions:  

      𝑆𝑡𝑟𝑎𝑛𝑠(𝑣) =
1

𝑘𝑇
∑ ∑ lim

𝜏→∞

3
𝑘=1

𝑀
𝑗=1

𝑚𝑗

𝜏
| ∫ 𝑣𝑗

𝑘(𝑡)𝑒𝑥𝑝(−𝑖2𝜋𝑣𝑡) 𝑑𝑡 |2𝜏

−𝜏
 ,      (3.10-a) 

      𝑆𝑟𝑜𝑡(𝑣) =
1

𝑘𝑇
∑ ∑ lim

𝜏→∞

3
𝑘=1

𝑀
𝑗=1

𝐼𝑗
𝑘

𝜏
| ∫ 𝜔𝑗

𝑘(𝑡)𝑒𝑥𝑝(−𝑖2𝜋𝑣𝑡) 𝑑𝑡 |2𝜏

−𝜏
 ,               (3.10-b) 

where the M is total number of molecules in the system, 𝑚𝑗 is the mass of molecule j. 𝐼𝑗
𝑘, 𝑣𝑗

𝑘   and 

𝜔𝑗
𝑘   are the principle moments of inertia, the center of mass velocity and the angular velocity of 

molecule j in the 𝑘𝑡ℎ dimension, respectively. [63, 65]  

 

3.3.1.2. Obtaining Thermodynamic Properties from the 2PT Method 

The 2PT method approximate the total DoS into a linear combination of the DoSs of a solid 

and gas subsystem. This builds upon an early idea of Ree and Eyring[72] and early work by Wilson 

and co-workers[71]. The main idea is that the thermodynamics of each subsystem can be obtained 

straightforwardly using statistical thermodynamics and standard numerical techniques, with the 

only variable being the fraction of the liquid state that is “purely diffusive”, i.e. resides in the gas 

subsystem.  

To start, we first consider the solid subsystem, and see that we can obtain the canonical 

partition function, Q, from the 𝑆(𝑣), assuming a Debye vibrating crystal: [64] 

      𝑙𝑛𝑄 = ∫ 𝑑𝑣 𝑆(𝑣) 𝑙𝑛 𝑞(𝑣)
∞

0
 ,                   (3.11) 
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where 𝑞 = (𝑒𝑥𝑝(−𝛽ℎ𝑣/2)) (1 − 𝑒𝑥𝑝(−𝛽ℎ𝑣/2))⁄ , 𝛽 = 1 𝑘𝑇⁄  is the thermodynamic temperature, 

and h is Plank’s constant.  The energy, E, entropy, S, Helmholtz free energy, A, constant volume 

heat capacity, 𝐶𝑣 can then be obtained by numerical integration with the appropriate weighting 

functions: [63, 65] 

      𝐸𝑆 =  𝐸𝑜 + 𝑇𝛽−1(𝜕𝑙𝑛𝑄/𝜕𝑇)𝑁,𝑉 = 𝐸𝑜 + 𝛽−1 ∫ 𝑑𝑣 𝑆(𝑣) 𝑊𝐸(𝑣)
∞

0
 ,        (3.12-a) 

      𝑆𝑆 =  𝑘𝑙𝑛𝑄 + 𝛽−1(𝜕𝑙𝑛𝑄/𝜕𝑇)𝑁,𝑉 = 𝑘 ∫ 𝑑𝑣 𝑆(𝑣) 𝑊𝑆(𝑣)
∞

0
 ,         (3.12-b) 

      𝐴𝑆 =  𝐸𝑜 − 𝛽−1𝑙𝑛𝑄 = 𝐸𝑜 + 𝛽−1 ∫ 𝑑𝑣 𝑆(𝑣) 𝑊𝐴(𝑣)
∞

0
  ,         (3.12-c) 

      𝐶𝑣
𝑆 = (𝜕𝐸/𝜕𝑇)  ,           (3.12-d) 

      𝑊𝐸
𝑆(𝑣) = 𝛽ℎ𝑣/2 +  𝛽ℎ𝑣/(𝑒𝑥𝑝(𝛽ℎ𝑣) − 1) ,      (3.13-a) 

      𝑊𝑆
𝑆(𝑣) = 𝛽ℎ𝑣/(𝑒𝑥𝑝(𝛽ℎ𝑣) − 1) − 𝑙𝑛[ 1 − 𝑒𝑥𝑝(−𝛽ℎ𝑣)] ,   (3.13-b) 

      𝑊𝐴
𝑆(𝑣) = 𝑙𝑛[ (1 − 𝑒𝑥𝑝(𝛽ℎ𝑣))/(𝑒𝑥𝑝(−𝛽ℎ𝑣/2))] ,    (3.13-c) 

      𝑊𝐶𝑣

𝑆(𝑣) = [ (𝛽ℎ𝑣)2𝑒𝑥𝑝(𝛽ℎ𝑣)]/[𝑒𝑥𝑝(−𝛽ℎ𝑣) − 1]2 ,    (3.13-d) 

For the gas subsystem, the DoS decays monotonically with frequency. Lin and co-workers 

found that for polyatomic molecules systems, the properties and weighting functions of gas portion 

can be decomposed into translation (trans), rotation (rot) and vibration (vib) motion, shown in 

Equation 3.14.  

      𝑆𝑔(𝑣) =  𝑆𝑡𝑟𝑎𝑛𝑠
𝑔 (𝑣) + 𝑆𝑟𝑜𝑡

𝑔 (𝑣) + 𝑆𝑣𝑖𝑏
𝑔

(𝑣)  ,                (3.14) 

where the superscript g means gas-like portion. 

Besides, in 2PT model, it is assumed that all diffusive motion is included in gas-like portion, 

thus 𝑆(0) = 𝑆𝑔(0), and all vibration motion is included in solid-like mode, indicating 𝑆𝑣𝑖𝑏(𝑣) =

𝑆𝑣𝑖𝑏
𝑆 (𝑣).   Based on these assumptions, the entropy of gas-like portion is further determined by 

𝑆(0) and its fluidicity factor, f. 
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      𝑆𝑚
𝑔 (𝑣) =  𝑆𝑚(0)/{1 + [(𝜋𝑣𝑆𝑚(𝑣))/(6𝑓𝑚𝑀)]2} ,               (3.15) 

where the m means translation, rotation or vibration mode, 𝑆𝑚(0) is the zero point entropy on m 

mode and 𝑓𝑚 is the fluidicity factor which is determined by Equations 3.16 and 3.17. 

      2𝛥𝑚
−9 2⁄

𝑓𝑚
15 2⁄

− 6𝛥𝑚
−3𝑓𝑚

5 − 𝛥𝑚
−3 2⁄

𝑓𝑚
7 2⁄

+ 6𝛥𝑚
−3 2⁄

𝑓𝑚
5 2⁄

+ 2𝑓𝑚 − 2 =  0  ,         (3.16) 

      𝛥𝑚 = [(2𝑆𝑚(0))/(9𝑀)][𝜋𝑘𝑇/𝑚]1/2[𝑁/𝑉]1/3[6/𝜋]2/3  ,           (3.17) 

Thus, the total energy, entropy, free energy, and heat capacity relation can be derived as 

Equation 3.18. 

      𝐸𝑚 =  𝛽−1[∫ 𝑑𝑣 𝑆𝑚
𝑆(𝑣) 𝑊𝑚,𝐸

𝑆(𝑣) +
∞

0
∫ 𝑑𝑣 𝑆𝑚

𝑔(𝑣) 𝑊𝑚,𝐸
𝑔(𝑣)]

∞

0
 ,   (3.18-a) 

      𝑆𝑚 =  𝑘[∫ 𝑑𝑣 𝑆𝑚
𝑆(𝑣) 𝑊𝑚,𝑆

𝑆(𝑣) +
∞

0
∫ 𝑑𝑣 𝑆𝑚

𝑔(𝑣) 𝑊𝑚,𝑆
𝑔(𝑣)]

∞

0
  ,       (3.18-b) 

      𝐴𝑚 =  𝛽−1[∫ 𝑑𝑣 𝑆𝑚
𝑆(𝑣) 𝑊𝑚,𝐴

𝑆(𝑣) +
∞

0
∫ 𝑑𝑣 𝑆𝑚

𝑔(𝑣) 𝑊𝑚,𝐴
𝑔(𝑣)]

∞

0
 ,       (3.18-c) 

      𝐶𝑣𝑚
=  𝑘[∫ 𝑑𝑣 𝑆𝑚

𝑆(𝑣) 𝑊𝑚,𝐶𝑣

𝑆(𝑣) +
∞

0
∫ 𝑑𝑣 𝑆𝑚

𝑔(𝑣) 𝑊𝑚,𝐶𝑣

𝑔(𝑣)]
∞

0
  ,      (3.18-d) 

To obtain the weighting function of gas-like portion, the hard sphere particle assumption is 

applied, and the values are calculated by Equation 3.19. 

      𝑊𝑟𝑜𝑡,𝐸
𝑔(𝑣) = 𝑊𝑡𝑟𝑎𝑛𝑠,𝐸

𝑔(𝑣) =  𝑊𝑡𝑟𝑎𝑛𝑠,𝐶𝑣

𝑔(𝑣) =  𝑊𝑟𝑜𝑡,𝐶𝑣

𝑔(𝑣) = 0.5  ,     (3.19-a) 

      𝑊𝑡𝑟𝑎𝑛𝑠,𝑆
𝑔(𝑣) =

1

3
(

𝑆𝐻𝑆

𝑘
) ,            (3.19-b) 

      𝑊𝑟𝑜𝑡,𝑆
𝑔(𝑣) =

1

3
(

𝑆𝑅

𝑘
) ,             (3.19-c) 

      𝑊𝑟𝑜𝑡,𝐴
𝑔(𝑣) = 𝑊𝑟𝑜𝑡,𝐸(𝑣) − 𝑊𝑟𝑜𝑡,𝑆(𝑣)  ,         (3.19-d) 

where 𝑆𝐻𝑆  is the hard sphere entropy and 𝑆𝑅  is the rotation entropy at ideal gas state, which are 

defined in Equation 3.20. 

      
𝑆𝐻𝑆

𝑘
=

5

2
+ 𝑙𝑛[(

2𝜋𝑚𝑘𝑇

ℎ2 )
3

2(
𝑉

𝑓𝑡𝑟𝑎𝑛𝑠𝑁
)𝑧(𝑦)] + 𝑦(3𝑦 − 4)/(1 − 𝑦)2 ,   (3.20-a) 

      
𝑆𝑅

𝑘
= 1 + 𝑙𝑛(

𝑇

𝜎𝜃𝑟
) ,        (3.20-b) 
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with 𝑦 = 𝑓𝑡𝑟𝑎𝑛𝑠
5/2/𝛥𝑟𝑜𝑡

3/2 , z(y) = the compressibility factor, 𝜃𝑟 = ℎ2/(8𝜋𝐼𝑟𝑘)  and 𝜎 =  the 

symmetry number.    The reference entropy, 𝐸𝑜, is obtained by Equation 3.21. [63] 

      𝐸𝑜 =  𝐸𝑀𝐷 − 𝛽−13𝑁 (1 − 0.5𝑓𝑡𝑟𝑎𝑛𝑠 − 0.5𝑓𝑟𝑜𝑡)  ,         (3.21) 

Based on the previous equations, properties of a system are determined by summing up 

the gas and solid contributions. 

 

3.3.2. Partial atomic charges from the Charge Equilibration (QEq) Method 

Traditional empirical forcefield are usually based on partial atomic charges that are fixed, 

with the total electrostatic energy obtained by Coulomb’s law. While various approaches have 

been developed to obtain these atomic charges, in modern forcefields they are usually based on 1) 

population analysis of the QM wavefunction or electron density for isolated, gas-phase molecules 

or fragments; or 2) empirically fitted to reproduce the high order electrostatic moments (i.e., 

dipole, quadrupole, octupole, etc.) of the molecule. The choice of fixed atomic charges introduces 

some conceptual difficulties for performing simulations under conditions not explicitly considered 

during the charge parameterization, although modern forcefield can mitigate this somewhat by 

optimizing the two-body van der Waals potential. Indeed, applying this strategy, the properties of 

condensed phase systems using fixed charges can be reasonable under normal temperature and 

pressure (NTP) conditions. Specifically, in the case of CO2, this strategy has led to the development 

of the EPM2 model, optimized to reproduce the critical properties.  

Despite its attractiveness, the ability of fixed charge potentials to reliably predict the 

equilibrium thermodynamics far from NTP is not guaranteed and is in fact frequently 

compromised. This is partly due to the fact that highly compressed systems can minimize their 
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total energy by redistributing the electron clouds around the atoms (i.e., the Pauli force), an effect 

that may not be correctly represented by analytic functions with power series decays, such as 

frequently used Lennard Jones 12-6 potentials. One approach for approximating QM charge 

reorganization physics is the application of polarizable forcefields. These can be generally 

classified as either inducible point dipole (PD),[75] classical Drude oscillators [76] or fluctuating 

charge (FC) [77] approaches. PD models, such as the AMOEBA [78] forcefield for example, have 

been successful in simulating biological systems [79], and, more recently, ionic liquids [80].  

In this work, we consider FC models, due to their inherent simplicity and intuitiveness. FC 

models aim to address the fundamental problem of assigning partial charges to atoms within a 

molecule, while simultaneously minimizing the electrostatic energy, under constraints of fixed 

overall system charge. The most popular schemes are based on the electronegativity equalization 

principle of Sanderson [81], which incorporates Mulliken electronegativities [82] 𝜒 and 

idempotential J. [13]. Here, the total electrostatic energy E(q) of an atom is represented as a Taylor 

series expansion of the charge q: 

𝐸(𝑞) =  𝐸0 + 𝑞 𝜒 +
1

2
𝑞2 𝐽 +… ,  

𝜒𝑖 =  (
𝜕𝐸

𝜕𝑞
) =  

1

2
 (𝐼𝑃𝑖 +  𝐸𝐴𝑖) =  −𝜇𝑖 ,    

𝐽𝑖 = (
𝜕2𝐸

𝜕𝑞2) = (𝐼𝑃𝑖 −  𝐸𝐴𝑖) ,        (3.22)  

where IP is the ionization potential, EA is the electron affinity and μ is the chemical potential. The 

subscript i represents as the ith atom and the difference between IP and EA represents as the 

idempotential, J. Equation 3.22, in effect, represents the many-body, quantum mechanical electron 

density in a highly simplified basis. The coulomb interactions are either calculated by means of an 
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analytic screened coulomb function in the popular EEM scheme [83], as the overlap of Slater-type 

ns orbitals in QEq [13, 84, 85], or more recently, as overlaps of 1s Gaussian type orbitals with 

atomic polarization, as follows: [86, 87]  

𝐽𝑖,𝑗(𝑟) =  
1

𝑟
erf(√

𝛼𝑖𝛼𝑗

𝛼𝑖+ 𝛼𝑗
  𝑟) ,         (3.23) 

where 𝐽𝑖,𝑗(𝑟)𝑞𝑖𝑞𝑗 is the electrostatic energy, i and j represent as the atomic indices, and α is the 

width of the Gaussian distribution: α = 0.2314/R2 (R is the atomic radius).  We use Equation 3.23 

to calculate the electrostatic energy in the CO2-Fq model. 

We note that the many-body nature of FC models arises from the fact that the computed 

partial atomic charges are obtained self-consistently and include contributions from the self-energy 

as well as the interactions with other neighboring atoms. These charges are usually recalculated 

every step, and so varies smoothly as the local environment around the atom changes during an 

MD simulation. In principle, there are only two universal parameters for each element (χ and J) 

that can be used to reproduce the electrostatic energy of arbitrary systems. In practice, these 

parameters are somewhat system specific, and we present a new parameter set for CO2, which we 

combine with various other potential energy surfaces derived from high level QM calculations, to 

produce the CO2-Fq forcefield. 
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3.4. Computational Details 

3.4.1. Description of Initial Systems 

For simulations employing the FEPM2 forcefield, the initial structure of a CO2 crystal was 

obtained from the ICSD [88, 89] (database code ICSD 16428), with the cubic space group 205 

(Pa-3) and lattice constant a=5.624 Å. We generated a 4x4x4 supercell (256 molecules) with the 

initial simulation cell of 22.496 Å in x, y and z directions. To represent the liquid phase, we 

generated an amorphous CO2 structure (256 molecules), initially at a density of 1.185 g/cm3 and 

an initial simulation cell of 23.86 x 23.86 x 27.84 Å3. For simulations of the saturated vapor/liquid 

at the vapor-liquid coexistence (VLE) conditions, an amorphous structure with 252 molecules was 

used, with initial densities obtained from the NIST database.[90] Gas systems, which are not at 

saturated vapor condition, contained more molecules (512 amorphous molecules) to provide 

enough molecule-collisions to converge the thermodynamics.  When using the CO2-Fq forcefield, 

a smaller crystal cell, with 108 CO2 molecules in 3x3x3 structure (16.872 Å in x, y and z 

directions), was used. In the corresponding liquid simulations, we used a cell with 108 amorphous 

molecules at all conditions except for the VLE condition, where we used a cell with 125 molecules. 

 

3.4.2. The Flexible-EPM2 Carbon Dioxide Forcefield  

The FEPM2 parameters are shown in Table 3.1.  The valence interactions (i.e. the C-O 

bond stretching and angle bending motions) are modeled as harmonic springs, which is normally 

sufficient to provide a similar potential energies surface compared to QM for small displacements 

[57]:   
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( ) ( )
2 2

0 0

valence bonds angles

b

E E E

K x x K

= +

= − + −
  ,      (3.24) 

where 𝑥0 is the equilibrium C-O bond length and Θ0 is the equilibrium O-C-O angle. The value of 

the 𝐾𝑏 and 𝐾Θ force constants are taken from our previous work [63] and Ref [57], respectively. 

The van der Waals interactions are described with a Lennard-Jones 12-6 potential (LJ), 

 

12 6

12 6 4
ij ijLJ

vdw ij

ij ij

E
r r

 
−

    
 = −           

 ,        (3.25) 

with interaction energies ε and equilibrium distances σ taken from our previous work.[63]      

 

3.4.3. FEPM2 Molecular Dynamics Simulations 

All MD simulations were performed using the LAMMPS[1] engine. For the FEPM2 

model, we initiated our simulations with 500 steps of conjugated gradient (CG) minimization. 

Afterwards, 10ps Langevin dynamics was applied, to heat up a system to a defined temperature. 

This was followed by iso-thermo / iso-baric dynamics (NPT) at the relevant pressure. To ensure 

equilibrium conditions, we then conducted twice 5ns of Langevin dynamics, followed by another  

 

Table 3.1 FEPM2 force field parameters for CO2 

 
Atom 

Charge (e) 

Van der Waals (LJ) Bond (Harmonic) Angle (Harmonic) 

 ε (K) σ (Å)  
𝑥0 

(Å) 

𝐾𝑏 

(kcal/mol/Å2) 
 

Θ0 

(degree) 

𝐾Θ 

(kcal/mol/radian2) 

C 0.6512 C 28.13 2.757 
C-O 1.149 1284 O-C-O 180 147.8 

O -0.3256 O 80.51 3.033 
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3ns of canonical (NVT) dynamics using a Nose-Hoover thermostat. For simulations involving the 

gas-phase systems, we did not perform NPT dynamics for maintaining the density property. The 

real space cutoffs for the Lennard-Jones and coulomb potentials were 9Å and 10Å, respectively. 

The long-range electrostatic were calculated with the particle-particle particle-mesh approach, 

with force tolerance of 10-4. We verified that this force tolerance was adequate by performing 

simulations with force tolerances of 10-6 and 10-8, which produced identical results. 

 

3.4.4. FEPM2 Thermodynamics of the Solid and Liquid Phases 

After equilibration, we ran an additional 200ps NVT simulation, with the trajectory (atomic 

positions and velocities) saved every 4fs. The thermodynamics were then obtained from an in-

house code that implements the 2PT method.[91] Uncertainties in our measurements were obtained 

from statistical average from 10 independent simulation of 200ps each.  

 

3.4.5. FEPM2 Thermodynamics of the Gas Phase 

Two different procedures were employed to obtain the thermodynamics of the gas phases. 

First, we considered a low-density gas with a large number (512) of molecules and calculated the 

thermodynamics using the 2PT method over a 2ns sampling window. We verified that this 

approach has enough molecular collisions to converge the VAC and produce converged 

thermodynamics. Second, we considered a high-density gas near the vapor-liquid coexistence 

condition, and approximated the Gibbs energies based on simulation results of the saturated vapor 

thermodynamics and the ideal gas equation:  
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𝑆 = 𝑆𝑠𝑎𝑡 − 𝑅𝑙𝑛 (
𝑃

𝑃𝑠𝑎𝑡
) 

𝐸 = 𝐸𝑠𝑎𝑡         ,        (3.26) 

 

where 𝑆 , 𝑃 , 𝐸 , and 𝑅  are denoted as entropy, pressure, internal energy, and gas constant, 

respectively, 𝑆𝑠𝑎𝑡 and 𝐸𝑠𝑎𝑡 are the entropy and internal energy respectively of a saturated vapor 

system at a certain temperature condition.  In this work, we adopted the second procedure (high-

density gas computations) as the gas reference to determine the vapor–liquid coexistence phase 

transition curve since we found it to be more computationally robust. 

 

3.4.6. Construction of the CO2-Fq Forcefield 

We obtained the intra- / inter- molecular parameters of CO2 from quantum mechanics 

calculations via the Q-Chem 5.2 package [2] at the aug-cc-pVTZ/MP2 level of theory.  

The C-O bond stretching was obtained by fitting the QM energies (Table 3.2) to a Morse potential,   

𝐸𝑏𝑜𝑛𝑑 =  𝐷𝑒 [1 − exp (−𝛼(𝑟 − 𝑟0))]2 ,      (3.27) 

with bond energy 𝐷𝑒, equilibrium distance 𝑟0 and curvature α.  

The O-C-O angle bending was obtained by fitting the QM energies to a harmonic potential,   

𝐸𝑎𝑛𝑔𝑙𝑒 =  𝐾Θ (Θ − Θ0)2 ,        (3.28) 

with force constant 𝐾Θ and equilibrium angle Θ0.  
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Table 3.2 The intra-molecular energies of CO2 

Intra-molecular energies 

C-O Bond stretching O-C-O Angle bending 

    
 

C-O Bond QM CO2-Fq FEPM2 

Å kcal/mol kcal/mol kcal/mol 

1.109 4.8796 5.2077 2.0544 

1.119 3.3385 3.6207 1.1556 

1.129 2.1141 2.3451 0.5136 

1.134 1.6145 1.8185 0.2889 

1.139 1.1866 1.3632 0.1284 

1.149 0.5370 0.6581 0 

1.154 0.3108 0.4042 0.0321 

1.159 0.1476 0.2136 0.1284 

1.164 0.0453 0.0843 0.2889 

1.169 0.0018 0.0145 0.5136 

1.17 0 0.0075 0.5662 

1.171 0.0005 0.0028 0.6215 

1.172 0.0032 0.0004 0.6792 

1.173 0.0081 0.0002 0.7396 

1.174 0.0153 0.0023 0.8025 

1.179 0.0839 0.0460 1.1556 

1.184 0.2057 0.1439 1.5729 

1.189 0.3791 0.2943 2.0544 

 
 

O-C-O 

Angle 
QM CO2-Fq FEPM2 

Radian kcal/mol kcal/mol kcal/mol 

3.1416 0 0 0 

3.1590 0.0168 0.0169 0.0450 

3.1765 0.0670 0.0678 0.1801 

3.1939 0.1509 0.1525 0.4052 

3.2114 0.2683 0.2711 0.7204 

3.2289 0.4195 0.4235 1.1256 

3.2638 0.8233 0.8301 2.2061 

3.2812 1.0764 1.0842 2.8814 

3.3161 1.6854 1.6941 4.5022 

3.4034 3.8201 3.8118 10.1300 
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Table 3.2 The intra-molecular energies of CO2 (Continued) 

 

1.194 0.6023 0.4955 2.6001 

1.204 1.1917 1.0441 3.8841 

1.209 1.5547 1.3884 4.6224 

1.219 2.4099 2.2097 6.2916 

1.229 3.4281 3.1981 8.2176 

1.239 4.5984 4.3430 10.4004 

1.249 5.9111 5.6338 12.84 

 

 

QM, CO2-Fq, and FEPM2 denote as quantum-mechanics, CO2-Fq, and FEPM2 energies, respectively.  All QM 

energies were calculated via Q-Chem 5.2 package [2] at aug-cc-pVTZ/MP2 level. 

 

The van der Waals interactions were obtained from fitting the QM binding energies of three 

different dimer configurations to the universal nonbonded (UNB) function [92, 93] (Table 3.3),  

( ) ( )
5

0
exp e e

n
r R r R

vdw e nL Ln
E D  

− −

=
 = − −
  ,      (3.29) 

where the Re, De, and L are the equilibrium distances, the binding energies, and the scaling lengths, 

respectively. In keeping with a previous study,[92] the parameters series (β, α0, α1, α2, α3, α4, α5) 

were defined as (1.00348500, 1.0, 1.02009000, 0.01678480, 0.00327294, 0.00365706, 

0.00106613). We employed the UNB functional form here as it gave better fits to the QM binding 

energies compared to the more popular Lennard Jones, Exponential-6 or Morse potentials. The 

QEq parameters for carbon and oxygen in Equation 3.22 were fitted to reproduce the gas phase 

quadrupole moment of CO2 from QM. During the MD simulation, the atomic charges were updated 

every timestep using an iterative (maximum of 10 iterations) conjugate gradient scheme [94], with 

a charge tolerance of 10-6. In practice, the charges were found to converge after two iterations. 
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Table 3.3 The inter-molecular binding energies of the CO2 dimer 

Inter-molecular energies 

T-shape configuration Line-up configuration Parallel configuration 

     
 

R QM CO2-Fq FEPM2 

Å kcal/mol kcal/mol kcal/mol 

3.6 1.7474 1.561333 2.94449 

3.8 -0.268 -0.31182 -0.0921 

4 -0.9592 -1.00926 -0.9625 

4.1 -1.0619 -1.12759 -1.07903 

4.2 -1.0787 -1.15913 -1.0976 

4.3 -1.0442 -1.13579 -1.06199 

4.4 -0.9812 -1.07963 -0.9983 

4.6 -0.8229 -0.92377 -0.84208 

4.7 -0.7426 -0.84039 -0.76368 

4.8 -0.6664 -0.75944 -0.68953 

4.9 -0.5961 -0.68319 -0.62097 

5 -0.5322 -0.61281 -0.55847 

 

R QM CO2-Fq FEPM2 

Å kcal/mol kcal/mol kcal/mol 

4.2 32.601 35.5614 210.558 

4.5 9.125 9.3574 32.882 

5 0.6893 0.6459 2.1365 

5.2 0.1145 0.1230 0.7699 

5.3 -0.0089 0.0259 0.4693 

5.4 -0.0741 -0.0166 0.2909 

5.5 -0.1034 -0.0281 0.1852 

5.6 -0.1112 -0.0238 0.1231 

5.7 -0.1069 -0.0127 0.0870 

5.8 -0.0962 -0.0002 0.0665 

6 -0.0689 0.0193 0.0493 

6.5 -0.0157 0.0214 0.0444 

 

R QM CO2-Fq FEPM2 

Å kcal/mol kcal/mol kcal/mol 

2 84.7424 74.4625 203.333 

2.5 12.8211 12.2982 12.4787 

2.7 5.69 5.7454 4.3881 

3 1.5154 1.6789 0.8685 

3.2 0.5576 0.6787 0.2445 

3.5 0.0802 0.1503 -0.0142 

3.7 0.0024 0.0608 -0.0436 

3.8 -0.0097 0.0479 -0.0444 

3.9 -0.0131 0.0461 -0.0412 

4 -0.0117 0.0506 -0.0359 

4.1 -0.0079 0.0585 -0.0297 

4.2 -0.003 0.0679 -0.0236 

4.3 0.002 0.0774 -0.0177 

4.5 0.0107 0.0943 -0.0077 

5 0.0216 0.1166 0.0070 

R is the carbon-carbon distance. QM, CO2-Fq, and FEPM2 denote as quantum-mechanics, CO2-Fq, and FEPM2 

energies, respectively.  All QM energies were calculated via Q-Chem 5.2 package [2] at aug-cc-pVTZ/MP2 level. 

 

 

The full set of parameters that defined the CO2-Fq model is given in Table 3.4.  In our 

convention, the R parameter denotes the atomic radius.  
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Table 3.4 CO2-Fq forcefield parameters. 

 C - C O - O C – O 

Van der Waals (UNB)    

𝑅𝑒 (Å) 5.42252 3.00361 3.64660 

𝐷𝑒  (kcal/mol) 0.04138 0.43302 0.11315 

L (Å) 0.69526 0.33056 0.47565 

 C O  

Electrostatic (QEq)    

χ (eV) 5.34300 9.19962  

J (eV) 10.12600 16.07839  

R (Å) 0.75900 0.40344  

Bond (Morse)    

𝑟0 (Å) 1.17257   

α (1/Å) 2.07474   

𝐷𝑒  (kcal/mol) 262.239   

Angle (Harmonic)    

Θ0 (degree) 180   

𝐾Θ (kcal/mol/radian2) 55.6154   

 

 

3.4.7. CO2-Fq MD Solid/Liquid Simulations and Thermodynamics 

In simulating the CO2-Fq solid and liquid phase systems, we followed a similar procedure 

to Section 3.4.3., except that the system electrostatics were obtained from the overlap of Gaussian 

1s charge distribution orbitals in Equation 3.23. Importantly, we calculate the charges on each 

atom by considering every neighboring atom within the cutoff, and include the energies and forces 

of the 1 – 2 (bond) and 1 – 3 (angle) interactions. We found that application of the Generalized 

Langevin equation (GLE)[95, 96] to thermostat the system lead to a better distribution of energies 

at equilibrium. After an initial 500 steps of CG minimization, we performed 10ps of dynamics 

using the GLE thermostat followed by simulations in the NPT ensemble in order to stabilize the 

system at a specific temperature and pressure. Afterwards, we performed 3ns NVT dynamics with 
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the GLE thermostat and another 0.5ns dynamics with the Nose-Hoover thermostat for further 

equilibration.  The real space cutoffs for the UNB and QEq potentials were 10Å and 12.5Å, 

respectively, and we applied a Taper function to the QEq energies and forces to ensure zero 

energies and forces at the cutoff. The GLE matrix was tuned to enforce “Smart sampling”,[97] 

with Ns=6 additional degrees of freedoms. Similar to Section 3.4.4, atomic trajectory information 

of CO2-Fq solid and liquid systems were collected for 200ps NVT dynamics. The 200ps trajectory 

information was further applied in 2PT thermodynamics analysis.  

 

 

3.4.8. CO2-Fq Thermodynamics of the Gas Phase  

The QEq approach equalizes the charges in the thermodynamic limit, leading to spurious 

long-range charge transfer between molecules.[85, 98] This complicates simulations of gas phase 

systems. Thus, we obtained the CO2-Fq gas-phase reference energies at specific points on the P-T 

diagram by applying the ideal gas law, Equation 3.30, and the minimized energy of the isolated 

molecule at 0K:  

𝑆 =  𝑆0 − 𝑅 ln(𝑃/𝑃0) 

𝐸 =  𝐸𝑚𝑖𝑛 + 𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 +  𝐶𝑝(𝑇 − 𝑇0)  ,      (3.30) 

where the 𝑆0 is the ideal gas entropy at 1atm, 𝐸𝑚𝑖𝑛 is the minimum energy of the system at 0 K, 

𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 is the kinetic energy (temperature correction), and 𝐶𝑝 is the constant pressure heat capacity 

correction. 
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3.4.9. Determination of the Phase Boundaries 

We obtained the phase boundaries by explicitly considering the per-molecule Gibbs energy 

(i.e. the chemical potential μ for a single component system: ( ),T P g G N = =   ) of the 

respective phases at specific points in the P-T diagram. The most stable phase was determined to 

be the one with the lowest chemical potential. We employed a multi-resolution approach to 

efficiently obtain the phase diagram: initial simulations were performed on a coarse sampling of 

the P-T space. At specific pressures, once a phase transition was detected, we first approximated 

the location of the phase transition temperature(s) by linear interpolation between adjacent points, 

followed by further simulations around this temperature in smaller temperature increments. 

Critical points were treated as special cases, as detailed below.  

 

 

3.4.10. Determining the Critical Point from the Vapor-Liquid Coexistence curve  

A variety of approaches can be used to determine the critical point, such as the discontinuity 

of constant pressure heat capacity, Cp,[99] or the discontinuity in relaxation times[100]. In this 

work, we determine the critical point via the VLE curve, [35] exploiting the fact that as the density 

increases, the temperature at VLE conditions will increase initially and further decrease, with the 

turnover point being the critical temperature.  
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3.5. Results and Discussion 

3.5.1. Molecular charge distribution in the condensed phase using the CO2-Fq model 

As currently implemented, the QEq approach equalizes the chemical potential of the entire 

system, applying the charge neutrality constraint. This could lead to non-neutral molecules at any 

given timestep, and spurious physics. We found that in practice, our current approach (which we 

employ for computational convenience) led to nearly neutral CO2 molecules in the condensed 

phase. We reason that this is due to the relatively high electron affinity of the oxygen atoms, which 

presents a rather deep, attractive on-site potential and effects a high degrees of electron localization. 

As a figure of merit, we calculated the distribution of the molecular charges for CO2-Fq CO2 at 

240K and 100atm in the liquid and solid phases in Figure 3.1. This shows a sharp distribution, 

centered around zero with a variance (1σ deviation) of ~0.03 e. 

 

We further tested the validity of our approach by computing the dielectric constant for 

liquid CO2-Fq at 240K and 100atm, as determined from the fluctuations in the dipole moment and 

linear response theory [101] 

ε = 1 + 
4𝜋 (〈𝑀2〉−〈𝑀〉2)

3𝜀0𝑉𝑘𝐵𝑇
 ,        (3.31) 

where the ε, M, 𝜀0, 𝑉, 𝑘𝐵, and T represent as dielectric constant, dipole moment, dielectric constant 

in vacuum, volume, Boltzmann constant, and temperature, respectively. As shown in Figure 3.2a, 

the calculated dielectric constant values from a 0.5 ns trajectory using the CO2-Fq model is ~1.38, 

in excellent agreement with the experimental value of ~1.5 [102]. The corresponding dielectric 

constant of the FEPM2 model was ~4.64 (Figure 3.2b). 



 

 31 

 

 

 
Figure 3.1 The distribution of molecular charges using the CO2-Fq forcefield for (a) a solid and 

(b) a liquid at 100atm, 240K. The simulation data (solid lines) are fitted to Gaussian functions 

(dashed green lines). The dashed black lines indicate the standard deviations (solid: 1σ = 0.028; 

liquid: 1σ = 0.034). 

 

 

 

Figure 3.2 The dielectric constant values of 0.5 ns simulation of liquid CO2 (240K and 100atm) 

using (a) the CO2-Fq forcefield and (b) the FEPM2 forcefield. The experimental dielectric constant 

at these conditions is ~1.5.   
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3.5.2. Spectral Density function of CO2 

We first tested the convergence of the 2PT method for describing the thermodynamics of 

CO2, by considering the VAC function. Normally, for a solid, liquid, or saturated-vapor system, 

the VAC function converges to zero on the timescale of a few picosecond. A low-density gas, on 

the other hand, requires longer convergence times, due to the low collision probability between 

molecules. Figure 3.3 presents the VAC function of CO2 described by the FEPM2 and CO2-Fq 

models, where we find convergence times of ~ 20ps for the solid and liquid systems and ~ 500ps 

for the gas. This result validates our computational approach, where the sampling windows (200ps 

and 2ns respectively) are several factors greater than these typical correlation times.  

The associated DoS of liquid CO2 are shown in Figure 3.4. Here we separately consider 

the independent motions that contribute to the DoS: translations, rotations and internal vibrations. 

We apply the 2PT method to the translations and rotations, and separately show the distribution of 

modes from diffusive (gas-like) and from librational (solid-like) motions. The purely vibrational 

degrees of freedom at equilibrium are analogous to the non-equilibrium response of the system 

when excited by Raman and infrared radiation,[103] providing a 1:1 mapping between molecular 

thermodynamics and spectroscopy. We find that the vibrational spectrum of the solid and liquid 

phases CO2 described with the FEPM2 forcefield are in reasonable agreement with the 

experimental asymmetric and symmetric bond stretching frequencies. However, the FEPM2 angle 

bending force constant (taken from the work of Trinh at el. [57]), leads to a 60% increase in the 

O-C-O bond bending frequency, compared to experiments (1102 cm-1 vs 667.38 cm-1, 

respectively). Additionally, the FEPM2 model is unable to reproduce the Fermi resonance peak, 

which results from a coupling between the O-C-O angle bending and the C-O bond stretching (i.e. 

cross terms), observed experimentally. Conversely, we find that the full QM-derived CO2-Fq 
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model produces improved vibrational properties compared to experiments (Table 3.5) and 

remarkably, captures the Fermi resonance, with two peaks at 1278 cm-1 and 1378 cm-1, even though 

the cross term was not included in the parameterization.  

 

Figure 3.3 The CO2 total VAC function of (a) FEPM2 solid/liquid density systems at 240K,100atm, 

(b) FEPM2 gas density system at 1atm, 250K and (c) CO2-Fq solid/liquid density systems at 

240K,100atm.  The zoomed inset of (c) demonstrates the VAC function details within 0 – 4 ps.  

 

Figure 3.4 The per-molecule CO2 DoS functions of (a) translational, (b) rotational, and (c) 

vibrational motion for FEPM2 model and the CO2-Fq model (d, e and f respectively), for the liquid 

at 240K and 100atm.  The decomposition of the translational and rotational spectrum into 

contributions arising from diffusive (gas-like, green) and librational (solid-like, blue) contributions 

as determined by the 2PT method portions are shown. The experimental vibrational frequencies 

are shown as dashed gray lines.  
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Table 3.5 CO2 vibration frequencies from experiment and FEPM2/CO2-Fq MD simulations 
 

 Experiments [63] 

[cm-1] 

FEPM2 

(240K,100atm with 

liquid density) [cm-1] 

CO2-Fq 

(240K,100atm with 

liquid density) [cm-1] 

Symmetric 

stretching 

1285.40 (Raman) 

1388.15 (Raman) 

1380 1278 

1378 

Asymmetric 

stretching 

2349.16 (IR) 2661 2492 

Angle bending 667.38 (IR) 1102 684 

 

 

 

3.5.3. The Thermodynamic Properties of Carbon Dioxide  

3.5.3.1. Thermodynamics of Crystalline CO2 

We now turn our attention to the thermodynamics of crystalline CO2 at low temperatures, 

which is a more stringent test of the (gas-phase) derived interaction potentials. Specifically, we 

consider the calculated entropy potential, which we compare to a purely theoretical model 

computed from empirical parameters (Table 3.6) and the following equation:  

phase change phase change

G L S

P P P vap vap fus fus

G S

P P sub sub

S dS

dH T VdP T H T

C T dT C T dT C T dT nR dP P H T H T

or

C T dT C T dT nR dP P h T

− −

 =

= − + 

= + + − +  +

= + − + 



 

   

  

,  (3.32) 

where Cp is the constant pressure heat capacity, the superscript G, L, and S represent gas, liquid 

and solid, respectively. ΔH is the phase change enthalpy, the subscript vap, fus, and sub represent  
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Table 3.6 Equations and data used for thermodynamic properties calculation. Empirical 

thermodynamic data from References [90, 104] 

 Equations / Data  

Constant pressure heat capacity, 𝐶𝑝 

[T in K; 𝐶𝑝 in J/mol/K]  

𝐶𝑝
𝐺 = 27.437+ 0.042315 𝑇 – 1.955*10-5 𝑇2 + 4*10-9  𝑇3 - 2.99*10-13  𝑇4 

𝐶𝑝
𝐿 = -338.956+ 5.28𝑇 – 0.0233𝑇2 + 3.6*10-5 𝑇3 

𝐶𝑝
𝑆 = -1.63 + 0.542𝑇 – 0.00127𝑇2 

𝛥𝐻𝑠𝑢𝑏  at 195K, 1atm [kJ/mol]  25.2 

𝑆0 at 298K,1bar[J/mol/K] 213.785 

 

 

vaporization, fusion, and sublimation, respectively. The number of moles of CO2 in a system is 

denoted by n, R is the gas constant, and P is the pressure. We note that the entropy computed from 

2PT method (referred henceforth as the 2PT entropy) applies the quantum harmonic oscillator 

weighting function to each of the (classical) modes, a hybrid approach that produces “quantum” 

entropies in very good agreement with experiment for a variety of liquid systems at ambient 

conditions.[63, 66, 67, 73, 74, 105-109] Of course, the 2PT method is equally applicable to purely 

solid and gas system, which are the limiting cases of the theory. We demonstrate this by noting 

that the fluidicity factors for the crystalline solids are small, as expected, but slowly increasing 

with increasing temperature. 

We find that the calculated entropies are in very good agreement with the theoretical model 

at low temperatures (Table 3.7). Overall, the entropy of the CO2-Fq model is larger than FEPM2, 

reflecting the additional degree of freedom (fluctuating partial atomic charge) in the former. This 

ultimately leads to an overestimation of the entropy, compared to the thermodynamic model, by ~ 

5 – 10%. Encouragingly, the temperature of the translational, rotational, and internal vibrational 

modes was consistent with the system temperatures, verifying equipartition and thermal 

equilibration and further validating our computational approach. Indeed, we found that application 
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of a stochastic thermostat (Langevin or GLE) was necessary for proper mode thermal equilibration 

for these nanosized system on the nanosecond timescale. The application of deterministic 

thermostats (Nose-Hoover) required an order of magnitude longer simulation to achieve proper 

mode equipartition, even though the overall temperature of the system and the per-molecule 

distribution of total kinetic energy converged in much shorter timescales.   

As a further check of equilibration, we note that the distribution of C-O bond lengths is 

normal and can be fit to a Gaussian function with near zero skewness (2nd moment) and kurtosis 

(3rd moment) (Figure 3.5).  

 

 

Table 3.7 The thermodynamic properties of crystalline CO2 at 1 atm, 50K/100K/150K.  The 

subscripts of trans, rot, and vib represent as the translation, rotation, and vibration modes of 2PT, 

respectively.   Sq is the quantum entropy obtained from 2PT analysis. 

 

  FEPM2 CO2-Fq 

T 

[K] 

Theoretical 

entropy 

[J/mol/K] 

T Decomposition 

from 2PT [K] 

2PT entropy 

[J/mol/K] 

fluidicity 

factor 

T Decomposition 

from 2PT [K] 

 2PT entropy 

 [J/mol/K] 

fluidicity 

factor 

50 16.19 Ttrans = 47.07 

Trot = 47.14 

Tvib =53.65 

Sq= 14.38 ftrans =  

0.00327785 

frot =  

0.011844 

Ttrans = 49.53 

Trot = 50.54 

Tvib =50.06 

Sq= 20.31 ftrans =  

0.0033372 

frot =  

0.018596 

100 37.42 Ttrans = 96.60 

Trot = 96.97 

Tvib =103.85 

Sq= 38.23 ftrans =  

0.0041886 

frot =  

0.021889 

Ttrans = 94.21 

Trot = 96.54 

Tvib =105.72 

Sq= 43.94 ftrans =  

0.0045095 

frot =  

0.034896 

150 55.92 Ttrans = 146.21 

Trot = 146.25 

Tvib =154.77 

Sq= 56.4 ftrans =  

0.0053767 

frot =  

0.029656 

Ttrans = 149.59 

Trot = 152.43 

Tvib =149.34 

Sq= 63.96 ftrans =  

0.0051085 

frot =  

0.057985 

 



 

 37 

 

Figure 3.5  Probability distribution of the C-O bond lengths of crystalline CO2 from equilibrium 

MD simulations at 150 – 180K and 1atm, using the FEPM2 (a) and CO2-Fq (b) forcefields. We fit 

the simulation data (solid lines) to Gaussian functions (dashed lines). 

 

 

3.5.3.2. Carbon Dioxide Thermodynamic properties at Vapor-Liquid Coexistence (VLE) 

conditions and Critical Point 

In Figure 3.6, we plot the density - temperature relationship of the saturated liquid and 

saturated vapor systems.  The VLE density increases monotonically with temperature until a 

certain condition (i.e., critical density) is met, after which, the VLE density decreases 

monotonically with temperature.  Thus, along the VLE curve, that saturated vapor becomes more 

liquid-like and saturated liquid becomes more gas-like as they approach the critical point. In fact, 

we note that besides the density - temperature characteristics at the VLE condition, the 2PT 

fluidicity-factor (f-factor) can be used to determine the critical point. This is demonstrated in 

Figure 3.6b for the FEPM2 model, where we find that the turning point of the curves (infinite 

slope) is in excellent agreement with the critical point determined from the density. At this point,  
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Figure 3.6  (a) The density – temperature relationship along the VLE curve and the critical point 

of CO2 simulated with the FEPM2 and CO2-Fq models (solid data points). Dashed curves are cubic 

spline fits to the calculated data. (b) The translational (trans) and the rotational (rot) fluidicity 

factors of FEPM2 model along the VLE curve.   

 

 

the system can be described as equally liquid-like and gas-like, and the separate phases become 

indistinguishable. 

 

Based on the results in Figure 3.6, we calculate a critical temperature (Tc) and a critical 

density (ρc) Tc=303.1K, ρc=10.133 mol/l for the FEPM2 model. This can be compared to Harris et 

al.’s work [35] (Tc = 313.4 K and ρc = 10.31 mol/l) for the original rigid EPM2 model.  Further, 

we calculate Tc=302.5K, ρc=9.9883 mol/l for the CO2-Fq model.  Both are in a good agreement 

with NIST database values (Tc=304.18K, dc=10.6 mol/l).  Detailed 2PT simulated data and 

experimental values are shown in Table 3.8.  
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Table 3.8 Thermodynamic properties of CO2 along the VLE curve using the FEPM2 and CO2-

Fq models compared to experiments 

  FEPM2  CO2-Fq  EXP[63, 90] 

 𝑇 𝜌 𝑆𝑞 2𝑃𝑇 𝐸𝑚𝑑 2𝑃𝑇  𝐸𝑞 2𝑃𝑇  𝜌 𝑆𝑞 2𝑃𝑇 𝐸𝑚𝑑 2𝑃𝑇  𝐸𝑞 2𝑃𝑇  𝑆𝐸𝑋𝑃 𝐸𝐸𝑋𝑃  

Saturated 

liquid  

220 1.1663 113.74 17.25 17.25  1.1663 116.01 17.25 17.25  118.12 17.25 

230 1.1292 115.70 17.95 18.42  1.1292 118.25 18.27 17.86  121.59 18.06 

240 1.0896 120.40 19.60 19.51  1.0896 124.41 19.32 20.60  125.07 18.88 

250 1.0467 125.81 20.59 19.60  1.0467 126.37 20.27 19.81  128.64 19.74 

260 1.0000 128.19 21.71 21.12  1.0000 130.87 21.78 20.37  132.24 20.65 

270 0.9470 133.91 22.91 21.19  0.9470 132.53 22.42 21.50  135.94 21.61 

280 0.8850 136.71 24.36 23.20  0.8850 139.30 24.27 22.07  139.77 22.64 

290 0.8058 142.56 25.87 23.40  0.8058 145.01 25.82 23.47  143.95 23.81 

300 0.6803 151.21 28.29 25.85  0.6803 151.45 28.25 25.18  149.32 25.33 

302 0.6337 154.50 29.67 27.97  0.6337 152.20 28.03 26.20  - - - - 

Critical 

point 

303.1 

(FEPM2) 

302.5 

(CO2-Fq) 

0.4459 155.30 29.53 27.03  0.4395 155.51 29.45 26.76  - - - - 

Saturated 

vapor 

302 0.3082 159.00 30.78 28.59  -- -- -- --  - - - - 

300 0.2703 162.20 30.95 28.25  -- -- -- --  164.68 29.28 

290 0.1724 168.07 31.40 29.02  -- -- -- --  169.61 30.19 

280 0.1220 170.03 31.65 29.57  -- -- -- --  172.73 30.59 

270 0.0885 172.78 31.42 28.79  -- -- -- --  175.20 30.78 

260 0.0645 174.80 31.34 29.14  -- -- -- --  177.44 30.86 

250 0.0467 179.26 30.79 29.82  -- -- -- --  179.51 30.87 

240 0.0333 182.10 30.47 29.46  -- -- -- --  181.67 30.82 

230 0.0234 182.60 30.05 29.86  -- -- -- --  183.35 30.74 

220 0.0160 184.86 29.57 29.90  -- -- -- --  186.71 30.62 

𝑇 is the temperature in K, 𝜌 is the initial density in g/cm3, 𝑆𝑞  is the entropy in J/mol/K, 𝐸𝑚𝑑  is the internal classical 

energy in kJ/mol and 𝐸𝑞  is the internal quantum energy in kJ/mol.  The energy referent state is set as saturated liquid 

at 220K. 
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3.5.4. The Carbon Dioxide Phase Diagram based on phase stability and the 2PT method 

As previously elaborated, we constructed the phase diagram by explicitly considering the 

Gibbs energy of the isolated phases at specific points on the P-T diagram. Such an approach is 

only possible due to the ability to compute the absolute entropy of the phases from short MD 

simulations using the 2PT method. This last point is important, since near the phase boundaries, 

we can expect significant fluctuations in the thermodynamic potentials over long-term dynamics. 

In fact, for 1st order phase transitions, the Gibbs energy function is discontinuous near the phase 

boundary. In Figure 3.7 we plot the Gibbs energy, entropy and enthalpy of liquid/solid systems 

for both FEPM2 and CO2-Fq models as a function of temperature at 100atm, showing the system 

transitions from a solid (𝐺𝑆 < 𝐺𝐿) to a liquid (𝐺𝑆 > 𝐺𝐿). We note that the FEPM2 enthalpies are 

computed with quantum (zero-point energy) corrections, while CO2-Fq enthalpies exclude the 

quantum corrections for consistency with the gas phase reference.   

We found that the fluctuations in the Gibbs energy were larger in the FEPM2 forcefield 

compared to CO2-Fq, which led to larger uncertainties in the relevant phase boundaries. For 

example, at 100atm we were unable cleanly resolve the melting temperature (Tm) of the FEPM2 

model by inspection, and instead had to determine Tm by fitting to a cubic interpolation function, 

resulting in Tm = 232 ± 5 K. The thermodynamics of the isolated phases are more well behaved in 

CO2-Fq and the predicted Tm = 217 ± 1 K is in much better agreement with the experimental value 

of 218.6 K.  Overall, we find closer agreement of the experimental phase boundaries with the CO2-

Fq forcefield, especially in the high-pressure regime, which we attribute to an improved 

description of the repulsive inner wall by application of UNB nonbond potential over the Lennard 

Jones 12-6 potential in FEPM2.  
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Figure 3.7  The thermodynamics of CO2 described by the FEPM2 and CO2-Fq models at 100atm 

as the system undergoes a 1st order phase transition. The FEPM2 total Gibbs energy (a), the 

separate entropy (b), and enthalpy (c) contributions, and the CO2-Fq total Gibbs energy (d), the 

separate entropy (e), and enthalpy (f) contributions are shown. The dashed green line and dashed 

blue line represent the fitted lines in determining the phase transition temperatures via 

interpolation (CO2-Fq) and extrapolation (FEPM2).  The dashed black lines demonstrate the 

simulated phase changes – FEPM2 of 232 K and CO2-Fq of 217 K, which can be compared to 

the experimental value of 218.6 K - shown as the dashed gray lines. 

 

In Figure 3.8 we present the entire phase diagram of CO2, where the phase boundaries are 

taken as the points in P-T space, where the phases have equal chemical potentials. Here again, we 

note that the larger fluctuations in the Gibbs energy of FEPM2 obscures exact determination of 

the phase boundaries, so we apply to interpolation scheme employed in the Section 3.4.9. and 

considered two (or more) phases to have the same chemical potentials if the difference in the Gibbs 

energies (ΔG) are within 5%. In the case of the CO2-Fq model, we were able to resolve the phase 

boundaries with a much more stringent condition ΔG < 0.3%.  
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Figure 3.8 The CO2 phase diagram, based on the Gibbs energy of the isolated solid, liquid and gas 

phases, using the FEPM2 (a) and the CO2-Fq (b) models. The superscript * means the ΔG is 

smaller than 5% between solid/liquid (S/L*), solid/gas (S/G*) or liquid/gas (L/G*) systems for the 

FEPM2, and smaller than 0.3% for the CO2-Fq model. The dashed blue curves are the simulated 

phase boundaries of FEPM2 and CO2-Fq models.  The experimental reference is from the Global 

CCS Institute (solid black lines) 

 

Overall, we find improved prediction of the phase diagram using the CO2-Fq model, 

compared to experiments. In addition to the improved van der Waals interaction mentioned 

previously, the additional charge degree of freedom in CO2-Fq leads to more a more accurate 

representation of the intermolecular physics by facilitating additional instantaneous dipole 

interactions that stabilizes the liquid. We also obtained encouraging results when considering the 

triple point. Our interpolation procedure yields an approximate triple point temperature (Tt) and 

the triple point pressure (Pt) of Tt = 218.0 ± 5.0 K, Pt = 8.2 ± 1.1 atm using the FEPM2 model and 

Tt = 216.2 ± 3.0 K, Pt= 5.5 ± 0.5 atm using the CO2-Fq model, both in good agreement with the 

experimental values from the NIST database: Tt = 216.6K, Pt = 5.12 atm. Here again, the CO2-Fq 

model led to marked improved results compared to experiments, over FEPM2.While these results 

are indeed encouraging, we note that one potential limitation of the current approach is that 

stabilization of the isolated phases near the phase boundaries is rather difficult, even on the 
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relatively short timescale of the 2PT trajectories. We overcome this here by interpolation near the 

phase boundaries, however this introduces some additional uncertainties in our calculations.  

 

3.6. Conclusions and Outlook 

In this work, we employed a fixed atom-charge model FEPM2 and a QM-derived 

fluctuating charge model CO2-Fq to calculate the phase diagram of CO2 from equilibrium MD 

simulations of the isolated phases and the 2PT method. We find that relatively short trajectories (~ 

200ps) are sufficient for capturing the thermodynamics of the solid and liquid phases, while the 

gas phase require longer windows (~ 2ns). This means that the entire phase diagram was obtained 

from MD simulations on the ns timescale, and since the 2PT method does not incur any appreciable 

extra computational cost, this presents a rather efficient approach for determining phase diagram. 

Overall, the FEPM2 model predicts the phase behavior thermodynamics in reasonable agreement 

with experiments, especially at low temperatures and pressures. At higher pressures, the inability 

of the Lennard Jones 12-6 potential to adequately represent the repulsive Pauli forces and the 

inability to model charge renormalization within the molecule leads to larger deviations. The CO2-

Fq thus improves on the FEPM2, by including the many body QM physics, leading to excellent 

agreement with experiments over the entire phase diagram. This improved description may be 

important for study CO2 in extreme environments, such as the controversial high pressure 

polymeric phase [110, 111] and its associated thermodynamics. We note that, as mentioned in 

Section 3.4.8., the QEq approach leads to spurious long-range charge transfer between molecules.  

This can be remedied by QEq reformulations that constrain the total molecular charge and prevent 

inter-molecular charge transfer [85, 112] Alternative, we suggest adopting the ideal gas treatment, 

detailed in Section 3.4.8., with CO2-Fq model for low-density CO2 environments.   
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This work provides an efficient approach for calculating phase diagrams, which should be 

applicable to arbitrary systems. We are currently applying to approach to study other homogeneous 

liquids, including water. Considerations of multi-component systems are a natural extension, and 

insights into the behavior of the separate entropic and enthalpic functions are currently being 

explored.   
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CHAPTER 4 : Sub-Nanometer Confinement Enables Facile Condensation of Gas Electrolyte for 

Low-Temperature Batteries 

 

Chapter 4 adopted materials from G. Cai, Y. Yin, D. Xia, A.A. Chen, J. Holoubek, J. Scharf, Y. 

Yang, K.H. Koh, M. Li, D.M. Davies, M. Mayer, T.H. Han, Y.S. Meng, T.A. Pascal, and Z. Chen. 

“Sub-Nanometer Confinement Enables Facile Condensation of Gas Electrolyte for Low-

Temperature Batteries” Nature Communications, 12(1), 1-11 (2021), which is under a Creative 

Commons Attribution 4.0 license.  Changes were made for concentrating the theoretical backbone. 

To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/. 

 

4.1. Abstract 

Confining molecules in the nanoscale environment can lead to dramatic changes of their 

physical and chemical properties, which opens possibilities for new applications. There is a 

growing interest in liquefied gas electrolytes for electrochemical devices operating at low 

temperatures due to their low freezing point. However, their high vapor pressure still poses 

potential safety concerns for practical usages. Herein, we report facile capillary condensation of 

gas electrolyte by strong confinement in sub-nanometer pores of metal-organic framework (MOF).  

As the results, we show significant uptake of hydrofluorocarbon molecules in MOF pores at 

pressure lower than the bulk counterpart. The investigation of the FM molecule behaviors provides 

insight on future battery design at low-temperature condition.   

  

http://creativecommons.org/licenses/by/4.0/
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4.2. Introduction 

Batteries that can sustain ultralow temperatures (< -30 °C) are essential for extending the 

operation capability of existing energy storage systems as well as enabling human presence to the 

outer space and deep ocean worlds.[113-117] The state-of-the-art lithium-ion batteries (LIBs) are 

mostly restricted to perform in mild conditions due to the drastically decreased ionic conductivity 

and increased charge transfer impendence of electrode/electrolyte interfaces at ultra-low 

temperatures,[113-123] despite that some cells like lithium-thionyl chloride batteries are capable 

of operation down to -80 oC for low power applications.[124-126] Although many approaches 

(e.g., externally/internally heating, cell insulating, and introducing co-solvents or additives) have 

been developed to overcome the above issues,[117-123] no current technology extends the 

operating temperature range of batteries without sacrificing the long-term stability and energy 

density.  

Unlike conventional liquid/solid electrolyte chemistries, liquefied hydrofluorocarbon gas 

molecules like fluoromethane (FM) shows a low melting point (-142 oC) and low viscosity (0.085 

mPa·s), which enable electrolytes with high ionic conductivity and superior lithium metal 

compatibility down to temperatures as low as -60 °C.[127-129] To retain the electrolyte in the 

liquid state, the gas molecules need to be maintained at its vapor pressure (Pv). However, the 

saturated vapor pressure for these gas molecules is very high (Psat, FM = 495 psi or 33 atm at 20 

°C), which would render safety concerns in practical devices. 

To address the above-mentioned limitation, it is conceivable to exploit capillary 

condensation, a phenomenon whereby gas molecules in small confined pores condense into a 
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liquid at an equilibrium pressure Pv that is lower than the bulk vapor pressure Psat.[130, 131] The 

relationship between the Pv and the Psat follows the Kelvin equation: 

𝑙𝑛
𝑃v

𝑃sat
=

2𝛾𝑉L

𝑟𝑅𝑇
         (4.1) 

where γ is the liquid/vapor surface tension, VL the molar volume of the liquid adsorbate, 𝑟 the mean 

radius of curvature of the liquid/gas interface (proportional to pore radius), R the universal gas 

constant, and T the absolute isothermal temperature. Generally, smaller 𝑟 values enable a lower Pv 

to condense gas molecules at a given temperature (Figure 4.1).[132-134] For example, both 

simulation and experimental results show that the actual pressure required to condense nitrogen 

molecules in porous carbon (slit-shaped pores) reduces by > 10 times as the pore diameter 

decreases from 7 nm to 1 nm.[135] Similar trends have also been observed for methane absorption 

and condensation in nanopores.[136]    Hydrofluorocarbons share some similar physicochemical 

 

Figure 4.1 Schematic showing the mechanism of nano-confinement effects for lowering the 

equilibrium pressure of liquefied gas, where MOFs were employed as the porous hosts to condense 

the gas molecules under a lower Pv than Psat, attributed to the driving force of the sub-nanometer 

confinement of MOFs.[137] 
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characteristics with methane (e.g., high vapor pressure, low melting point), yet capillary 

condensation of hydrofluorocarbon has not been explored, nor has there been a study reporting the 

design of a stable nanoporous host to condense gas molecules at reduced pressures for 

electrochemical applications. 

Metal-organic frameworks (MOFs), a class of porous crystalline solids assembled by 

organic linkers and metal ions/clusters, could be ideal candidates to capture FM molecules via 

capillary condensation to lower the inner pressure of batteries employing liquefied gas electrolytes 

(LGE).[138-140] Various MOFs have been successfully applied for the storage or separation of 

carbon dioxide, methane, and alkene molecules.[136, 141-143]  Herein, we investigated the phase 

transitions for free FM molecules and confined FM molecules and explored the dynamics of 

confined FM to determine the capillary condensation of FM gaseous electrolytes. This study not 

only provides the insights on the molecular behavior in the nano-confined environment but also 

opens a potential pathway for safer operation of gas electrolytes. 

 

4.3. Theoretical and Computational Analysis 

4.3.1. Computational Investigation  

Insights into the microscopic interactions between FM and UiO-66 were acquired from 

computer simulations (Figure 4.2). Both quantum mechanics (QM) calculations and molecular 

dynamic simulations were applied. In Table 4.1, we described the intermolecular and 

intramolecular parameters of UiO-66 and FM, where the FM properties were obtained via QM 

calculations at the MP2/aug-cc-pVTZ level of theory using the Q-Chem 5.0 electronic structure 
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Figure 4.2  Schematic showing the adsorption behavior of FM in UiO-66 at different conditions. 

 

 

Table 4.1 Simulation parameters applied in MD/GCMC computations. The inter-/intra- molecular 

parameters of UiO-66 were taken from published works.[144, 145] FM molecule structure was 

optimized to obtain inter-/intra- molecular parameters based on QM calculations at the MP2/aug-

cc-pVTZ level of theory, with the partial atom charges taken from a published work.[146] CO2 

and CH4 were described by the TraPPE-EH and TraPPE-UA forcefields respectively.[147] 

Materials Types Equations Parameters 

FM 

Pair 

interaction 

Lennard-

Jones 

C σ = 3.304; ε = 0.0980; M = 12.01 

H σ = 2.385; ε = 0.0456; M =1.01 

F σ = 2.671; ε = 0.1165; M = 19.00 

Bond 

Rigid 

(GCMC) 

Harmonic 

(MD) 

C-F 
Rigid: r0 = 1.389 

Harmonic: r0 = 1.389; K = 368 

C-H 
Rigid: r0 = 1.087 

Harmonic: r0 = 1.087; K = 333.5 

Angle 

Rigid 

(GCMC) 

Harmonic 

(MD) 

H-C-H 
Rigid: θ0 = 110.3 

Harmonic: θ0 = 110.3; K = 34.79 

H-C-F 
Rigid: θ0 = 108.6 

Harmonic: θ0 = 108.6; K = 40.00 

Charges[146]  

C -0.2469 

F -0.1950 

H +0.1473 
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Table 4.1 Simulation parameters applied in MD/GCMC computations. The inter-/intra- molecular 

parameters of UiO-66 were taken from published works.[144, 145] FM molecule structure was 

optimized to obtain inter-/intra- molecular parameters based on QM calculations at the MP2/aug-

cc-pVTZ level of theory, with the partial atom charges taken from a published work.[146] CO2 

and CH4 were described by the TraPPE-EH and TraPPE-UA forcefields respectively.[147] 

(Continued) 

FM/UiO-66 
Pair 

interaction 

Lennard-

Jones 

C(FM)-Zr1(UiO-66) 

F(FM)-Zr1(UiO-66) 

H(FM)-Zr1(UiO-66) 

σ = 3.485; ε = 0.0535 

σ = 3.134; ε = 0.0583 

σ = 2.961; ε = 0.0365 

C(FM)-O1(UiO-66) 

F(FM)-O1(UiO-66) 

H(FM)-O1(UiO-66) 

σ = 3.498; ε = 0.0673 

σ = 3.145; ε = 0.0734 

σ = 2.972; ε = 0.0459 

C(FM)-C25(UiO-66) 

F(FM)-C25(UiO-66) 

H(FM)-C25(UiO-66) 

σ = 3.966; ε = 0.0503 

σ = 3.566; ε = 0.0548 

σ = 3.370; ε = 0.0343 

C(FM)-O29(UiO-66) 

F(FM)-O29(UiO-66) 

H(FM)-O29(UiO-66) 

σ = 3.498; ε = 0.0673 

σ = 3.145; ε = 0.0734 

σ = 2.972; ε = 0.0459 

C(FM)-O25(UiO-66) 

F(FM)-O25(UiO-66) 

H(FM)-O25(UiO-66) 

σ = 3.633; ε = 0.0875 

σ = 3.266; ε = 0.0954 

σ = 3.086; ε = 0.0597 

C(FM)-C1(UiO-66) 

F(FM)-C1(UiO-66) 

H(FM)-C1(UiO-66) 

σ = 4.128; ε = 0.0581 

σ = 3.712; ε = 0.0633 

σ = 3.507; ε = 0.0396 

C(FM)-C13(UiO-66) 

F(FM)-C13(UiO-66) 

H(FM)-C13(UiO-66) 

σ = 4.118; ε = 0.0416 

σ = 3.702; ε = 0.0453 

σ = 3.498; ε = 0.0284 

C(FM)-H1(UiO-66) 

F(FM)-H1(UiO-66) 

H(FM)-H1(UiO-66) 

σ = 3.211; ε = 0.0458 

σ = 2.887; ε = 0.0499 

σ = 2.728; ε = 0.0312 

C(FM)-H25(UiO-66) 

F(FM)-H25(UiO-66) 

H(FM)-H25(UiO-66) 

σ = 0.0; ε = 0.0 

σ = 0.0; ε = 0.0 

σ = 0.0; ε = 0.0 

The units of energy, distance, angle, mass and charge are kcal/mol, Angstrom, degree, g/mol and electron charge, 

respectively. Lennard-Jones equation is E = 4ε[(σ/r)12-(σ/r)6]. Harmonic equations are E = K(r-r0)2 (for bond) and 

E = K(θ- θ0)2 (for angle). 
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package.[2] Initially, we optimized the UiO-66 starting structure (Figure 4.3) using molecular 

dynamics (MD) simulations via the Large-scale Atomic/Molecular Massively Parallel Simulator 

(LAMMPS) simulation engine.[1] The loading curves of FM in UiO-66 were then obtained from 

the optimized structure by means of Grand Canonical Monte-Carlo (GCMC) simulations using the 

MCCCS Towhee simulation package.[148] The accuracy of our GCMC approach was confirmed 

by comparing the adsorption isotherms of CH4 and CO2 to other published works as shown in 

Figure 4.4.[149, 150] All simulated adsorption isotherms of FM in UiO-66 at variable 

temperatures exhibited a classical type I isotherm of micropore adsorption (Figure 4.5), in which 

UiO-66 achieved a 10% mass uptake of FM at 140 psi and 25 ℃, in good agreement with our 

experiments (9% mass uptake at 140 psi, 25 ℃). In addition, it was found that the FM density 

increased from 0.3 mol L-1 in bulk FM to 3 mol L-1 in the confined pores in UiO-66 at 100 psi, 25 

℃ (Figure 4.6). We quantified the capillary condensation of FM in UiO-66 by considering the 

thermodynamics of the equilibrated system using the Two-Phase Thermodynamics Method.[64, 

74] In particular, we determined the phase change behavior of FM by a novel approach, 

considering the self-diffusion constant of FM and the number of FM modes that were diffusive 

(Figure 4.7). This approach is necessary because while the phase boundaries of a bulk 

homogenous fluid are given by solutions to the Clausius-Clapeyron equation,[151] computational 

schemes typically rely on locating discontinuities in the relevant thermodynamic functions, such 

as the molar enthalpy.[103] In the particular case of FM in UiO-66, we found that the molar 

enthalpy function showed significant uncertainty, especially at low pressures, which obscured 

unambiguous determination of possible phase boundaries. We found less variability in the 

calculated self-diffusion constants however, which we used to determine the number of modes of 

FM that were diffusive.  
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Figure 4.3 Simulation structure of UiO-66. The simulation structure for (a) UiO-66, compositing 

of (b) [Zr6O4(OH)4] clusters and (c) BDC linkers.  

 

 

 

Figure 4.4 Simulated adsorption isotherms of UiO-66 confined CH4 and CO2 at room temperature, 

compared to other published data.[149, 150] We find overall excellent agreement with published 

data, validating our current simulation approach. 

149,150 

149,150 
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Figure 4.5  Simulated (SIM) adsorption isotherms of UiO-66 confined FM at different 

temperatures and experimental (EXP) results at 25 ℃. 

 

 

 

Figure 4.6 The densities comparison between adsorbed FM inside UiO-66 and free FM in bulk 

FM systems. The solid curves represent the FM densities inside UiO-66 and the dashed curves 

indicate the bulk FM densities, at the stated temperatures. 
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Figure 4.7 Simulated translational diffusion coefficients. Simulated translational diffusion 

coefficients of (a) bulk FM, and (b, c, d) adsorbed FM (ads. FM) in UiO-66 at different 

temperatures and pressures. 

 

Figure 4.7a-d show the translational diffusion coefficient of bulk FM and adsorbed FM 

systems. In adsorbed FM systems, we find that as the pressure increases, the translational diffusion 

coefficient gradually increases until a certain pressure (the phase transition point), after which the 

translational diffusion coefficient monotonically decreases with increasing pressure. The reduced 

intermolecular distances between (gaseous) FM molecules before the transition pressure results in 

weaker attractive forces and an increase in the translational diffusion coefficient. After the phase 

transition, the compressed, liquefied FM molecules experiences reduced translational degrees of 
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freedom, and are less diffusive. It is shown that the transition conditions (pressures/translational-

diffusion-coefficients) of adsorbed FM models at 243 K, 273 K, and 298 K occurred at about 10.8 

psi/2.0·10-5 cm2 s-1, 21.7 psi-43.5 psi/2.1·10-5 cm2 s-1-2.3·10-5 cm2 s-1, and 103 psi-200 psi/1.9·10-

5 cm2 s-1-2.4·10-5 cm2 s-1, respectively. It is noted that at 25 ℃, the decrease in the translational 

diffusion coefficient after the phase transition pressure is not apparent, due to the fact that the FM 

is approaching its critical properties. The Figure 4.8 plots the phase transitions points for bulk FM, 

compared to adsorbed FM in UiO-66. We find that FM experienced a phase transition at 

significantly lower pressures in UiO-66, compared to the bulk fluid. In particular, capillary 

condensation in UiO-66 resulted in liquefied FM at an approximated pressure of 44 psi compared 

to NIST value of 296 psi in the bulk tank at 0 oC, and at an approximated pressure of 11 psi 

compared to 118 psi at -30 oC, respectively. 

 

Figure 4.8  Phase transition comparison between bulk FM taken from NIST database, simulated 

(SIM) bulk FM and simulated (SIM) adsorbed (ads.) FM in UiO-66 systems, where the orange and 

the red points represent as the phase transitions of bulk FM and adsorbed FM (ads. FM) in UiO-

66, respectively. 
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4.3.2. Computational Details 

4.3.2.1. Grand Canonical Monte-Carlo (GCMC) simulations in determining the loading curves  

GCMC simulations (the MCCCS Towhee simulation package[148]) were applied to model 

the molecules’ loading value inside the optimized UiO-66 structure. GCMC is a procedure 

involving insertion/deletion molecules between a system and a reservoir to eventually make 

system/reservoir in thermodynamic equilibrium, under conditions of constant chemical potential 

(μ), volume (V) and temperature (T). For each GCMC computation, 3 million moves were 

performed, and we tested that convergence was obtained in each simulation. The initial 2 million 

moves were used to equilibrate the system, while the last 1 million moves were used to obtain the 

relevant statistics and absorption capacities. Besides the FM/UiO-66 models, the adsorption 

isotherms of CH4 and CO2 inside UiO-66 were also calculated in order to confirm the accuracy of 

our GCMC approach, as shown in Figure 4.4.[149, 150] After the adsorption capacity of FM were 

determined, the final snapshot of the system was used as input for further MD simulations. 

 

4.3.2.2. MD simulations of FM/UiO-66 and UiO-66 systems  

We initiated each MD simulation with a geometry optimization at 0 K, comprising 500 

steps of conjugated gradient (CG) minimization (cell coordinates and atom positions) followed by 

10 ps of canonical (constant particles, volume and temperature or NVT) dynamics to heat the 

system from 1 K to the defined temperature. This was followed by iso-thermal iso-baric (constant 

particles, pressure, and temperature or NPT) dynamics for 1ns at the required pressures, followed 

another 0.8 ns NVT dynamics to further equilibrate the system. The last 0.2 ps NVT data was used 
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to collect thermodynamic statistics and to analyze the system properties. In all our MD simulations, 

the temperature damping constant was 0.1 ps, and the pressure damping constant was 2.0 ps. The 

equations of motion used are those of Shinoda et al.,[152] which combine the hydrostatic equations 

of Martyna et al.[153] with the strain energy proposed by Parrinello and Rahman.[154] The time 

integration schemes closely follow the time-reversible measure preserving Verlet integrators 

derived by Tuckerman et al.[155] 

 

4.3.2.3. MD simulations of bulk FM systems  

For bulk FM, a simulation cell comprising 216 molecules at the 298 K saturated vapor 

density 2.7688 mol L-1 from NIST database) was subjected to 500 steps of CG minimization, 

followed by 10 ps of Langevin dynamics to heat the system from 1 K to a defined temperature. 

This was followed by 1 ns of NPT dynamics, and a further 5.5 ns of Langevin dynamics to properly 

equilibrate the system. Longer simulation times, compared to FM/UiO-66 and UiO-66 systems, 

and the application of Langevin dynamic were to ensure thermal equipartition of the energy, due 

to the low density of the bulk FM system. After equilibration, we ran a further 0.7 ns of NVT 

dynamics, with statistics collected during the last 0.2 ps used to analyze the system properties. The 

temperature and pressure damping constants were the same as above. 

 

4.3.2.4. Self-diffusion constant  

The self-diffusion constant D was obtained using the Green-Kubo VAC formulism in linear 

response theory:[103] 
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𝐷 =
1

𝑁
∑ ∫ ⟨𝑣𝑖(𝑡) 𝑣𝑖(0)⟩𝑑𝑡

∞

0
𝑁
1        (4.2) 

where t is time, vi the axial COM velocity of molecule i and the brackets denote an autocorrelation 

that is summed over all molecules. These calculations were obtained from additional simulations 

in the NVT ensemble, after pressure equilibration has been achieved. Snapshots of the system 

(atomic coordinates and velocities) were saved every 1 fs during a 0.5 ns simulation. Statistical 

averaging was performed by using 10 windows of 50 ps each. Our previous work has shown that 

trajectory windows of 50 ps were long enough to have converged self-diffusion constants by this 

approach.[74]   

 

4.4. Experimental Analysis 

 In addition to the computation analysis, experimental investigations have also been 

conducted to demonstrate consistent insights as computations by our collaborated group of Prof. 

Zheng Chen. Details of synthesis, characterization, and the process of electrochemical 

measurements were mentioned in our published paper [156].  Here, we provided an overview of 

the experimental outcomes. 

4.4.1. The adsorption behavior of FM in UiO-66  

In order to quantify the FM absorption capability of UiO-66, a direct measurement of FM 

uptake in the UiO-66 powders was performed after immersing the UiO-66 powders into FM with 

various pressures for three days. After purging out the bulk FM from the customized high-pressure 

cell, the total mass of the soaked UiO-66 powders was in-situ measured in an Ar-filled glove box 
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under ambient pressure. The mass difference of UiO-66 before and after the soaking process was 

considered as the mass change caused by the absorbed FM. As shown in Figure 4.9, the mass of 

the UiO-66 powders increased by ~12% after soaking at ~500 psi, demonstrating the ability of 

UiO-66 to store of a large volume of liquefied FM molecules (corresponding to molar ratio of 

FM:UiO-66 at 5.7:1 for the absorbed sample), consistent with computational high FM loading 

value inside UiO-66.  

 

 

4.4.2. Electrochemical properties of MOF-polymer membranes (MPM) in liquefied FM solution  

Pure MOF membranes have been reported for gas adsorption/separation and solid 

electrolyte,[141-143, 157] however their poor mechanical properties and large thickness (typically >  

 

Figure 4.9  Mass change of liquefied FM soaked UiO-66. 
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100 μm) inhibit their applications in batteries. MOF particles have therefore been combined with 

commercial Celgard membranes or other porous substrates to improve the mechanical properties 

of the resulted MOF-based membranes.[158, 159] However, additional substrates increase the 

separator thickness and hinder the cathode – anode ion pathway at reduced pressures. Therefore, 

it is prerequisite to develop a mechanically robust, self-supporting MOF-based porous membrane 

with small thickness and minimal macro-voids for continuous ionic transport in LGE, especially 

at reduced pressures.  Herein, in this work, a class of flexible MOF-polymer membranes (MPMs) 

were designed and applied to investigate battery performance. 

To investigate the electrochemical properties of cells employing the MPM with FM, the 

ionic conductivity was measured by a customized two-electrode conductivity cell.  As presented 

in Figure 4.10a, the LGE steadily maintained good conductivity from -60 oC to 30 oC. In contrast, 

the industry-standard liquid electrolyte (e.g., 1 M LiPF6 in ethylene carbonate (EC)/diethyl 

carbonate (DEC), 1:1 in volume, 1.2 M LiPF6 in EC: ethyl methyl carbonate (EMC), 3:7 by weight) 

suffered from rapid conductivity fading with decreasing temperature, suggesting the advantage of 

using LGE in cold conditions. The MPM-confined FM exhibited an ionic conductivity of ~ 0.14 

mS cm-1 at -60 oC while the Celgard-based system showed less than 0.08 mS cm-1 at the same 

temperature and pressure (Figure 4.10b). This dramatic difference is attributed to the continuous 

microporous channels formed in the MOF layers and strong affinity between FM and MOFs, which 

provides improved transport properties. 

To probe the nano-confinement effect of the MPM at low temperatures beneath the vapor 

pressure of the FM electrolyte, a special testing system was designed to control and record the  
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Figure 4.10  Electrochemical properties of MPM-based LGE. (a), Ionic conductivity of pure 

electrolyte with LGE or conventional liquid electrolytes. (b), Ionic conductivity of LGE with the 

presence of MPM or Celgard-based membranes as the separator at different temperatures. The two 

symmetric stainless steel (SS) cells shown in the inset a and b were set to remain the consistent 

500-micron distance. Nyquist impedance of cells with MPM (c) or Celgard-based (d) membrane 

as the separator at -40 oC and different FM pressures. 

 

pressure inside the tested cells, which was then applied to measure the ionic conductivity of the 

FM-soaked MPM at -40 oC under different pressures. By tuning the cell to 70 psi, 5 psi beneath 

the vapor pressure of the FM electrolyte, the cells utilizing MPM still offered an electrolyte 

conductivity of more than 0.02 mS cm-1 at -40 oC (Figure 4.10c, Table 4.2), indicating that the 

MPM retained a reasonable amount of FM inside their pores beneath the bulk vapor pressure, 

enabling Li+ transport. On the contrary, the Celgard-based system produced an ionic conductivity 

of less than 0.002 mS cm-1 due to inability of Celgard membranes to confine enough FM molecules 

at such pressure (Figure 4.10d, Table 4.2). 
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Table 4.2 Quantification of ionic conductivity value comparison between MPM and commercial 

Celgard membranes at different pressures at -40℃. 

Pressure MPM Celgard 

Bulk Resistance 

(Ohm) 

Ionic Conductivity 

(mS/cm) 

Bulk Resistance 

(Ohm) 

Ionic Conductivity 

(mS/cm) 

75 psi (Pv) 3173 0.113 5371 0.065 

70 psi 15165 0.0217 192190 0.0015 

65 psi 32908 0.009 1695000 0.0001 

 

 

4.4.3. Cell performance with MPM confined FM electrolyte  

To further verify the application of MPM in a real battery system, the MPM was applied 

to Li//CFx primary cells, considering the excellent shelf life and negligible self-discharge behavior 

of CFx in conventional liquid electrolytes. To ensure gas electrolyte transport, a composite cathode 

was fabricated by introducing 20 wt% of UiO-66 powders to blend CFx with binder and conductive 

agent. The corresponding cells were assembled using CFx composite cathode, Li metal as the 

anode, and the MPM or Celgard 2400 membranes as the separator (Figure 4.11a). The MPM-

based cell produced an expected high capacity (~855 mAh g-1) at room temperature and vapor 

pressure, considerably higher than cells with Celgard 2400 membranes (~810 mAh g-1). At -40 oC 

and vapor pressure, the cells with MPM provided an around 71 % room temperature capacity 

retention (Figure 4.11b), which was slightly higher than that of the Celgard membranes.  

More interesting results were found during cell operation at reduced pressure (below Pv). 

To ensure low-pressure gaseous phase operation, the cell pressure was in-situ monitored and 

maintained a nearly constant pressure of 70 psi during discharging operation (Figure 4.11c). 
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Notably, the cells with MPM can still maintain 57%, 46% and 25% of their room temperature 

capacity (at vapor pressure) at current density of 10, 20, and 40 mA g-1, respectively (Figure 

4.11d), in spite of the low conductivity of CFx cathode and reduced charge-transfer kinetics at low 

temperature. In contrast, the cells with Celgard membrane under the same temperature and 

pressure produced negligible capacity (~ 0.03 mAh g-1) at 10 mA g-1. Moreover, during 

discharging the voltage sharply decreased due to a large internal resistance (Figure 4.12), 

suggesting that the large pores of Celgard membrane were not able to retain gas electrolytes at 

reduced pressure, in agreement with the ionic conductivity measurements.  

 

Figure 4.11  Cell performance of Li//CFx cells. Discharge characteristics of Li//CFx cells based on 

Celgard 2400 or MPM at room temperature (a) and -40 oC (b) under vapor pressure. (c), In-situ 

monitoring the interior pressure of Li//CFx cell at -40 oC during the process of discharge. (d), 

Discharge characteristics of Li//CFx cells based on Celgard 2400 or MPM at -40 oC, 70 psi and 

different discharge current density beneath vapor pressure. 
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Figure 4.12 Nyquist impedance. Nyquist impedance of Li//CFx cells mixed with 20 wt. % UiO-

66 using Celgard and MPM at (a) vapor pressure and (b) 70 psi at -40 oC. 

 

4.5. Conclusion 

In summary, this work shows strong confinement effects of gas molecules in sub-

nanometer pores which leads to significantly increased mass uptake of molecules at pressure lower 

than the vapor pressure of the bulk counterpart. Both computational and experimental results 

showed that the electrolyte system based on liquefied FM molecules via capillary condensation in 

MOFs lowers the equilibrium vapor pressure of FM. The resulted MPM with FM exhibited high 

structural integrity, decent ion conductivity, and high FM retention, which enabled the operation 

of high-energy Li cells at low temperatures and reduced working pressure. The unique properties 

endowed by molecule confinement in nanopores can be extended to design other types of ionic 

conductive structures for different electrochemical systems, thus opening up new opportunities for 

emerging applications without sacrificing ease of manufacturability and operation. 
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CHAPTER 5 : Curvature-Selective Nanocrystal Surface Ligation Using Sterically-Encumbered 

Metal-Coordinating Ligands 

 

Chapter 5 was reprinted (adapted) with permission from Y. Wang*, A.A. Chen*, K.P. Balto*, Y. 

Xie, J.S. Figueroa, T.A. Pascal, and A.R. Tao, “Curvature-Selective Nanocrystal Surface Ligation 

Using Sterically-Encumbered Metal-Coordinating Ligands”, ACS Nano, 16(8), 12747-12754. 

(2022). Copyright 2022 American Chemical Society.  Changes were made for concentrating the 

theoretical backbone. 

 

5.1. Abstract 

Organic ligands are critical in determining the physicochemical properties of inorganic 

nanocrystals. However, precise nanocrystal surface modification is extremely difficult to achieve. 

Most research focuses on finding ligands that fully passivate the nanocrystal surface, with an 

emphasis on the supramolecular structure generated by the ligand shell. Inspired by molecular 

metal-coordination complexes, we devised an approach based on ligand anchoring groups that are 

flanked by encumbering organic substituents and are chemoselective for binding to nanocrystal 

corner, edge, and facet sites.  Through experiment and theory, we affirmed that the surface-ligand 

sterics generated by these organic substituents are significant enough to impede binding to regions 

of low nanocurvature, such as nanocrystal facets, and to promote binding to regions of high 

curvature, such as nanocrystal edges.  
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5.2. Introduction 

Inorganic nanocrystals are bound by crystalline facets that present highly undercoordinated 

surface sites at the corners and edges of the nanocrystal. Chemical modification of these surface 

sites can have a profound effect on the distinctive properties of a nanocrystal, including its 

optoelectronic function,[160] catalytic reactivity,[161] and ability to self-assemble.[162-164] 

Ligands that feature anchoring groups with favorable nanocrystal binding energies typically result 

in indiscriminate binding to all available surface sites, as exemplified by thiolated molecules where 

strong metal-sulfur bonds facilitate the formation of a molecular monolayer.[165] Nanocrystal 

surface ligation is further complicated by the consideration of solvent interactions, which can 

significantly alter both the thermodynamics and dynamics of surface-ligand interactions and, thus, 

interfere with binding site selectivity. As a result, very few strategies are successful in anchoring 

ligands with precision to specific nanocrystal features. [166] 

In contrast, ligand-design strategies – often implemented through synthetic organic 

chemistry – are routinely employed to control the coordination number, geometry and overall 

electronic structure of molecular transition-metal complexes.[167-169] As a general principle, 

ligands featuring encumbering steric profiles can enforce and stabilize low coordination numbers 

for transition metal centers. A particularly effective scaffold used in the synthesis and stabilization 

of reactive, low-coordinate metal centers is the m-terphenyl ligand class,[170-174] in which two 

sterically-encumbering arene groups flank a metal-binding group on a central aryl ring.                 

This specific molecular topology places considerable steric demands in the direction pointing 

toward the metal primary coordination sphere and, as a result, can promote low coordination 

numbers in molecular complexes through ligand-ligand steric interference (Figure 5.1a).    We   
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Figure 5.1 Nanocurvature selectivity enabled by surface-ligand sterics. Schematic of (a) a 

tetrahedral coordination complex formed by m-terphenyl isocyanide ligation to a metal center. (b) 

Computational model of m-terphenyl isocyanide ligands binding to an Au nanocrystal, where 

Au(100) and Au(111) surface facets generate planar, edge, and corner sites. (c) Schematic of m-

terphenyl isocyanide selectivity for high-curvature surface binding sites due to the molecular 

topology of the ligand anchoring group.  

 

reasoned that the m-terphenyl backbone, when attached to the surface of a nanocrystal, could serve 

to differentiate undercoordinated binding sites via surface-ligand steric interference. For surfaces 

with high nanocurvature such as nanocrystal corners and edges, binding should result in low steric 

interference from neighboring surface atoms in the vicinity of ligand anchoring. Surfaces with low 

nanocurvature, such as nanocrystal facets, more closely approximate a planar surface where the 

steric pressure from neighboring surface atoms becomes more significant and potentially great 

enough to inhibit ligand binding. (Figure 5.1b, c)  

We specifically employ encumbering m-terphenyl isocyanide ligands,[172-174] which 

provide a three-atom linker (ie. CNR) between a surface Au binding atom and the central aryl ring 

of the m-terphenyl backbone. This allows the organic substituents of the m-terphenyl isocyanide 

ligands to be synthetically tuned to either maximize or relieve steric pressures across a wide degree 

of nanocurvature. Nanocurvature-selective ligand binding is confirmed through nanocrystal 

extraction experiments and is explained by atomistic modelling, employing quantum mechanical 

(QM) electronic-structure calculations, and molecular dynamics (MD) simulations. We 
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conclusively demonstrate how the steric differentiation of ligand anchoring groups can be 

engineered, providing insights on nanocrystal ligand chemistries for improved nanocrystal 

synthesis and nanomanufacturing. 

 

5.3. Theoretical and Computational Analysis 

5.3.1. Investigation of CNArMes2 on Au  

To pinpoint how the molecular topology of CNArMes2 leads to this curvature selectivity, 

we performed QM calculations employing density functional theory at the PBE/GGA level with 

dispersion corrections. A planar Au surface was modeled as either perfect Au(100) or Au(111) 

slabs, while a curved surface was modeled as an edge site at the intersection of the slabs. The 

binding energy was taken as the lowest energy for the CNArMes2 approach to each surface. We 

found that in vacuum, CNArMes2 exhibited a larger binding energy for edge sites (E = -1.22 eV) 

than for the Au(100) surface (E = -0.17 eV). (Figure 5.2a, b) Closer examination shows that the 

steric profile of the flanking arenes on CNArMes2 allows for a closer approach of the isocyanide 

group at the Au edge sites, with a C-Au distance of 2.0 Å. In contrast, steric interactions between 

these arenes and neighboring Au atoms on the Au(100) slab enforce a longer C-Au bond distance 

of 3.6 Å and thus weaker metal-ligand binding. 

The presence of solvent modulates isocyanide ligand binding to the Au surface, as 

expected, an effect we quantify by means of extensive MD simulations. Here, we modeled a 5-nm 

diameter AuNS as a chamfered cube bound by Au(100) and Au(111) facets with edge lengths of 

1.7 nm (Figure 5.3). Snapshots of the system solvated in CHCl3 and structural analysis by means  
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Figure 5.2 CNArMes2 binding to Au nanocrystals. QM/DFT interaction energy plots of binding to 

(a) a flat Au(001) surface and (b) an Au edge site. The data (solid circles) are connected with a 

dashed line to guide the eye. The most favorable distance and energy are indicated in red. (Inset) 

atomistic model of the lowest energy configuration. (c) Final snapshot from the equilibrium MD 

simulation at 298K in CHCl3. (d) Zoom-in of the Au nanocrystal with bound CNArMes2 and (e) an 

overlay of the last 50 frames of the MD trajectory, illustrating edge-specific binding and diffusion. 

(f) Radial distribution function of CNArMes2 (green) and CHCl3 (blue) taken with the AuNS center 

of mass as the origin. AuNS facets are located at 21-24 Å away and AuNS edges are located at 26-

27 Å away. The peaks for CNArMes2 at 29-30 Å correspond to adsorbed CNArMes2 at edge sites, 

consistent with our DFT results. The peaks for CNArMes2 at <28 Å correspond to diffusive motion 

of CNArMes2 on the AuNS surface, which results in some CNArMes2 mass crossing over to the flat 

surface, as seen in (e). 

 

of radial distribution functions showed that CNArMes2 selectively binds to the edges of the Au 

nanocrystal (Figure 5.2c-f). Our simulations also reveal that while the binding of CNArMes2 to the 

solvated nanocrystal is strong (with no observed CNArMes2 desorption), the molecules selectively 
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diffuse along the edge sites. (Figure 5.2e) Along with accelerated MD simulations (Figure 5.4), 

as detailed in Section 5.3.3.6., these computational results are consistent with a predicted 150-fold 

increased CNArMes2 binding to the edge sites.  

Microscopic insights into the ligand exchange process were also quantified, using 

accelerated MD simulations of CNArMes2 bound to AuNSs in water. These simulations revealed 

that CNArMes2 binding free energies in water are reduced on the edge sites, in sharp contrast to the 

energetics in chloroform. We also calculated an unfavorable free energy of CNArMes2 transfer from 

chloroform to water based on the solvation free energies of the solvated ligand (𝐴𝐶𝑁𝐴𝑟𝑀𝑒𝑠2|𝐶𝐻𝐶𝑙3
: 

-1.01eV and 𝐴𝐶𝑁𝐴𝑟𝑀𝑒𝑠2|𝑤𝑎𝑡𝑒𝑟: -0.37eV). As the results, in a water | chloroform mixture solution, 

CNArMes2 favors transfer from aqueous phase into chloroform phase (Figure 5.5).  Thus, the 

solvent-philic forces between CNArMes2 and chloroform are the major thermodynamic driving 

force for the complete transfer of CNArMes2-bound AuNSs into the chloroform phase and our 

calculations support our hypothesis that it is unlikely that that any CNArMes2-bound AuNSs remain 

in the aqueous phase. 

 

Figure 5.3  Initial AuNS structure used in MD simulations. The diameter is ~5 nm and edge length, 

L, is ~1.7 nm. The distances from the AuNS center of mass to the Au(001) surfaces, the Au(111) 

surfaces, the Au(001/111) edges, the Au(111/111) edges, and the corners of Au(001/111/111) 

facets, are 24.5 Å, 21.5 Å, 26 Å, 26 Å, 27 Å, respectively. 
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Figure 5.4  Free energy of binding of CNArMes2 to (a) Au(001) slab and (b) Au(curved) slab. All 

calculations employed Metadynamics accelerated sampling in CHCl3 at 298K. The distance, Z, 

was computed between the carbon of CNArMes2 C≡N group and the bottom of the Au-slab (Z 

coordinate = 0 Å).   

 

Figure 5.5  (a) Initial snapshot of 64 CNArMes2 molecules randomly distributed in a box containing 

4484 water molecules (red) and 1096 CHCl3 molecules (blue). (b) Final snapshot after equilibrium 

MD simulation at 298K and 1atm, showing CNArMes2 ligands transferring to the organic CHCl3 

phase. 
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5.3.2. Investigation of CNXyl, CNArDipp2, and CNArTripp2 on Au 

We computationally screened two additional m-terphenyl isocyanide ligands that were 

expected to exhibit increased ligand-surface steric pressures: CNArDipp2 (ArDipp2= 2,6-(2,6-(i-

Pr)2C6H3)2C6H3); i-Pr = iso-propyl)[173] and CNArTripp2 (ArTripp2= 2,6-(2,4,6-(i-Pr)3C6H2)2C6H3)). 

[174] The results for CNXyl, for which we experimentally observed uninhibited AuNS binding 

across all AuNS sizes, are also shown for comparison.  The calculated QM interaction energies 

indicate that both CNArDipp2 and CNArTripp2 ligands exhibit weaker Au edge-site binding than 

CNArMes2, with binding energies of -0.89 eV and -0.58 eV, respectively (Figure 5.6a-c). 

CNArDipp2, which lacks a substituent in the para-position of the flanking arene ring, exhibited 

stronger binding to facet sites than CNArMes2, with E = -0.29 eV. The more encumbering and 

functionalized arene groups in CNArDipp2 and CNArTripp2 also increased the oleophilicity of the 

ligands.  

To better correlate these calculated free energies (Table 5.1) with experimental ligand 

exchange and LLE outcomes, as detailed in Section 5.4., we considered four computational 

descriptors for optimizing nanocurvature selectivity binding and solvent extraction of AuNSs 

using various ligand anchoring chemistries (Table 5.2). First is the site-binding ratio (SBR) 

calculated as the difference between the DFT interaction energies at the edge sites and a flat 

surface. This term describes a ligand’s ability to selectively bind to high-curvature surface sites. 

Second is the nanocrystal edge-binding factor (EBF), calculated as the difference between the DFT 

interaction energy, corrected for zero-point energy and differential entropy of binding effects, at 

an edge site and the ligand solvation energy. This term accounts explicitly for solvent entropic 

effects. Third is the solubility factor (SF), calculated as the difference between the solvation free 
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Figure 5.6  Surface-ligand steric pressure by design. Schematics of AuNS binding and QM/DFT 

interaction energy plots of binding for (a) CNXyl, (b) CNArDipp2 and (c) CNArTripp2, which possess 

organic substituents with varying degrees of bulkiness. For interaction energy plots, the data (solid 

circles) are connected with a dashed line to guide the eye. The most favorable distance and energy 

indicated in red, and solvation energies are indicated by the dashed blue line. (d) Spider plot 

showing site-binding ratio (SBR), edge-binding factor (EBF), solubility factor (SF), and solvent 

partition factor (SPF) values for CNArMes2 and the ligands in (a-c). Normalized values range from 

-1 to 1, with the black dashed line indicating a value of 0. (e) Experimental extraction efficiencies 

for CNArDipp2 and CNArTripp2 for AuNS with varying diameters. Error bars for CNArTripp2 are not 

shown because they are smaller than the size of the data point. 



 

 75 

Table 5.1 Solvation free energies difference of various Isocyanide ligands in CHCl3 and water, 

and cohesive free energy (self-solvation energy) from Free Energy Perturbation calculations. 

Ligand Aligand|CHCl3 (eV) Aligand|water  (eV) Acohesive (eV) 

CNXyl -0.24 -0.01 0.06 

CNArDipp2 -0.83 0.04 -0.44 

CNArMes2 -1.01 -0.37 -0.62 

CNArTripp2 -0.90 0.09 -0.52 

 

 

  

Table 5.2 Values of computational descriptors for various isocyanide ligands. 

Ligand SBR EBF SF SPF 

CNXyl 0.22 0.43 -0.02 0.23 

CNArDipp2 0.60 -0.14 0.40 0.87 

CNArMes2 1.00 0.12 0.28 0.52 

CNArTripp2 0.46 -0.52 0.38 1.00 

 

 

energy in chloroform and the partition factor (SPF) calculated as the difference in solvation energy 

of the free ligand in chloroform and cohesive free energy of the corresponding amorphous solid. 

This term is a thermodynamic factor related to the average concentration of the ligands located 

near the nanocrystal. The final descriptor is the solvent water. This last term is related to the 

efficiency of the LLE process. Figure 5.6d plots these parameters for the m-terphenyl isocyanide 

ligands studied here, where we adopted the convention of normalized functions ranging from -1 

(unfavorable) to 1 (favorable), with 0 representing the threshold. 
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For CNArDipp2, we calculated a reduced site-binding ratio of SBR≈0.6 (compared to 1.0 for 

CNArMes2) and an unfavorable EBF of -0.1 (compared to 0.1 for CNArMes2), that would preclude 

binding to smaller AuNSs dominated by edge and corner sites. On the other hand, the higher SPF 

is predicted to increase the affinity of CNArDipp2 for chloroform. LLE experiments using CNArDipp2 

were consistent with our predictions, exhibiting relatively high extraction efficiencies (Figure 

5.6e) that were particularly pronounced for larger AuNSs. In fact, we found that in this larger size 

regime, CNArDipp2 outperformed CNArMes2 in facilitating AuNS LLE. The effects of steric 

encumbrance were even more pronounced with CNArTripp2, where the large, negative edge-binding 

factor (EBF=-0.5) predicted unfavorable binding to nanocrystal surface sites (even regions of high 

curvature). Indeed, we measured extraction efficiencies of <10%, even for the smallest 10 nm 

AuNSs and Raman measurements indicated limited-to-no binding. Across the four isocyanide 

ligands studied in our experiments, tuning the steric profiles of the flanking arenes of the m-

terphenyl group provides only moderate differentiation of ligation via SPF and SF, with all ligands 

providing sufficient solubility for nanocrystal post-processing.   

 

 

5.3.3. Computational Details 

Both Quantum Mechanics (QM) calculations and Molecular Dynamics (MD) simulations 

were used to study the binding thermodynamics and kinetics of the various ligands to the Au 

nanosphere surfaces. QM calculations were performed using the Q-Chem 5.2,[2] and Quantum 

Espresso (QE) [3, 4] electronic structure packages to determine the optimized ligand structure and 

the ligand-gold interaction energies, respectively. The MD simulations were performed with 
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LAMMPS [1] simulation engine. In MD, the Au nanoparticles were described using EAM/Fs 

potential of Ackland et. al. [175]. Ligands were described using either the GAFF [176] or 

OPLS/AA [177] forcefields, except for the critical C≡N bond stretching and the aromatic rings 

torsions, which were determined from QM to reproduce the CNXyl and CNArMes2 intra-molecular 

motion. The CHCl3 solvent was modelled using the Kamath et al. forcefield  [178], while the 

SPC/E potential was used for water [34].   

 

 

5.3.3.1. Parameterization of the ligand C≡N/AuNS Interactions 

Au-ligand(s) interaction was optimized by developing a forcefield based on fitting the 

binding energy curves obtained from QM calculations, detailed in Table 5.3.  The ligand(s) 

structure was first at the 6-31G/MP2 level using DFT using Q-Chem. Various Au slabs were 

constructed from the fcc crystal structures and the binding energy of the rigid ligand in QE was 

calculated with ultrasoft pseudopotentials [179], a kinetic energy cutoff of 30 Ry, and a (5,5,1) K-

point grid. In each case, a ligand was initially placed far from the Au slab and gradually moved 

onto the Au slab. The energy vs distance curve for the various ligand(s)|Au configurations were 

obtained.  The associated binding energy curve was further fitted to Lennard-Jones 12-6 / Morse 

potentials in determining the ligand(s) atoms | Au atoms interaction parameters, using a nonlinear 

regression approach.   
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Table 5.3 The CNXyl, CNArDipp2, CNArTripp2, and CNArMes2 - gold interaction energies via QM 

calculations. 

 

CNXyl  

CNXyl on Au(001) CNXyl on Au-edge site 

  

 

C-Au Distance (Å) QM (eV) 

0.9675 5.83818 

1.2175 1.48167 

1.4675 -0.24781 

1.7175 -0.63530 

1.9675 -0.53263 

2.2175 -0.34628 

2.4675 -0.21614 

2.7175 -0.14591 

2.9675 -0.10773 

  

  
 

 

C-Au Distance (Å) QM (eV) 

1.3726 8.55542 

1.6226 1.01988 

1.8726 -0.77072 

2.1226 -0.85800 

2.3726 -0.61226 

2.6226 -0.40139 
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Table 5.3 The CNXyl, CNArDipp2, CNArTripp2, and CNArMes2 - gold interaction energies via QM 

calculations. (Continued) 

CNArDipp2  

CNArDipp2 on Au(001) CNArDipp2 on Au-edge site 

 

 

 

 

C-Au Distance (Å) QM (eV) 

1.4675 1.64788 

1.7175 0.26573 

1.9675 -0.16599 

2.2175 -0.26878 

2.4675 -0.28790 

2.7175 -0.27858 

2.9675 -0.25340 

3.2175 -0.21845 

3.4675 -0.18370 

3.7175 -0.15629 

3.9675 -0.13564 

4.2175 -0.11965 

4.4675 -0.10310 

4.7175 -0.08488 

4.9675 -0.06193 
 

C-Au Distance (Å) QM (eV) 

1.372601 -0.43597 

1.622601 -0.89239 

1.872601 -0.82114 

2.122601 -0.61563 

2.372601 -0.44592 

2.872601 -0.26696 
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Table 5.3 The CNXyl, CNArDipp2, CNArTripp2, and CNArMes2 - gold interaction energies via QM 

calculations. (Continued) 

CNArTripp2 

CNArTripp2 on Au(001) CNArTripp2 on Au-edge site 

 

 

 

 

C-Au Distance (Å) QM (eV) 

2.9675 5.04476 

3.2175 2.31487 

3.4675 1.0565 

3.7175 0.42969 

3.9675 0.11674 

4.2175 -0.03641 

4.4675 -0.10215 

4.7175 -0.11909 

4.9675 -0.11157 

5.2175 -0.0942 

5.4675 -0.07795 

5.7175 -0.06892 

5.9675 -0.06608 

6.2175 -0.06437 

6.4675 -0.06028 
 

C-Au Distance (Å) QM (eV) 

1.122601 2.84628 

1.372601 0.49711 

1.622601 -0.39581 

1.872601 -0.58182 

2.122601 -0.52317 

2.372601 -0.43464 

2.622601 -0.36343 

2.872601 -0.30916 
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Table 5.3 The CNXyl, CNArDipp2, CNArTripp2, and CNArMes2 - gold interaction energies via QM 

calculations. (Continued) 

CNArMes2 

CNArMes2 on Au(001) CNArMes2 on Au-edge site 

 

 

 

 

 

C-Au Distance (Å) QM (eV) 

2.2175 0.64502 

2.4675 0.20792 

2.7175 -0.01283 

2.9675 -0.11798 

3.2175 -0.15908 

3.2675 -0.16807 

3.3675 -0.16624 

3.4675 -0.16727 

3.5675 -0.16899 

3.6675 -0.16151 

3.7175 -0.15908 

3.9675 -0.14169 

4.4675 -0.10072 
 

 

C-Au Distance (Å) QM (eV) 

1.6226 0.59733 

1.8726 -1.11521 

1.9226 -1.19700 

2.0226 -1.21695 

2.1226 -1.14940 

2.2226 -1.04553 

2.3226 -0.92301 

2.3726 -0.85965 

2.6226 -0.62050 

2.8726 -0.47079 

3.8726 -0.24495 

4.8726 -0.19437 
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5.3.3.2. Description of Systems in MD Simulations 

A Chamfered cube AuNS with 4033 atoms was constructed containing equal edge lengths 

of 12 hexagons and 6 squares faces. (Figure 5.3) The system was solvated by inserting the AuNS 

into a 100 x100 x 100 Å3 box of CHCl3 molecules and removing the solvent molecules within 2 Å 

of the AuNS.  Afterwards, ligands were then distributed randomly in the simulation box and 

overlapping solvent molecules were removed as necessary.  The vacuum systems (Figure 5.1b 

and Figure 5.7), which were conducted to demonstrate the selective adsorption, did not contain 

CHCl3 solvent and the simulation box was set as 100x100x100 Å3. The composition of the various 

systems is detailed in Table 5.4. 

 

Figure 5.7  Final snapshot from equilibrium MD simulations in vacuum at 298K of (left to right) 

CNXyl, CNArDipp2, CNArTripp2 on a 5nm AuNS. 

 

Table 5.4 Composition of simulation cells used in various MD simulations. The associated figures 

are indicated. 

System Ligand(s) # of Ligands # of AuNSs # CHCl3 

CNArMes2 on AuNS (Figure 5.1b) CNArMes2 8 1 0 (Vacuum) 

CNArMes2-AuNS in CHCl3 (Figure 5.2) CNArMes2 106 1 7337 

Isocyanides on AuNS (Figure 5.7) 

CNXyl, 

CNArDipp2, 

CNArTripp2 

8 1 0 (Vacuum) 
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5.3.3.3. Equilibrium MD Simulations and Vibrational Spectral Analysis 

The van der Waals and real space coulomb cutoffs in the MD simulations were 10Å. A 

cubic spline was applied to the van der Waals to ensure smooth convergence and vanishing 

energies and forces at the cutoff (inner cutoff distance of 9Å). The reciprocal space coulomb 

interactions were computed with a particle-particle-particle-mesh solver, with an error tolerance 

of 10-6 [180]. Each MD simulation was initiated with 500 conjugated gradient steps, followed by 

gradual heating to 298K using 0.5 ns (500,000 steps with an integration timestep of 1 fs) dynamics 

in the canonical ensemble (NVT – constant number of particles N, volume V and temperature T) 

at 298K. A Nose-Hoover thermostat was used with a temperature relaxation window of 100 fs. 

Afterwards, the system was equilibrated at the correct density by performing dynamics in the iso-

baric isothermal (NPT: constant N, pressure P and temperature T) ensemble. The Shinoda et al. 

[152] equations of motion, which incorporates the Martyna et al[153] hydrostatic equations and 

the strain energy formulism of Parrinello and Rahman [154] were adopted. The time-reversible 

measure-preserving Verlet integrators derived by Tuckerman et al. [155] was applied for the time 

integration. After density equilibration, the system was simulated in the NVT ensemble for at least 

5ns of NVT dynamics. Starting with snapshots of each system every 1 ns, additional 40 ps NVT 

simulation were run, and the velocities and coordinates were saved every 4 fs (10,000 frames in 

the corresponding trajectory). The vibrational density of states function was calculated, based on 

Fourier transform of the velocity autocorrelation functions, to analyze the ligand C≡N spectra 

(Figure 5.8) [109, 181], which performed the same trend (blueshift) as the experimental SERS 

and FTIR spectrums (Table 5.5).    
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Figure 5.8  Simulated C≡N vibrational spectrum of CNArMes2 as a free molecule in CHCl3 (green) 

and as a bound-molecule to the AuNSs surface (blue). A blueshift of ~ 30 cm-1 is observed upon 

binding, in good agreement with both experimental FTIR and surface-enhanced Raman 

spectroscopic (SERS) data. 

 

 

Table 5.5 Simulated and experimental isocyanide stretching frequencies, ν(CN), of Au-bound 

and free CNArMes2. 

Simulated ν(CN) in CHCl3 Experimental ν(CN) 

Free CNArMes2 Adsorbed CNArMes2 Free CNArMes2 Adsorbed CNArMes2 

2149 cm-1 2170-2185 cm-1 2119 cm-1 (FTIR) 2166.5 cm-1 (SERS) 
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5.3.3.4. Radial Distribution Function Analysis 

The radial distribution function, g(r), was used to calculate the ligand densities at various 

distance from the AuNS center of mass. The g(r) can be expressed as:  

( )
( )

( )
ij

ij

d N r
g r

dV r
=  ,        (5.1) 

where dV(r) is the volume of the shell being considered d<Nij(r)> is the average number of either 

atom in dV(r) within a distance dr of the other atom and rij is the atomic bulk density factor. In this 

analysis, the AuNS and each ligand molecule were taken as individual super atoms defined by the 

respective centers of mass and the closest contact point for each ligand is defined by the radius of 

the AuNS, ~ 25 Å.  

 

5.3.3.5. Ligand Solvation Free Energy Calculations 

Free Energy Perturbation (FEP), based on the advancements of Zwanzig [182], is a 

statistical approach to compute the free energy difference between two states: 

𝛥𝐴 (𝑓𝑟𝑜𝑚 𝑠𝑡𝑎𝑡𝑒1 𝑡𝑜 𝑠𝑡𝑎𝑡𝑒2)  = 𝐴(𝑠𝑡𝑎𝑡𝑒2) − 𝐴(𝑠𝑡𝑎𝑡𝑒1)  

                                                         = ( ) ( )2 1
ln expB

B

U state U state
k T

k T

− 
− − 

 

 ,  (5.2) 

where A denotes free energy, 𝑘𝐵is the Boltzmann constant, and U is energy.  

The solvation energies of the various isocyanide ligands were calculated as the sum of 

multi-stages free energy changes. Here, a coupling parameter λ (0 ≤ λ ≤ 1) is introduced to 
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gradually change the ligand – solvent interaction energy, such that the free energy [183] is obtained 

as:   

1

1 1
1 1
0

0 0
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
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+

− −
+

= =

− 
 =  = − − 

 
  ,   (5.3) 

In this study, λ = 0.01 was used and the interaction energies were modified in 100 stages 

(windows) over 100 ps NPT per window. These results are presented in Table 5.1.   

 

 

5.3.3.6. Free Energy of Isocyanide Binding to Solvated AuNSs 

Using accelerated MD simulations, the free energy kinetics of isocyanide ligand binding 

to AuNS was computed. Metadynamics [184] was employed to enhance the sampling and explore 

regions of the potential energy surfaces characterized by deep local minima. Two types of systems 

were considered: 1) a Au (100) slab, representative of the larger NPs with large radius of curvatures 

and 2) an edge site comprising a Au(110) motif on the Au (100) slab, representative of smaller 

NPs with small radius of curvatures (Figure 5.4). Each system was first solvated and equilibrated 

according to the procedure above. Afterwards, Metadynamics simulations, where the carbon of the 

isocyanide group (C≡NR) to the Au surface was chosen as the collective variable (colvar), were 

performed. Each simulation was biased by depositing Gaussian functions every 0.2 ps with a 

height of 0.02 kcal/mol and a width of 1.25 Å. The system was evolved for a minimum of 200 ns. 

Convergence was checked by monitoring colvar distance until it showed ballistic behavior. 

 



 

 87 

5.3.3.7. Computation of Normalized Descriptors 

To straightforwardly compare the binding and solvation energies, DFT interaction energies 

were corrected for zero-point energy (ZPE) and entropy of binding (TΔS) effects: 

DFT bind DFT bindG E ZPE T S− − =  +  +   ,     (5.4) 

where the ΔZPE is obtained from vibrational frequency calculations of the isolated and bound 

isocyanides, and TΔS is taken as difference between the free (ideal gas) and bound isocyanides. 

Generally, it was found that these corrections account for ~ +0.2 eV for the various structures. 

For the various descriptors (X), relative energies (ΔY) were calculated and divided by the 

norm of the largest value if it exceeds 1: 

max

Y
X

Y


=


 ,        (5.5) 

The various descriptors thus range from -1 (unfavorable) – +1 (favorable), with a 

favorable/unfavorable threshold taken as 0:  

3

3

2 3

flat edge

DFT bind DFT bind

edge CHCl

DFT bind solvation

CHCl

cohesive solvation

H O CHCl

solvation solvation

SBR G G

EBF G G

SF G G

SPF G G

− −

−

=  −

=  −

=  −

=  −

,      (5.6) 

where SBR is site binding ratio, EBF is edge-binding factor, SF is solubility factor and SPF is 

solvent partition factor. 
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5.4. Experimental Analysis 

In addition to the theoretical concepts, experimental investigations were conducted to 

confirm the hypothesis on the ligand selectivity characteristics over nanocurvatures, where the 

experiments were completed by our collaborated groups of Prof. Andrea Tao and Prof. Joshua 

Figueroa.  Details were mentioned in our published paper on the year of 2022 [185].  Here, an 

overview of the experimental analysis was provided.    

 

5.4.1. Investigation of selective binding by m-terphenyl-based anchoring groups  

Ligand exchange reactions using pseudospherical Au nanocrystals (AuNSs) and the m-

terphenyl isocyanide ligand CNArMes2 (ArMes2 = 2,6-(2,4,6-Me3C6H2)2C6H3)[172, 174] indicate 

that ligand binding is selective for nanocurvature and is consistent with ligand-surface steric 

interference as the dominant mechanism for selectivity. We first carried out ligand exchange of 10 

nm citrate-stabilized AuNSs using the CNArMes2 ligand to facilitate nanocrystal transfer from an 

aqueous phase to chloroform. Importantly, unencumbered alkyl and aryl isocyanides have been 

well established to bind to Au surfaces and nanoparticles,[186-192] and can exhibit surface 

binding energies competitive with thiols.[189, 192] Successful CNArMes2 complexation to the 

AuNSs was accompanied by a corresponding color change of the aqueous phase (raffinate) from 

red to colorless. Upon transfer into chloroform, the CNArMes2-bound AuNSs aggregated to form a 

grey precipitate that was readily extracted via solvent evaporation or centrifugation. Binding of 

CNArMes2 could be characterized by surface-enhanced Raman spectroscopy (SERS) (Figure 5.9a), 

showing complete displacement of citrate by CNArMes2 and a sharp peak at 2166 cm-1 

corresponding to the n(CN) stretching vibrations of Au-bound isocyanide.[172, 173, 186, 187, 

190, 193, 194] Complete transfer of the AuNSs into chloroform was confirmed by extinction 
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measurements (Figure 5.9b) of the raffinate, where the optical density (OD) goes to near-zero 

after ligand exchange.  

The metal-proximal steric properties of CNArMes2 are expected to result in less favorable 

binding energies for larger AuNSs, for which surface curvature is lower and steric interactions 

begin to dominate surface-ligand interactions. Because AuNSs possess pseudospherical 

morphologies with irregular faceting, the surface selectivity of CNArMes2 is expected to depend 

not only on AuNS size, but the relative number of edge and corner sites to facet sites available for  

 

Figure 5.9  Experimental investigation on nanocurvature selectivity by surface-ligand sterics. (a) 

Surface-enhanced Raman spectra for the AuNSs before and after ligand exchange with CNArMes2 

indicating complete displacement of citrate. (b) UV-Vis extinction spectra of the aqueous raffinate 

before and after ligand exchange showing near complete transfer of the AuNSs into the solvent 

phase. (c, d) Photo showing the ligand exchange and solvent transfer of AuNSs of varying 

diameters, where the top phase is the aqueous raffinate and the bottom phase is chloroform. (e) 

Plot comparing the extraction efficiencies for CNArMes2 and for the unencumbered CNXyl ligand. 

(f) Plot of the equilibrium distribution coefficient for extraction of the AuNSs into chloroform by 

CNArMes2 binding. 
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ligand adsorption, with larger AuNSs possessing a lower ratio for edge and corner sites than 

smaller AuNSs.  To confirm this, we measured the phase transfer efficiencies for AuNSs with 

varying diameters, which is dictated by the ligand exchange equilibrium between citrate and 

CNArMes2 at the water/chloroform interface. (Figure 5.9c-e) The equilibrium distribution 

coefficient exhibits an asymptotic decay with AuNS diameter consistent with inhibition of 

isocyanide binding to low-curvature Au surface sites. (Figure 5.9f) In contrast, phase transfer 

using 2,6-dimethylphenyl isocyanide (CNXyl; Xyl = 2,6-Me2C6H3), which possesses an 

unencumbered isocyanide head group, exhibits a high exchange efficiency for all AuNS sizes, 

consistent with indiscriminate Au surface binding. 

 

5.4.2. Investigation of liquid-liquid extraction (LLE) 

Classical LLE is often used to separate molecular transition-metal complexes based on 

their relative solubilities, and involves transfer/partitioning of the desired isolate from liquid 

phases of differing polarity.[195] In our LLE method, AuNSs serve as the isolate and are 

partitioned between immiscible aqueous and chloroform phases using CNArMes2 to facilitate 

selective solvent transfer based on nanocrystal size.  

For size-focusing, we used a starting feedstock of citrate-capped AuNSs with an average 

particle diameter of 56 ± 6 nm, as obtained by the TEM image analysis (Figure 5.10a). After LLE, 

the extracted AuNSs show a significant reduction in the average diameter and distribution at 54 ± 

2 nm. In addition, no AuNSs larger than 64 nm are observed in the chloroform extract, 

demonstrating the ability to selectively retain larger AuNSs in the aqueous raffinate (Figure 

5.10b).  For size-separation, we used an aqueous feedstock containing a mixture of two AuNS 
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populations with different average sizes. For a 10/80 nm feedstock, TEM analysis showed that 10 

nm particles were the predominant population in the chloroform extract, while 80 nm AuNSs were 

the exclusive population of the corresponding raffinate (Figure 5.10c). OD measurements indicate 

that 96% of the 80 nm AuNSs remain in the raffinate, which we take as the overall separation 

efficiency for the 10/80 nm feedstock. We measured the separation efficiency of three additional 

binary feedstocks (20/80, 10/50, and 20/50 nm), with our results indicating a separation resolution 

of ~40 nm for our LLE method (Figure 5.10d).  

 

 

 

Figure 5.10  Size-selective LLE of AuNS dispersions. (a) TEM images of a AuNS dispersion 

before and after size-focusing. The final AuNS population is extracted from the chloroform phase. 

(b) Size distributions for an AuNS dispersion before (citrate-bound) and after (CNArMes2-bound) 

size-focusing. Tick labels denote a bin size of 4 nm. (c) TEM images of AuNSs in the raffinate 

and extract after LLE was carried out on a binary feedstock of 10 nm and 80 nm citrate-coated 

AuNSs. (d) Plot of separation efficiencies for LLE experiments carried out with the following 

binary feedstocks: 10/80, 20/80, 10/50, and 20/50 nm AuNS mixtures. Scale bars = 100 nm. 
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5.5. Conclusions 

Combined, our experimental and computational results demonstrate that the steric profile 

of m-terphenyl isocyanides can enable nanocurvature-dependent binding on Au nanocrystal 

surfaces. We demonstrate that it is the molecular topology of the ligand anchoring group — rather 

than the ligand coronas — that is responsible for selective isocyanide ligation to edge and corner 

sites.  Articulation of the ligand design principles developed in this work can now be expanded to 

a vast library of ligands that have already been studied for molecular metal coordination 

complexes. Importantly, we also find that for colloidal nanocrystals, solvent plays a critical role in 

not only dictating whether this steric differentiation occurs during the ligand exchange process, 

but also in determining the dynamics of ligand diffusion, molecular desorption, and solvent 

extraction after ligand exchange has occurred. Molecular topology of nanocrystal ligands must be 

co-designed for surface site selectivity and solubility. That solvent is capable of fine-tuning ligand-

surface interactions perhaps explains why precise nanocrystal surface modification is so difficult 

to achieve in practice, given that it is only recently that computational approaches have been 

accurate and efficient enough to obtain microscopic insights into binding, thereby predicting the 

outcomes of these many-body, complex systems. 
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CHAPTER 6 : Conclusion 

 

 This research centers on investigating molecular behaviors via computational approaches 

with the thermodynamics backbone to resolve challenges encountered in the environment and 

industry.  Research started from exploring the properties of Carbon Dioxide (CO2), a dominant 

heat trapping gas in atmosphere, using both Quantum Mechanics (QM) and Molecular Dynamics 

(MD) simulations. With Two-Phase Thermodynamic (2PT) theory, we demonstrated our CO2-Fq 

forcefield, which was developed based on QM data, was able to perform great agreement with 

experiments.   Afterwards, with the ideas to directly reduce the greenhouse gases amount from 

daily human life, we put efforts on the battery development.  As the results, we showed that 

fluoromethane (FM), also a type of heat trapping gases, enabled a cell to be operated at low-

temperature condition inside Metal-Organic frameworks (MOFs).   In addition, the widespread 

uses of nanoparticle technology caught our attention.  For better understanding in nanoparticles-

based design, efforts were done for developing an easy control approach toward nanoparticle 

assembly, which could be achieved by designing a type of curvature-selective adsorption ligands. 

 Consequently, we introduced general procedures on developing a reliable forcefield, on 

investigating the characteristics of confined molecules inside MOFs, and on analyzing the selective 

adsorption by controlling the steric effect of ligands.  Future work can be relevant to the forcefield 

development using the fluctuating atom charge assumption in multi-component systems, the 

analysis of MOF’s flexibility effect in adsorption capacity computations, and the investigation of 

nanoparticle assembly in a large-scale system, etc.   
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