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A GENERALIZATION OF STIMULUS SAMPLING THEORY

by

*
Richard C. Atkinson—/

The phrase "Stimulus Sampling Theory" 1s used to describe
various formulations of the basic theory first set forﬁh by Estes [1950]
and Estes and Burke [1953]. In this paper we shall restrict our
attention to a particular set of axioms for Stimulué Sampling Theory;
namely, the axioms given by Suppes and Atkinson [1960; Chapter 1]. The
exact way in which these axioms deviate from the briginal Estes version
is discussed by Suppes and Atkinson and_will not be re-examined here;
however, it should be emphasized that there is no deviation in basic ldeas.

The purpose of this paper is to introduce what we consider to
be a natural generalization of the axioms. The change leads to a set
of axioms which, for special cases, is equivalent to the axioms in .
Suppes and Atkinson. The reason for introducing this modification is
to provide a context in which such experimentel varisbles as reward
magnitude and motivation can be viewed as determiners of behavior.
Further, some experimental results on multiple response problems have a
natural interpretation in terms of the ideas presented in this paper.

We begin by stating the axioms for the two-response case
since it is the simplest; the generalization to multiple responses will

be examined later. As customary, thexesponsesare denoted Al and AE’

and three reinforcing events EO’ El and E2 are specified.

*
X/ " On leave of absence from University of California, Los Angeles.
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The first group of axloms deals with the conditioning of stimuli, the

. second group with the sampling of stimuli, and the third with responses.

Conditioning Axioms

Cl. Associated with each stimulus element i 1is a positive integer si,

ce. g& the start of trial n stimulus element 1 is _131__ conditioning

state Kj,n where jJ =0, 1, 2, 200 , Si°

C3. If stimulus element 1 1is sampled on trial =n and is in

s —

conditioning state Kj 0’ then with probability 1 - 8 the reinforcing
: . 5 .

event is not effective and no change occurs in the conditioning state.

When the reinforcing event is-effective (i_.._e_., with probability 8) the_n

the conditioning state

(a} changes to Kj+l if E, occurs (however, if in X

- Si’n
then no change occurs),
) : (b) changes to K, if E, occurs (however, if in Ko,n

then no change occurs),

(c) remains unchanged if EO OCCUrS.

Ch. Stimulus el_emen‘ts W_hich are not sampled on a trial do not change

their conditioning state on that irial.

C5. The probability 6 is independent of the trial number and the

pre_ceding pattern of events.
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Sampling Axioms

S1. Exactly one stimuius element is sampled on each trial.

52. Given the set of elements available for sampling on a trial,

the probability ggvsampling & particular element is independent of the

trial number and the preceding pattern of events.

Response Axiom

Rl. If stimulus element 1 1is in conditioning state Kj n and

E

the element ;g_sampled, then the probability of an Al response 1is j/sio

These axioms are formally identical to those given by Suppes
and Atkinson [1960] when s, =1 for all elements. For this case methods
of estimating the mumber of elements (N) and the conditioning parameter 6
have been worked out and many applications to empirical data are available.

When 8, > 1 for some elements, then interesting and rather
surprising predictions occur. We now proceed to examine this cagse. In
much of the discussion we shall restrict ourselves to the one-element
model (¥ = 1). There are no mathematical problems in extending the
analysis to the multi-element case but notation becomes extremely

complex. Further, a consideration of the one-element case is adequate

for 1llustrating the baslc ideas.,




T

Noncontingent reinforcement. We begin with the simple non-

contingent situation where Eo‘s are not permitted and the probabliity
of events E and E2 are constant over trials; i.e., P(E Y= > L .

1 1,n

We may prove from our axioms that the sequence of random variables which
take the conditioning states as values is a Markov chaino This means,
among other things, that a transition matrix P = [pij] may be
constructed where Py = P(Kj,n+llgﬁ,n)° The learning process is
cdmpletely characterized by these transition probabilities and the
initial probability distribution on the conditioning states,

By Axiom C3, it is ocbvious that

PS,S =1_9+9:I'f
Ps a1 = 6(1 - n)
Pyse1 = O
(1) p; g =1-0 1 #£0, s
Py g1 =8 - w)
pO,l = Ox
Po,0 = 1-~8+ 6(1L - )

Wext define p§?) as the probability of being in state J on trial ndi,
given that on trial 1 we were in state 1. Moreover, 1f the appropriate

limit exists and is independent of i, we set
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(n)

(2) u, = lim. pij
n—ow

The Markov chain defined by (1) is irreducible and aperiodic; for such

a finite-state chain it .is well known that the limiting quantities uj

exist. For our particular case

4 g5~ 5-J+1
= for a#1
g+l
1 -a
.u. _ <
(3) J
1
T T for g =1
\
1l -x
where‘ a = -

By the Response Axiom Rl we have that the asymptotic probability

of an Al response in the noncontingent situation is

1im P(Al, n) =

i
o
e
'_l
o
It
@
c
L

n-—row J=O
5
()-I-) _ - S(l.—a) - a(l;il) for o # ]2._
s(l_—a) (l-—-‘a. )
1 1
=3 for T = 5

For = = % the prediction of P(Al) is %— for all values

of s. However for = % %- the asymptotic prediction depends on s.




Figure 1. P(Al) as a function of .
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Figure 1 presents P(Al) as a function of = ; the parameter on each
curve is the value of s. For & equal to 1 we have P(Al) =1 ;
however as s increases, the prediction for P(Al) becomes increasingly
greater than x. In fact by inspection of (4) it is obvious that

lim P(Al) =1 for = > %-nf/
5 = e

Suppes and Atkinson [1960, Chapter 10] report data for a nonw-
contingent experiment where % = .6. The independent variable was ths
amount of money won or lost on each trial when the subject was correct
).

For subjects in Group Z, nc money was won or lost; for Group F five cents

(Al,n E) g OF A2,n E2,n) or incorrect (AE}n B, OF Al,n By n
was won when the subject was correct and the same amount lost when
incorrect; for Group T ten cents was won or lost. The obtained
proportions of Al responses at asymptote (trials 141-240) were .593
(Group Z), .6ih (Group F) and .690 (Group T). If we were to estimate s
for the one-element model from this data alene we would find that s

is approximately 1.0 for Group Z, 2.3 for Group F, and 3.3 for Group T.

~/ Comparable results can be cbiained for other reinforcement schedules.

For example, consider a contingent situation where Eo’s are not

permitted and let P(El,n|Al,n) = x, and P(El,n,Azjn) = n,. For
. T, 1
this case if ——————> = then P(A.) approaches 1 as g

1=~ Ty + Ty 2 1

1
becomes large. For example, if T o= %— and w, = 3, then P(Al)

is .67, «TL, 75 795 «c- for s =1, 2, 3, b, oo
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For this experiment the estimated value of s increased as
a function of the monetary payoff. In terms of the elementary process
the amount of change in response probabllity on a given trilal is
dependent on the monetary paycff. For example, in the one-element
model if P(Al,n) =0, an E
) =

*
ment is a function of the payoff.—/ Of course, these ideas apply

1 occurs, and conditicning is effective

then P(A Thus, the isolated effect of a single reinforce-

1y,n+l

W

directly to experimental situations where different amounts of money
¢an be won or lost from trial to trisl; more detailed notions con-
cerning the relations of 8 and s +t0 monetary value will depend on
this type of investigation,

These results on the one-element model can be extended to the
multi-element case and thereby permit P(Al) to take any value in
the interval [x, 1). It should be noted that for N > 1 and any set
of values for s, (i =1, +.. , N) we have a chain of infinite order
in the sequence of response random variables; the same statement holés
for N=1 and & > 1. However, for the special case where N =35 = 1,
the sequence of response random variables is a first-order Markev chain

(see Suppes and Atkinson [1960] for & discussion of this point).

*
—/ An inspection of the entire set of data suggests that both 0
and s I1ncrease as a funetion of monetary payoffs.
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We shall not examine the multi-element problem but instead
turn to some sequential results for the one-element noncontingent model.
We present only a few to illustrate the method of procf and have
selected those quantities which are useful in making pseudomaximum-
likelihood estimates of & and s. The reader is referred to Buppes
and Atkinson [1960, Chapter 2] for a discussion of appropriate estimation
procedures.

Consider first P(Al,n+llEl,n Al,n)' By elementary probability

considerations and Axiom BRI we have that

P E
(Al, nl P10 A

)

P(A K
g ( 1,n+l  j,nt+l El,n Al,n Ki,n)
2

=SSP P P P
§:§: (Al,n+l Kj,n+l) (Kj,n+l'El,nAl,nKi,n) P(El,n) (Al,ani,n) (Kﬁjn)
2

However, by Axiom C3 we have that

P(A A )

1,n+1 El,n 1,0

s5-1
. 1+1 ., 1 i
z_=0 [ = 8+ 3 (1 - 8) } 3 P(Ki’n) + @ P(Ksjn)

O s5-1 1 s-1 12
— i P
5 £ (Ki,n) o §:: 2 P(Kﬁ n) +TL'(KS n)
1 =O_ ‘ =0 g > >

s
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Note, however, that  lim P(Ki 1,l) =u; and by (3) we have
2

n-—ow
. B
E = = - - +
Hm P(Al,n+l 1L,n Al,n) s [P(Al) us] * K[VE us] Ty
n - @ .
=e—“[P(A)-u]+nv
s 1 5 2
S 5_2
where V2 = E_O (;) u, and can be easily calculated. Thus
iim P(A |E. A )=7j—l {Q[P(A)-u]+v}

Other asymptotic predictions useful for estimating parameters may be

obtained by similar arguments and are given below:

. . 1 0
Lim P(Al,n+l|E2,n AE,n) " P(A) (BPla)) - T, + o [y - B(A)1]

n—ow

. 2 .8
Tll-l-)moo P(A ’n+llE25n Al: Il) B W T8
1im P(A B A ) = (2pa) + pa) - v.)
L T na Bn fe ) TEEY STV 1 o
\ 8
1i P(A E = P{A + = {1l -
0 A?m ( l,n+l| l,n) ( l) 5] ( us)'
. 5]
1 P{A E = P(A - = |1 =
n i?m ( l,n+l, 2,n) ( 1) 8 F uO]
1 8(1 -~ 2n) u b
lim P(A A = V. - P(A -
n - ( l,n+l| 1,n) PfAls 2 ( 1) s 5
- 7 uOG(l-ﬂ) o(1-2%)
nl:mm P(Al,n+l,A2,n) " F(A) P(A)) -Vt —— - 5 B(ay)




- 11 -

Mean learning curves, Expressions for mean learning curves

generally can be obtained but the computations are often quite tedious.
Consequently we shall not examine this topic in detail except to present

results for the cne-element noncontingent model when = =1 and

*
l for i=0, 1, c.-,S.—/

P(Kﬁ,l) Te+ 1

‘For s = 1, the transition matrix P = {Pij] is

1 0
1 1 0
C a 1.-8
and P° is
1 0
1 1 O

o 1-(1-8)" (1-&)"

Further, define u§n) as the probability of being in conditioning
state j at the start of trial n (given a uniform distribution on

trial 1). Then

u(n) = u£;) + uél) [L-(1L-08

n-1
. )

¥*
*/ Gordon Bower has derived many results for the case where s = 2

and P(Kl ) =1 and is applying the model to paired-assoclate

1
2
learning data (see forthcoming technical report).
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But by Axiom R1

C % )

P(Al,n) =%

Next consider the case where there are three conditioning states; i.e.,

where 8 = 2, The transition;matrix is

2 1 0
2 1 0 o
1 ;] 1-6 0
0 0 ] 1-9
and P]"l is
2 1 0
2 1 0 . 0
1 1-(1-8)" (1-8)" 0
0 1-(1-8)% no(1-9)™t ne(1-6)2 (1-0)"
Then
ué”) = uél) + uil)[l»(l—e)n—l] + uél)[l—(lue)n_l - {(n-1) e(lﬂe)n“g]

w{ = wM g™ oM ) e(roe)™?
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And by Axiom RL

P, ) = uén) + %-u£n) =1 - %-(1-9)“'l - %-(n—l) é(l_-'e)n“2

l,n)

1 1 _ 1 _
for n> 3. P(Al,z) =5+ 3 8 and of course P(Al,l) =3 For s = 3,
the transition matrix is
3 2 1 0
3 1 e 0 G
2 5 1-6 0 0
1 0 8 1-8 0]
] Q 0 ] 1-8
and P° is
3 2 1 0
3 1 0 0 : G
2 1-(1-8)" (1-8)" 0 0
‘ n n-1 n-1 R
1|1-(1-8) -~ na(1-8) nd(1~8) (1-8) 0
0| 1-(1-0)- ne(1-6)"™t 0 F@-0)"F  ne@-e)"t  (1-9)"

- () Fz-e)™
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Then

e I R CE VI B

+ uél)[l-(l-e)n’"l~ (n-1) 6(1-8)"" - (n;') 62 (1-8)""3]
ufV= M 0" 4w (a1) 0(1-0)27 + o (5H) Pl1-0)™
uin)z u](_l) (1-8)"7T 4 uél) (n-1) 8(1-0)""

And by Axiom R1

P(A

R ua(xn) L2 1 (n)

u

3 2 31

1 n-=1 1 n-2 1l /-1 2 ne3
1-3 (1-8) - T (n-1) 9(1-6) - = (5 ) 87 (1-8)

'_J

P(A S 6 , and

1
for n>kh. PA )} =3 Em)m2

1l,n’° ~ 27

]

-2 .1 L
P(A3,n) =SS+ 58 455 (1-8) (1+8). We shall not pursue the general

case, although it is obvicus that

n-1 n~-2 n-1 s~1 N8
P(Al’n) =1 - cl(l—e) - cg(n—l)_ g(1-8)"""- - ¢, S_l) 8" (1.-6)

where 0 < cj <

-

Thus, the value of & affects not only the rate of learning but
also the form of the learning curve. With s =1 we have the standard
exponential growth function, but as s becomes large the form of the curve

becomes [-shaped.
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Multiple Responses. We now examine the case where there are

r responses (A, ..., Ar) and r+l reinforcing events (B ,E., ... , E_ ).

1’ 0’71’ r
For the multiple response case it is necessary to restate axioms C2, C3

and Rl more generally.

czt. At the start of trial n stimulus element 1 is in conditioning

< > =0 5 and,

state kl,n k2,n kr;n where kj,n PR s By BOC
G soo = o
1{J_,n + k2,n + kr,n 53

C3'. If stimulus element i is sampled on trial n and i_g,_';i_g conditioning

state <kl eeo Kr n>, then with probability 1-6 +the reinforcing event
2

sl

is not effective and no change cccurs in the conditioning state. When

the reinforcing event is effective (i.e. with probability 9)

; = +
(a) if E,a,n (£ # 0) occurs, then kﬂ,,n+l Ky 1 and

one and only one of the other k's takes g decrement of 1.

The probability {(for Jj # £) that kj}n+l = kjjn -1 is

5,0/ (547 %y, 0)

(b) it EO 0 occurs, then the conditioning state remains
5 :
unchanged.
Rl'. If stimulus element 1 is in conditioning state <k.l R kr n>
- ? B

and the element is sampled, then the probability of response A,j is

/5.

Jsm’ 1
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For r =2 +these axioms are eguivelent to the axioms given at
the outset of this paper. The only reason for introducing the earlier
version was tc make the presentation of the two-response case more.
accessible.

We now apply the axioms to a poncontingent reinforcement:
procedure reported by Gardher [195Tjn Three responses (Al, AQ, A3)
are gvailable to the subject and three reinforcing events (El’ E2, E3)
are employed. On each trial one of the reinforcing events occurs;

i.e., P(Ei,n) =, where TR, iy = 1. Agasin, we consider only

the one-element case, but there are no mathematical problems in extending
this analysis to multiple elements: the only éifficulty is that notation
and computations can become very involved.

First consider the case where s = 1. There are three condition-

ing states <100> ; <0l0> and <001> . These sthates form a Markov

chain whose transition matrix can be obtained from Axiom C3' and is as

follows:
<100> < 010> . < 001 >
> 1 1a

<100 1 9+8ﬁl eﬁg en3
0310 > 5] 1

< ﬁl 9+9ﬂ2 9ﬂ3
01 -

<001 > Gﬂl Gﬁg 1 9+9¢3
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(5)

~ 17

15k (i, j, k¥ = 1, 0) analogous to (2).
lim P(Al,n) = P(Al) = Uy =T
n—
Tim P(Ag,n) = P(AE) = Ugip = Ty
I —» o0
lim P(A. ) =P(A) =u = 3
- 3n 3 GOl 3
For

Then by Axiom R1!

s = 2, the conditioning states are <200>, <110>,

<1012, <0202 <Ol1> , <C02> and the transition matrix is as follows:

<200 >

<110 >

<101 >

<020 >

<QCll=>

<00z >

It can be shown that

<200 > <110> <101>  <020> <011 > <002>
l-9+9ﬂ’i é.-;r2 | 9:rr3‘ | |
errl 1-6 i‘— B_Tc3 9112 % 9n3
B;rl %— 8:1:2 1-0 ;f Ehtg 9:13
ety 1-6+6n, o
= on, %-Gnl o, 1.8 o,
N B 1-a+on,
Y200 ~ “i/A Y020 © “E/A
Uppp = /A Bopy = T/
gy = T7a/A Yoop T “é/A
where A. = :ti + :mg + ﬁg + J'tltl'fg + Iflil'i3 + .:rtgﬂ'l.’3o
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By Axiom R1!
1 1
P(A)) = uppy + 5 [ugpp ¥ uyg] = mylmy + 5 (L-my )1/
' 1 1
(6) P(B) =gy + 5 [upyg + vyl = mplm, + 5 (-my)1/A
1 L
P(A) = oy + 5 [uyg) * ugpq] = mglg + 5 (Lomg) 1/A

For s =3 there are 10 conditioning states and the transition matrix

is as follows:

<300> <210> <201> <120> <111> <030> <021> <102> <012 <003> |

< 300> l-8+errl ear2 Ehc,3
< 210> Bn 1-8 L Br o7 2 Bx
1 3 3 2 .3 73
<201>| 6x Lon. 1-8 2 g 5
R 3 772 "3
. 2 .. 1
< 120> 1 1-6 — Bn O = Ox
_ 1 3 3 2 373
1 1 1 1 1 1
> = = = - = = ol
<111 3 G:rc:L 5 enl 5 9112 1-¢ ) en2 5 9x3 5 e:rt3
030> -
<03 eutl 1 e+ex2 9:1:3
<op1> Lo 2 ogn or . 1-8 o
3 1 3 1 2 3
2 1
< > = - = 3]
102 Snl 3 e:c2 1-6 3 9“2 ﬂ3
<012 > 2 B Bn 1 Ox 1-8 O
o 31 2 3 1 3
<003 > ' O B, 1-6+08%

1 2 3
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And by Axdiom RBL'

_ 2 14 & 1

PCAI.) =y * 5 [0 gyt F T Ty oy F )

{7 P(A.) =u + g—[u +u. 1+ L fu + u ou ]
o 030 V'3 Yoo F Vo1t * T thao F M1r T Y012

P(A.) =y + g—[u +ou._ ]+ L [u + u + Uy

3 003 T 3 Mo T Y1’ T3 Y01 T Y11 T Voot

The analysis may be extended to any value of s. For r responses

the nurber of conditioning states will be However, for our

"
(r’—?.S ).
examination of the Gardner data a compariscn of predictions for s equal
to 1, 2, and 3 will be sufficient.

Gardner actually reports several experiments, but we shall
consider only the data of Experiment I. 8Six groups were run. Two groups
employed responses Al and A2
The groups were denoted ({70-30) and {60-40); the first number indicates

and reinforcing events El and Een
the vaiue of =, and the second the value of l-m. Asymptotic predictions
for these groups are given by (h)a The other groups involved three
responses and were denoted (70-15-15), (70-20-10}, (60-20-20) and
(60-30-10); the first number indicates the value of n,, the second the
value of =, and the third the value of =

2 3°
for these groups are given by (5) for s equal to 1, by (6) for = sgusl

Asymptotic predictions

10 2, and by (7) for s equal to 3.
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The predicted values for = egual to 1 and 2 are presented

"in Table 1 along with Gardner's observed proportions on trails 286-450,

TABLE 1

PREDICTED AND OBSERVED ASYMPTOTIC PROPORTIONS FOR THE GARDNER DATA

P P P(A
(a) (8,) (a,)
Predicted Predicted Predicted
Group Obs. Obs. - Obs.
g=1 s=0 s=1 g=2 s=1 s=2
60-40 .618 600 .631 . 382 RiTele) . 369 ———— —— ——

60-30-10 | .684 |.600 | .58 | .235| .300 .2671 .08L} .100 | .075
- 60-20-20 | .676 | .600 | .66T i 162 | 200 166 | 162} .200 | .166
70~30 2721|2700 | o753 | 279 | .300 279 | =--- - ———
70-20-10 [ .798 |.700 | .773 | .129| .200 .156 ] .073| .100 | .O7L

70-15-15 .802 . 700 .800 089 -150 u100. -099 -150 +100

Over-all, the predictions for s = 27 give a fairly good account of the
data. However, for comparable experimental procedures and equipment,
one would hope that the number of response alternatives would not affect
the estimated value of s. Unfortunately this invariance . in s 1is not
perfectly reflected in these data. For example, the predicted value of

' P(Al) for s =2 is slightly low for the two-response groups and
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somewhat high for the three-response groups. Of course, this could be a
statistical srtifact, and a gatlisfactory answer would depend on a more
detailed ansiysis of the sequential data.

There are several general comments to be made concerning these
predictions. First of all, for 2 greater than 1 the predicted value
of P(Al) in the (70-30) group is less than the predicted value of
P(Al) for groups (70-15-15) and {(70-20-10); similarly, the predicted
value of P(Al) for the (60-L0) group is less than P(Al) for groups
(60-20-20) and (60-30-10). This result holds in general for the
noncontingent reinforcement model: if the Al response is reinforced
with some specified probability greater than %-3 then for a fixed s
greater than 1, the prediction for P(Al) increases as a funcfion of
the number of alternative responses. Further, P(Al) approaches i as
5 becomes large, independent of the number of alternative responses.

Another result can be established for the three-response

/

, and define & = 7, - x_.

2 3
and e (where s > 1) tha

noncontingent model. ITet =, > % 2 N, 2w

2 3

Then we can prove for fixed values of =

1

1

P(Al) increases as © approaches O,

We shall not go further in our analysis of these axioms; our
purpose in this paper has been simply to display the modified set of
axioms and outline some of the grosser implications, Currently we are
carrying out & detalled evaluation of the axioms with regard to several
sets of data; future explorations of the idEas.presented in this paper will

depend on the success of these analyses.
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