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We report a magnetic X-ray microscopy study of the pattern formation of the circulation in arrays of magnetic
vortices ordered in a hexagonal and a honeycomb lattice, respectively. In the honeycomb lattice we observe
at remanence an ordered phase of alternating circulations, whereas in the hexagonal lattice small regions of
alternating lines form. A variation of the edge-to-edge distance shows that the size of those regions scales with
the magnetostatic interaction. Micromagnetic simulations reveal that the patterns result from the formation
of flux closure states during the nucleation process.

The coupling of magnetic nanostructures in lateral ar-
rangements leads to a collective behavior of the spin tex-
tures, which results for example in exotic phase transi-
tions, such as the spin ice phase1, or specific spectra for
spin excitations in so-called magnonic crystals2,3. Re-
cently chiral spin textures have stepped into the spotlight
due to their possible impact on spintronic devices4–7.
Those spin textures can be formed as a result of con-
finement in magnetic structures. Examples are mag-
netic vortices, that are formed in circular microdisks.
Such a vortex has a circulating in-plane texture (circu-
lation), that can rotate clockwise or counter-clockwise,
and a vortex core at its center (polarization), that
can point up or down. The orientation of both cir-
culation (clockwise/counter-clockwise) and polarization
(up/down) are a-priori randomly generated in isolated
disks. However, when arranged in arrays, magnetic vor-
tices are coupled due to magneto-static interactions aris-
ing if an external magnetic field is applied. This leads
to a collective ordering of the polarization states, if the
magnetic field is oscillating with specific frequencies8,9.
Moreover, the vortex core excitation spectrum reveals
band-structure like behavior10,11. For circulation states,
patterns are reported after applying a strong magnetic
field pulse to disk pairs12 or to arrays of curved thin film
structures13,14. The formation of those patterns is af-
fected by the coupling strength and thermal excitations.
However, a profound study of the vortex circulation pat-
tern as a function of the interplay between magnetostat-
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ics and thermal fluctuations is still lacking.
Here, we report an investigation of arrays of planar disks
ordered in hexagonal and honeycomb lattices. We study
the formation of the patterns in the circulation of the
magnetic vortices by high resolution magnetic soft X-ray
microscopy. By systematically varying the lattice con-
stant and thus the strengths of the magneto-static in-
teraction between neighboring disks, we observe a clear
impact on the pattern formation and pattern size. Our
findings prove that the pattern formation takes place on
a completely different energy scale than the alternation
of vortex annihilation and nucleation fields15.
The microdisk arrays were lithographically patterned uti-
lizing electron beam lithography with low exposure dose
and ultrasonic agitation at room temperature develop-
ment to promote the removal of degraded molecules16

and to provide the required spatial resolution for fab-
ricating well defined microstructures. Disks with a di-
ameter of 1 µm and an edge-to-edge spacing de ranging
from 200 nm down to 70 nm were arranged into areas of
25 µm× 25 µm with hexagonal or honeycomb symmetry.
Electron beam evaporation of permalloy (Py, Ni80Fe20)
followed by lift off led to 40 nm thin soft-magnetic disks of
the desired geometry. Images of the structures with their
symmetry directions [10] and [01] are shown in figures
1(a,b). In those Py disks, the magnetic vortex ground
state is favored that arranges in certain patterns through-
out the disk array, as illustrated in figures 1(c,d).
The interaction responsible for the pattern formation
is of pure magneto static nature17. Whereas the re-
manent vortex state is virtually stray field free, small
lateral displacements induced by an external magnetic
field of the vortex core cause surface charges at the
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Figure 1. Scanning electron micrographs the vortex lattices
with edge-to-edge distance de = 70 nm for the (a) hexagonal
lattice and (b) honeycomb lattice. The illustrated symmetry
directions [10] and [01] are valid for both lattices. The inset in

the middle illustrates the wavevector component ~k of the inci-
dent X-rays, which lies in the sample plane, and the direction
of the external magnetic field ~Hsat. Scale bars indicate 1 µm.
Schematics of the magnetic ground state at remanence in the
(c) hexagonal and (d) honeycomb disk array. In both cases
the circulation states (either clockwise or counter-clockwise)
of the vortices form patterns. (e) Micromagnetic simulation
of a diagonal vortex pair with a decreasing external field Hext

from a magnitude much bigger than the nucleation field Hn

(left picture) to remanence (right). Also shown is the nucle-
ation state (middle). The local magnetization is illustrated by
a white arrow and the colorized disk with a red (parallel to
~k, as indicated in the mid-inset above) to blue (antiparallel)
contrast. Positive and negative magnetic surface charges are
highlighted by red and blue shadows, respectively.

disk edges (σ(~r) = ~M(~r) · ~n(~r), with local magnetiza-

tion ~M(~r) and surface normal ~n(~r)) that are largest dur-
ing the vortex nucleation process when applying in-plane
magnetic fields larger than the annihilation/nucleation
fields. In individual and perfectly isolated magnetic
vortex structures the selection of polarity and circula-
tion is completely random. This degeneracy is lifted in
arrangements of magnetostatically interacting vortices,
e.g. pairs. There, the circulation is predetermined by
the orientation of the in-plane magnetic field relative
to the pair12. An exemplary simulation of the nucle-
ation process of diagonal aligned vortices is shown in
figure 1(e). The micromagnetic simulations are per-

formed by using Nmag v.0.218, the Hlib library19,20

and typical material parameter for Py21: Saturation
magnetization Ms = 860 kA/m and exchange stiffness
A = 1.3× 10−11 J/m. The interaction between surface
charges in the saturated state (left picture) results in a
flux closure state, when the external field is lowered to
the regime of the nucleation field (middle). At rema-
nence, the circulations are alternatingly ordered (right).
A change of the orientation of the external field would
decrease the interaction strength and thus would make
the formation of the flux closure state less favorable.
This scheme provides means to tailor the vortex circu-
lation pattern throughout an entire array with certain
structural symmetry. Figure 2 depicts the vortex cir-
culation patterns at remanence after saturating along
the [01] (figures 2(a,c)) and [10] (figures 2(b,d)) direc-
tion. The results are obtained by utilizing magnetic
transmission X-ray microscopy (MTXM) and X-ray pho-
toemission electron microscopy (X-PEEM), both located
at the Advanced Light Source (ALS) in Berkeley CA.
Tuning the circularly polarized X-rays to the Fe L3-edge
(706.8 eV) a magnetic contrast is measured due to the
X-ray magnetic circular dichroism (XMCD). The effect
provides an absorption dependency of the relative orien-
tation of the incident photon helicity and the local mag-

netization. The wavevector component ~k of the photons
in the sample plane is depicted in figure 1. Dark areas in
the XMCD pictures refers to a magnetization parallel to
~k, whereas an antiparallel alignment is obtained in bright
areas.
The honeycomb array previously saturated along [01]
(figure 2(a)) shows an extended alternating circulation
pattern as expected beforehand (figure1(d)) due to flux
closure states throughout the lattice during the nucle-
ation (middle picture in figure 1(e)). A saturation along
[10], however, results in a disappearance of the pattern
(figure 2(b)). The lack of diagonal neighbors along the
flux closure chains destabilizes the ordering. Addition-
ally, competing interactions with its two diagonal neigh-
bors lead to the phenomenon of a frustrated circulation
state of a disk. This was firstly reported in hemispher-
ical cap structures13. As a consequence, the result is a
disordered circulation pattern.
The hexagonal array shows a completely different behav-
ior. For both saturation directions, the circulation states
in the hexagonal lattice form an alternating line pattern
(figures 2(c,d)). They are a consequence of the combina-
tion of stray field minimization and circulation frustra-
tion. The flux closure states during the nucleation are
built throughout the lattice, which generates the alter-
nating line pattern. This competes with the tendency to
disorder due to the existence of competing interactions
of the diagonal neighbors. Hence, the ordering is only
extended over small regions, nucleating around lattice
defects and imperfect disks. The region size is a result of
the interplay of thermal fluctuations and magnetostatic
interaction strength and should therefore vary with vary-
ing temperature.
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Figure 2. MTXM results for a (a,b) honeycomb and (c,d)
hexagonal vortex lattice. The disks are previously saturated
along the direction of ~Hsat ([01] in (a,c) and [10] in (b,d)).
The disks are highlighted in red or blue to indicate a clockwise
or counter-clockwise vortex circulation. (e-h) Corresponding
micromagnetic simulation results. Scale bars indicate 1 µm.

Figures 2(e-h) show the corresponding states obtained
from micromagnetic simulations that are in very good
agreement with the experimental results. Since lattice
defects are lacking in the simulation, the patterns are ex-
pected to be suppressed in the hexagonal lattice, as they
have no nucleation center to form around. Despite that,
the alternating patterns are still formed in our simula-
tions (figures 2(g,h)). The reasons are boundary effects
in the simulated 6 disk times 6 disk array. Vortices at
the lattice boundaries have a higher nucleation field be-
cause of weaker magnetostatic interaction15. A subse-
quent simulation with periodic boundary conditions re-
sulted in random circulation states.
It is interesting to note that the lack of a proper mech-
anism to mimic temperature and thermal fluctuations
in micromagnetic simulations does usually not influence
the magnetic domains in transition metals due to signif-
icantly larger Curie temperatures. However, this state-
ment is invalid for spatially separated magnetic films in-
teracting via stray fields, resulting in our case in signifi-
cantly larger vortex circulation patterns than experimen-
tally observed at room temperature.
The pattern size is a parameter to measure the influ-
ence of thermal fluctuations and magnetostatic coupling

(b)

(a)

(c)

Figure 3. (a) Average number of disks ND in the alternating
line regions in the hexagonal lattices as a function of the edge-
to-edge distance de obtained by MTXM measurements. The
gray dotted line illustrates a random distribution of circula-
tion states (disks are not interacting). (b) Spatial correlation
along [10], when the lattice was saturated along [01], as a
function of the distance and the number of disks ND along
the axis for different de. Calculated from X-PEEM measure-
ments. (c) Derived correlation lengths along different major
axes (0◦ = [10] and 90◦ = [01]), minor axes (30◦, 60◦ and 120◦)
and the spatial average for the lattice with de = 70 nm, which
was saturated along [01]. The spatial average corresponds to
a measurement of the average radius of the circulation pat-
terns, expressed in number of disks NR. For comparison, this
quantity is added as an axis in (a).

strength on circulation patterns. The coupling strength
is a monotonically decreasing function of the edge-to-edge
distance de

15. Thus for the hexagonal lattices, figure 3(a)
shows a decreasing number of disks ND forming a pat-
tern region with increasing lattice spacing. The size de-
pends strongly on the interaction strengths to overcome
thermal agitations. The experiments performed at room
temperature show a threshold edge-to-edge distance of
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below 80 nm to order circulation states.
By using MTXM, we were able to get the average pattern
size, however, their radial extent is missing. Therefore X-
PEEM measurements were performed, which provided us
a larger view on the lattice. The resulting XMCD pic-
tures (not shown) are analyzed by calculating the spatial
correlation g(r), which is defined by22

g(r) =< cicj > − < ci >< cj > . (1)

Here, r denotes the distance between the disks i and j
with vortex circulation ci(±1) and cj(±1). < · · · > repre-
sents a spatial average over all disk pairs separated by the
same distance r, thus the correlation provides a non-local
analysis. Figure 3(b) plots the correlation g(r) as func-
tion of the distance for different edge-to-edge distances
de calculated along the [10] axis. It gives us access to the
length of the homocircular disk chains along [10] (upper
axis in the plot). The vanishing correlation for large in-
terdistances (de = 150 nm) refers to the regime, where
circulation patterns are destroyed due to thermal fluc-
tuations. However for de = 100 nm and particularly for
de = 70 nm the disks are positively coupled, correspond-
ing to a homocircular configuration along [10], which is
in agreement with the MTXM results. For measuring
the correlation strength, a correlation length is defined
as the distance, where g(r) is decreased to 1/e. Due
to the expected alternating character of the correlation
function along certain axes, the length was calculated for
|g(r)|. The correlation length along different axes and
the spatial average is plotted in figure 3(c) for the lattice
with de = 70 nm, initially saturated along [01]. Along all
axes, the disks are coupled and most prominently along
[10], which shows the homocircular chains. The spatial
average as a measurement of the average radius of the
circulation patterns is about 1 µm, corresponding to one
disk in every direction, as expressed in the quantity NR

in the figure. To compare it with the MTXM results, NR

as a function of de is added in figure 3(a) assuming an
isotropic pattern formation. The resulting average radius
seems to be bigger, because the latter assumption is not
accurate. The X-PEEM measurements show, that the
patterns are formed but are not homogeneous along all
axes (figure 3(c)). They are stretched along [10], result-
ing in a smaller average pattern radius.
In conclusion we have observed by X-ray imaging exper-
iments, that circulation patterns are formed on a dif-
ferent energy scale than the scale of annihilation and
nucleation field variations in vortex arrays. Micromag-
netic simulations point to the reason, which is the in-
terplay between the formation of flux-closure states dur-
ing vortex nucleation and emerging circulation frustra-
tions, where one favors order and the other disorder.
The selection between the two regimes is controlled by
the coupling strength and thermal fluctuations. It allows
that the circulation state can still be degenerated (above
de=100 nm), even though the annihilation and nucleation
fields are strongly decreased by the vortex-vortex inter-
action. Our result can support the design of vortex data

storage devices based on degenerated vortices and field
sensor applications4,23,24.
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