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The increasing demand for real-time, low-power, and intelligent systems has led to the devel-

opment of edge computing, which involves processing data at the source directly from sensors

rather than in the cloud or a centralized data center. Neuromorphic hardware, inspired by

the structure and function of the biological nervous system, offers unique advantages for edge

computing such as parallel processing, event-driven computation, and low power consump-

tion with in memory computing. In memory computing enables the ability to perform online

learning where learning can happen simultaneously with data input in real-time rather than

the typical offline learning approach of presenting data in large batches for processing and

then learning with gradient descent. With online learning, rapid adaptation to the unfamiliar

becomes possible which is necessary for many applications such as user customization, and

mobile robot navigation in unknown environments. Here we will demonstrate the machine

learning algorithms we developed for use with neuromorphic hardware for online learning

and rapid adaptation to unfamiliar data streamed from event-based sensors.

The thesis begins by providing an overview of the state-of-the-art in edge computing and

neuromorphic hardware, highlighting their strengths and limitations for machine learning.

Next, we present our original contributions, including the development of new algorithms

for learning on edge neuromorphic hardware, the implementation of these algorithms on
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state-of-the-art hardware platforms, and the evaluation of their performance in comparison

to traditional machine learning algorithms. Our results demonstrate that edge neuromor-

phic hardware is a promising platform for machine learning, offering high performance, low

latency, and low power consumption. Our algorithms are shown to be effective in real-world

applications such as image classification, and mid-air gesture recognition. In conclusion,

this thesis makes a significant contribution to the field of edge computing and neuromorphic

hardware by demonstrating the feasibility of using neuromorphic hardware for learning at

the edge. Our work lays the foundation for the development of efficient, low-power, and

real-time intelligent systems for edge applications.
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Chapter 1

Introduction

What is intelligence? As defined by the Google Oxford Languages dictionary [157], intel-

ligence is the ability to acquire and apply knowledge and skills. The human species’ most

powerful feature is intelligence, enabling us to do amazing things such as communicate, form

societies, engineer the world around us, and engage in reasoning and scientific discovery.

This has led to interest in trying to discover how and why we are intelligent and able to do

the things we do. Over the last century a multi-disciplinary effort to unlock the mysteries

of intelligence has been unfolding. Scientists across fields such as neuroscience, cognitive

science, computer science, philosophy, and others have been studying the brains and behav-

iors of animals to be able to apply the knowledge to areas such as artificial intelligence and

machine learning.

Where does intelligence come from? First we can look to the building blocks of life, genetics.

Genetics are the code, or programming language, that makes up all life in the known universe

from single cell organisms to the multi-trillion cell human [76]. Genetic material consists

of nucleic acids that consist of code in the form of RNA and DNA. Such code provides

instructions for how life functions, and it is possible to manipulate that code with tools such
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as CRISPR CAS9 [143]. Genetic material and what it creates is not immortal, and thus

genetics have mechanisms by which to survive and reproduce to continue the existence of

the genetic code and life created with the instructions [29]. However the universe is a harsh

place that is difficult to survive and reproduce in to sustain and create life as we know it.

Varying and changing environments and resources, limited resources, competition, these are

some of the many obstacles life faces in the endless cycle of survival and reproduction. To

overcome the obstacles genetic code needs to be altered in attempts to increase the chance

the life it creates can survive and reproduce. Such alterations result in what we know as

evolution, adaptation, or learning to optimize the chances of survival.

The universe is an ever changing place and so mechanisms evolved to give the ability to learn

during the lifetime quickly in a flexible manner leading to the development of the brain [71].

The brain acts as the executive controller of an organism and is an information processing

system. As an information processing system, the brain takes input from internal or external

stimuli and executes functions in response. Additionally the brain is plastic meaning that its

biology can change to better perform necessary functions, i.e., the brain learns to optimize

functionality in response to its environment. Therefore genetic code programs the brain to

effectively program itself to optimize the chances of an organism’s survival in response to

dynamic environments. Computers are also information processing systems, and computers

have long taken inspiration from the brain, with the von Neumann architecture which took

inspiration from the brain being the basis for computers used today [181]. Ada Lovelace

was an English mathematician and writer who worked with Charles Babbage on the design

of the first general purpose computer, the Analytical Engine. In trying to explain how the

Analytical Engine worked, Ada Lovelace invented the first programming language to write a

program to calculate a sequence of Bernoulli numbers, becoming the worlds first programmer.

While only theoretically realized, the Analytical Engine was designed to function similarly

to the von Neumann computer architecture realized a century later [183]. Building upon

the work of Lovelace, Babbage, and others, the breakthroughs of von Neumann [182] and
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Alan Turing [174] led to computers that could be programmed with what people today

call Artificial Intelligence (AI), with the goal of AI being to program computers that can

optimally program themselves in response to their environments.

Alan Turing is considered the father of the fields of Artificial Intelligence and Computer

Science. Turing was one of the early adopters of the idea that general purpose computers

could be created after the functions of the brain, something he discusses in his famous paper

regarding what is now known as the Turing test [175]. Turing discusses how computers

could eventually be made to compute in the likeness of the brain with neurons and synapses

[175]. Despite being a prolific scholar, practitioner, and hero of World War II, Turing met

a tragic fate at the mercy of the politics of his time but his accomplishments and legacy

lives on. Other great minds of the time took upon themselves the challenge of mimicking

the intelligence of the brain through modeling it and started creating mathematical models

of synapse and neuron functions, chief among them the seminal work by McCulloch and

Pitts. The work of Turing, McCulloch and Pitts was built upon by Geoffery Hinton [59] [58]

and Yann LeCun [92] creating the study and application of Deep Learning that has defined

modern Artificial Intelligence.

Learning is a fundamental process in artificial intelligence that enables machines to improve

their performance over time in tasks such as pattern recognition, decision making, and

problem solving. The first work on developing learning algorithms for computers based on

biology is the work of McCulloch and Pitts in their highly influential paper on developing

a logical calculus for simulating and applying nervous system activity [109]. McCulloch

and Pitts connected the fact that both computers and the nervous system compute with

binary signals, often referred to as ”all-or-none” events or spikes in the nervous systems

case. Therefore the same ingredients used in computer algorithms and mathematics could

apply to the nervous system and vice versa. This led to the Perceptron, also known as the

McCulloch-Pitts neuron, and later the Perceptron Learning Algorithm (PLA) by Rosenblatt

3



[109] [146]. A perceptron is a fundamental building block of an artificial neural network

(ANN), representing a single neuron that takes multiple input values, applies weights to

them, sums them up, and then passes the result through an activation function to produce

an output. The PLA adjusts the weights of a perceptron based on the difference between

the predicted output and the desired output, aiming to minimize this difference iteratively

during training. Perceptrons that have multiple layers are called Multi-layer Perceptrons

(MLPs) or Deep Neural Networks (DNNs) [150]. Eventually the MLP and PLA led to the

now popular DNNs and algorithms that are based on them which are defining modern AI

such as the now famous GPT models [17]. While DNN algorithms are so wide spread in use

today they are currently almost synonymous with the areas of machine learning and artificial

intelligence it took many decades since McCulloch and Pitts for researchers and practitioners

to adopt them. This was primarily due to three things. The first was the misconception that

Perceptron based algorithms could not solve complex problems such as an XOR function

[115], which is true if the network does not have any hidden layers but it was incorrectly

assumed that even with hidden layers the problem could still not be solved. The second

being traditional computing hardware designed for general-purpose computation is not well-

suited for implementing these algorithms, as they are energy-intensive and limited in terms

of parallelism so it took a long time for hardware to be able to practically implement DNN

algorithms at the necessary scale to be more useful. The third was that effective techniques

and algorithms for training and applying DNNs had not yet been developed making them

difficult to use and requiring human assistance.

Learning in neural networks is performed fundamentally with gradients. Quite simply, a

gradient or derivative, is the change of something at a point in time. Mculloch and Pitts

understood learning as changes across points of time which applies to neurons and neural net-

works as well [109]. Building upon their work Geoffery Hinton and his colleagues developed

the backpropagation algorithm for learning with deep neural networks [150]. Backpropaga-

tion, or gradient descent, is the method by which the chain rule is applied to a loss at the
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output to determine how much to change a synaptic weight, and is fundamentally how learn-

ing is performed in DNNs. Hinton demonstrated the importance of learning from data and

the need of large labeled datasets which were not readily available. Because of this, Hinton’s

work also paved the way for techniques in unsupervised and self-supervised learning and

demonstrated the importance of pre-training [59] [58] [151]. Yann LeCun is another deep

learning pioneer, who developed the MNIST handwritten digit recognition dataset along-

side a type of neural network architecture inspired by the human visual system for feature

extraction and learning spatial hierarchies called the Convolutional Neural Network (CNN)

[92] which propelled the field of machine learning with DNNs forward by demonstrating high

performance on tasks such as image classification [84] and object recognition [144]. LeCun

additionally contributed to the advancement of backpropagation algorithms by introducing

techniques such as weight initialization and gradient clipping [92]. Since then LeCun has

made other prominent contributions to the field particularly in unsupervised learning and

information representation with Generative Adversarial Networks (GANs) [51] and sparse

coding [53].

Because of the amazing work of Hinton, LeCun, and others, the field of artificial intelligence

has seen tremendous growth in recent years, with deep neural network learning algorithms

being applied to solve complex problems in a wide range of domains such as object detec-

tion, user recommendation, natural language generation, and autonomous vehicles. How-

ever, traditional computing hardware designed for general-purpose computation based on

the von Neumann architecture is not well-suited for implementing these algorithms, as they

require tight integration between memory and compute, something that biological neurons

implement naturally but von Neumann architectures are not designed for causing them to

be energy-intensive and limited in terms of parallelism [120, 77]. Parallel to the growth

of Artificial Intelligence, visionary researchers began to question if a digital von Neumann

architecture is the most effective and efficient way of computing leading to new fields explor-

ing novel ways to compute such as quantum computing [101], analog computing [110], and
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neuromorphic computing [111]. Neuromorphic computing has been proposed as a potential

solution to the problems seen in von Neumann architectures, as neuromorphic architectures

are designed to take greater biological inspiration by mimicking the structure and function

of biological neurons and synapses. Neuromorphic from Latin consists of ”neuro”, brain, and

”morphic”, in the form of, with the intention to create hardware and software in the form of

the brain seeking to emulate rather than simulate. Carver Mead is considered the founder of

the field of neuromorphic computing who explored the potential of analog VLSI and intro-

duced the concept of ”silicon neurons,” which paved the way for research on neuromorphic

computing and artificial neural networks (ANNs) [110][111]. The silicon neurons that take

inspiration from the brain’s event driven dynamics are referred to as spiking neurons, and

can form spiking neural networks (SNNs). Because the all or none events of spiking neurons

are not differentiable they cannot normally use the same ingredients that make deep learning

with ANNs successful. However, the recent development of surrogate gradient methods have

enabled deep SNNs to learn with gradient based learning methods and take advantage of

the techniques and model architectures developed for training and deploying ANNs [125]

enabling SNNs to achieve comparable performance to ANNs [160] [165] [79]. SNNs are de-

ployable neuromorphic hardware’s unique architecture that offers a number of advantages

over traditional computing hardware, including lower energy consumption, high parallelism,

and the ability to implement learning algorithms directly in hardware [68] [124] [64] [148].

The work presented in this thesis takes inspiration from both Deep Learning and Neuromor-

phic Computing to develop deep SNN learning algorithms towards creating intelligence at

the edge. We investigate the potential of neuromorphic hardware for machine learning with

deep neural networks and to develop algorithms and systems that can harness the strengths

of this technology by enabling low-power, rapid online learning from streamed data at the

edge. We aim to address some of the challenges that arise in implementing machine learning

algorithms on neuromorphic hardware, such as the limited memory and processing resources,

the need for efficient data representation, and the difficulties in training neural networks in
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an event-driven manner. By exploring these challenges, we aim to demonstrate the feasibility

of using neuromorphic hardware for learning and to establish it as a valuable platform for

building intelligent systems.

1.1 Outline of the Thesis

Aside from being a capstone of my work as a PhD student, the thesis is written with the

intention of giving historical insights, food for thought, and some knowledge about AI,

ML, neuromorphic computing, and in general learning to those interested. Chapter 1 here

introduces the problem of learning, why it is interesting, and what can be done with it in

the context of edge learning and devices. The scope narrows in Chapter 2, the background

section, which gives an overview of topics related to the primary work presented in the thesis

such as neural networks, gradient based learning, and digital neuromorhpic architectures.

Chapter 3 begins the primary work of the thesis with applying few-shot learning in digital

neuromorphic hardware [161] [162]. Chapter 4 expands upon the work from Chapter 3 with

the application of meta-learning algorithms for improved and more generalizable few-shot

learning [165]. Chapter 5 details some preliminary work on the development of self-supervised

learning algorithms for use in neuromorhpic hardware [159]. Chapter 6 is the discussion and

conclusion of the thesis with outlooks on potential future directions of the research presented

in the thesis.

Thank you for considering reading my thesis. If even one of these chapters is helpful or

interesting to you then taking the time to write this will not have been for naught.
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Figure 1.1: Graphic overview of the major work that will be presented in the thesis. A: The
basic foundation of my work is formed in [161] and [162] discussed in Chapter 3 involves
streaming event based data from a sensor to a neuromorphic processor with an SNN to
perform few-shot online learning on unseen classes of data. B: The work shown in A needs
labeled data for learning to eliminate the need for learning from labeled data; I developed an
unsupervised learning inspired algorithm to pseudo label new data for online learning with
a neuromorphic processor [159]. C: The previous work in A and B focused on two already
made event vision datasets; therefore I created my own dataset consisting of both frame
based and event based data, and I started working with signal data such as audio [166]. D: I
developed meta learning for SNNs to improve few-shot learning and rapidly adapt to unseen
classes within a domain [165].
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Chapter 2

Background

Key concepts central to the research work will be detailed in the following sections. They

will serve as a reference or tutorial for those unfamiliar with these concepts.

2.1 Deep Neural Networks

Deep Neural Networks have defined AI and Machine Learning over the last decade. From

the humble Multi-Layer Perceptron (MLP) to the mighty transformer, numerous neural

network architectures and algorithms have been developed and improved upon over the years.

Deep neural networks (DNNs) are a class of artificial neural networks (ANNs) designed to

model and learn complex patterns and representations from data. They are inspired by the

structure and functioning of the human brain. The ”deep” in deep neural networks refers

to the presence of multiple layers of interconnected nodes (neurons) between the input and

output layers.

Let’s break down the key components of DNNs:
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1. Neurons (Nodes): Neurons are the fundamental building blocks of neural networks.

They are inspired by the neurons in the human brain and are responsible for processing

and transmitting information. Each neuron receives input data, performs a mathematical

operation on it, and passes the result to the next layer.

2. Layers: A deep neural network consists of multiple layers of neurons. The three main

types of layers are:

a. Input Layer : The first layer that receives raw input data (e.g., images, text, audio).

b. Hidden Layers : Layers that come after the input layer. They process and transform the

data before passing it to the next layer.

c. Output Layer : The final layer that produces the network’s predictions or outputs. The

number of neurons in the output layer depends on the problem being solved (e.g., binary

classification, multi-class classification, regression).

3. Weights and Biases: Each connection between neurons has an associated weight.

These weights determine the strength of the connection and are adjusted during the learning

process. Additionally, each neuron usually has an associated bias, which allows the network

to learn transformations beyond simple linear operations.

4. Activation Function: An activation function is applied to the output of each neuron

in the hidden layers. It introduces non-linearity to the network, enabling it to learn com-

plex relationships between inputs and outputs. Common activation functions include ReLU

(Rectified Linear Unit), sigmoid, and tanh.

5. Forward Propagation: During the forward propagation phase, the input data is fed

through the network, and each layer performs its computations and passes the output to the

next layer until the final output is generated.

6. Loss Function: The loss function measures the difference between the predicted output

10



and the actual target (ground truth). The goal of training the network is to minimize this

loss function, which indicates how well the network is performing on the given task.

7. Learning Rule: Backpropagation: Backpropagation is the core learning algorithm

used to train deep neural networks. It involves calculating the gradients of the loss function

with respect to the weights and biases of the network. These gradients indicate the direc-

tion and magnitude of the necessary adjustments to the parameters to minimize the loss.

By iteratively updating the weights and biases using optimization algorithms like gradient

descent, the network learns to make better predictions.

8. Training: The process of training involves repeatedly feeding the training data through

the network, computing the loss, and updating the network’s parameters using backpropa-

gation. The goal is to optimize the network’s parameters θ to make accurate predictions y

on unseen data x such that the network learns the function y = f(x, θ).

Deep neural networks have demonstrated exceptional performance in various fields, such as

image and speech recognition, natural language processing, game playing, and more. Their

ability to automatically learn hierarchical representations from data allows them to handle

complex tasks that were previously challenging for traditional machine learning algorithms.

However, training deep neural networks often requires a large amount of data, immense

computational power, and careful tuning to avoid issues like over-fitting.

2.1.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a specialized type of deep neural network de-

signed primarily for processing grid-like data, such as images and videos. CNNs have revo-

lutionized the field of computer vision by enabling computers to learn and extract complex

features from visual data, leading to significant advancements in tasks like image classifica-
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Figure 2.1: An example of the convolution operation. A matrix is filtered with a kernel,
a smaller sub-matrix, using element wise multiplication. The convolution layers of CNNs
utilize the convolution operation to learn hierarchical features.

tion, object detection, image generation, and more.

The key innovation of CNNs lies in their ability to automatically learn hierarchical features

directly from raw data, without the need for manual feature engineering. This is achieved

through the use of convolutional layers, pooling layers, and fully connected layers.

Here’s how a typical CNN is structured:

1. Convolutional Layers: These layers are the heart of CNNs. They use the convolution

operation which consists of small filters (also called kernels) that slide across the input data

(usually an image), performing element-wise multiplication and aggregation to produce a

feature map. These filters detect different patterns such as edges, textures, and simple

shapes. An example of the convolution operation is shown in Figure 2.1.Convolutional layers

are designed to be translation invariant, meaning they can recognize patterns regardless of

their position in the image.
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2. Pooling Layers: After a series of convolutional layers, pooling layers are often used to

reduce the spatial dimensions of the feature maps. Pooling involves selecting a representative

value (e.g., maximum or average) from a small region of the feature map. This reduces the

computational complexity of the network and helps the model become more robust to small

variations in the input.

3. Activation Functions: Non-linear activation functions (e.g., ReLU, sigmoid, tanh)

are applied element-wise to the output of convolutional and fully connected layers. They

introduce non-linearity to the network, allowing it to learn complex relationships in the data.

4. Fully Connected Layers: These layers are used to combine the features learned from the

previous layers and make final predictions. In classification tasks, fully connected layers often

culminate in a softmax activation, which produces a probability distribution over different

classes.

CNNs can have multiple such layers stacked together, forming a deep architecture that learns

increasingly abstract features as the network gets deeper. This ability to learn hierarchical

representations is what makes CNNs particularly effective for visual tasks, as they can au-

tomatically learn to detect basic features like edges and combine them to recognize more

complex structures like shapes and objects.

Some notable CNN architectures include:

- LeNet-5: One of the earliest CNN architectures designed by Yann LeCun for handwritten

digit recognition [92].

- AlexNet: A landmark CNN architecture that gained significant attention after winning

the ImageNet Large Scale Visual Recognition Challenge in 2012 [84].

- VGG: Known for its simplicity and use of small 3x3 filters in deep architectures [156].

- ResNet: Introduced residual connections to address the vanishing gradient problem in

very deep networks [56].
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- Inception (GoogLeNet): Known for its utilization of ”Inception” modules, which use

multiple filter sizes in parallel [169].

These architectures have inspired subsequent developments and continue to be the foundation

for many state-of-the-art models in computer vision tasks.

2.1.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) [133] are a class of artificial neural networks designed

to process sequences of data with temporal dependencies. Unlike feedforward neural net-

works, which process fixed-size inputs independently, RNNs maintain an internal state or

memory that allows them to capture information from past inputs and use it to influence

the processing of future inputs in the sequence.

The key feature of RNNs is their ability to create loops within the network, allowing in-

formation to persist over time. This recurrent connection enables them to exhibit dynamic

temporal behavior and makes them well-suited for tasks involving sequential data, such as

natural language processing, speech recognition, time series prediction, and more.

The basic structure of an RNN can be represented as follows:

Here:

- x(t) represents the input at time step t.

- h(t) denotes the hidden state (memory) of the RNN at time step t.

- y(t) is the output at time step t.

- The arrows represent the flow of information through the network, and the recurrent

connections allow the hidden state to influence the processing of future inputs.

The computation within an RNN can be described by the following equations:
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Figure 2.2: Basic structure of an RNN unrolled in time. Curved arrows represent recurrent
connections.
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1. Hidden State Update:

h(t) = f(Whx · x(t) +Whh · h(t− 1) + bh)

where:

- Whx is the weight matrix connecting the input to the hidden state.

- Whh is the weight matrix representing the recurrent connections.

- bh is the bias term for the hidden state.

- f is an activation function, commonly the tanh function or the ReLU function.

2. Output Computation:

y(t) = Wyh · h(t) + by

where:

- Wyh is the weight matrix connecting the hidden state to the output.

- by is the bias term for the output.

- y(t) can be used for making predictions or passed as input to subsequent steps in a sequence.

The above equations illustrate the recursive nature of RNNs, as the hidden state h(t) depends

on the current input x(t) and the previous hidden state h(t− 1).

However, traditional RNNs suffer from the vanishing and exploding gradient problems, lim-

iting their ability to capture long-range dependencies. To address these issues, various ad-

vanced RNN variants have been developed, including Long Short-Term Memory (LSTM)

networks and Gated Recurrent Units (GRUs). These variants use specialized gating mech-

anisms to better retain and update information over long sequences, making them more

effective for a wide range of sequential tasks.
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Figure 2.3: Basic structure of an LSTM unrolled in time.

2.1.3 Long Short Term Memory

Long Short-Term Memory (LSTM) [52] is a specialized variant of RNNs designed to address

the vanishing and exploding gradient problems that can occur in traditional RNNs. LSTMs

are particularly effective in capturing long-range dependencies in sequential data and have

become a standard choice for various tasks involving sequential information, such as natural

language processing, speech recognition, and time series analysis.

The key innovation in LSTM is the incorporation of a memory cell, which allows the network

to learn when to store and when to forget information over time. This memory cell, along

with various gating mechanisms, enables LSTMs to selectively retain important information

and mitigate the vanishing gradient problem that plagues traditional RNNs.

The core idea of LSTMs is best illustrated by the following components:
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1. Cell State (C(t)): The cell state acts as the long-term memory of the LSTM. It runs

horizontally through the entire sequence and is modulated by various operations at each

time step. It serves as a pathway for information flow with minimal interference.

2. Hidden State (h(t)): The hidden state is similar to the hidden state in traditional

RNNs. It captures the relevant information from the current input and the previous hidden

state. However, LSTMs have better control over the information stored in h(t) due to the

presence of the cell state.

3. Gates: LSTMs use three types of gates to control the flow of information: forget gate

(f(t)), input gate (i(t)), and output gate (o(t)).

a. Forget Gate (f(t)): The forget gate decides which information from the previous cell state

(C(t−1)) should be discarded. It takes the current input x(t) and the previous hidden state

h(t − 1) as inputs and produces a value between 0 and 1 for each element of the cell state.

A value close to 0 indicates that the information should be forgotten, while a value close to

1 indicates that it should be retained.

b. Input Gate (i(t)): The input gate determines what new information from the current

input x(t) should be added to the cell state. It takes the same inputs as the forget gate

and produces a value between 0 and 1 to determine the relevance of each element in the cell

state.

c. Output Gate (o(t)): The output gate decides which information from the updated cell

state (C(t)) should be output as the hidden state h(t). It takes the current input x(t) and

the previous hidden state h(t− 1) as inputs and produces a value between 0 and 1 for each

element of C(t).

4. Update Equations: The LSTM update equations for each time step t are as follows:
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a. Compute the Forget Gate:

f(t) = σ(W (f) · [h(t− 1), x(t)] + b(f))

b. Compute the Input Gate:

i(t) = σ(Wi · [h(t− 1), x(t)] + bi)

c. Compute the Candidate Cell State:

Ĉ(t) = tanh(WC · [h(t− 1), x(t)] + bC)

d. Update the Cell State:

C(t) = f(t)� C(t− 1) + i(t)� Ĉ(t)

e. Compute the Output Gate:

o(t) = σ(Wo · [h(t− 1), x(t)] + bo)

f. Compute the Hidden State:

h(t) = o(t)� tanh(C(t))

Where:

- W (f),Wi,WC ,Wo are weight matrices, and b(f), bi, bC , bo are bias vectors associated with

the gates.

- σ is the sigmoid activation function, and � represents element-wise multiplication.

By using these gating mechanisms, LSTMs can selectively update the cell state and the

hidden state, allowing them to capture long-range dependencies and avoid the vanishing

gradient problem. This makes LSTMs effective for tasks involving sequential data with

complex dependencies over time.

2.1.4 Spiking Neural Networks

Neuromorphic computing systems frequently employ Spiking Neural Networks (SNNs) [63].

In SNNs, neurons communicate through discrete spikes or pulses of activity, emulating the
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firing behavior of real neurons in the brain. SNNs can be modeled as a special case of artificial

RNNs with internal states akin to the LSTM [125]. The two key differences between RNNs

and SNNs are that SNNs use neuron dynamics for their activation function and output

spikes.

Due to the complex chemical interactions between neurons involved in their computation

there are numerous ways of modeling the dynamics of neurons. One of the simplest models

that seeks to capture the dynamics of sodium-potassium ion pumps in nerve cells is the Leaky

Integrate and Fire (LIF) neuron [66]. A popular variation of the LIF neuron is the CUrrent

BAsed (CUBA) LIF model used by neuromorphic processors such as Intel’s Loihi [32]. The

CUBA LIF model has two internal state variables: the synaptic response current u(t) and

the membrane potential v(t). The synaptic response current is the sum of filtered input

spike trains and a constant bias current. The CUBA LIF neuron dynamics are described as

follows:

u[t] = (1− αu)u[t− 1] + x[t],

v[t] = (1− αv) v[t− 1] + u[t] + bias,

s[t] = v[t] ≥ ϑ,

v[t] = v[t] (1− s[t])

(2.1)

where u[t] is the synaptic current at time t, αu is the exponential decay constant for the

current, x[t] is the input at time t, v[t] is the synaptic voltage or membrane potential at time

t, s[t] is a post-synaptic spike, and ϑ is the threshold at which the neuron fires a spike. Input

to neurons are referred to as pre-synaptic, while output is referred to as post-synaptic. An

example of an SNN is shown in Figure 2.4 which shows a small SNN receiving spiking input

and outputting spikes with example dynamics shown for one neuron.

The change in current is determined by the synaptic weight of the input, which can be

positive (excitatory) or negative (inhibitory), and the timing of input spikes because the

current will decay over time if no input is received. The change in membrane potential is
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Figure 2.4: Example of an SNN. As neurons receive spike input the current and membrane
potential increase, but if they don’t receive input the current and membrane potential will
decay. If the membrane potential reaches its threshold it will cause the neuron to output a
spike.

influenced by the change in current over time, and whether or not the membrane potential

reached its spike threshold because the membrane potential will not only decay over time

but also reset if a spike is output. Because of these unique properties of the dynamics used in

SNNs, the time dimension of data is highly important for processing data and learning. The

timing of spikes encode information across time, and the timing information can be encoded

into traces of neuron activity which are typically represented as exponential decay filters.

This has lead to the development of learning rules that depend on time as a component of

whether or not the weight of a synapse in an SNN changes.
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2.2 Spike Time Dependent Plasticity

Spike-Timing-Dependent Plasticity (STDP), is a biologically inspired learning rule that gov-

erns the strength of the synaptic weights between spiking neurons [8]. STDP is a key

mechanism by which synapses can undergo long-term changes based on the relative timing

of spikes in the pre-synaptic and post-synaptic neurons [7]. The basic idea behind STDP is

that the timing of spikes at the pre-synaptic and post-synaptic neurons determines whether

the synaptic connection between them should be strengthened or weakened [24].

The STDP learning rule can be described as follows:

1. If the pre-synaptic neuron fires a spike shortly before the post-synaptic neuron fires a

spike, the synapse’s strength is increased. This is referred to as the ”long-term potentiation”

(LTP) phase. Essentially, when the pre-synaptic neuron contributes to the firing of the

post-synaptic neuron, the synapse between them is strengthened.

2. On the other hand, if the post-synaptic neuron fires a spike shortly before the pre-synaptic

neuron fires a spike, the synapse’s strength is decreased. This is referred to as the ”long-term

depression” (LTD) phase. When the pre-synaptic neuron is less likely to contribute to the

firing of the post-synaptic neuron, the synapse is weakened.

The time window over which the pre-post spike pair is considered relevant for synaptic

changes is typically on the order of tens of milliseconds.

The change in synaptic weight, denoted as ∆w, based on the timing of pre-synaptic and

post-synaptic spikes is described as follows:

For pre-before-post spike pairing (LTP - Long-Term Potentiation), where tpre > tpost:

∆w = Xplus · f(tpre − tpost)
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Figure 2.5: Example plot showing the resulting LTP and LTD from STDP learning. When
tpost is higher LTP will happen while if tpre is higher LTD will occur.
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For post-before-pre spike pairing (LTD - Long-Term Depression), where tpre < tpost:

∆w = −Xminus · f(tpost − tpre)

The function f(t) that determines the shape of the weight change curve is often modeled

using an exponential function:

f(t) = exp

(
− t
τ

)
Where τ is the time constant controlling the decay of the weight change effect as the time

difference between spikes increases. The exponential function is in general used for decay

dynamics for spiking neurons such as αu and αv in the CUBA LIF neuron model described

in Equation 2.1 and in spike trace activity often used in learning rules for SNNs. Figure 2.5

shows an example plot of how LTP and LTD implements weight change ∆w.

The concept of STDP has been widely studied and observed in experimental settings, such

as brain slices and cultured neurons as well as in SNNs in neuromorphic hardware [67].

This learning rule has been found in various brain regions and is believed to be an essential

mechanism in the development and plasticity of neural circuits. It allows neural networks to

adapt their synaptic connections based on the specific patterns of activity they experience,

reinforcing important connections while weakening less relevant ones.

2.3 Gradient Based Learning

Gradient-based learning is a fundamental technique used in training deep DNNs [91]. It

involves adjusting the parameters of the network using the gradient of a loss function with

respect to those parameters. The goal is to find the optimal values for the parameters that

minimize the loss function, allowing the network to make accurate predictions.

The chain rule is a crucial mathematical concept used in gradient-based learning. It enables
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us to calculate the gradients of complex functions, such as compositions of multiple functions,

by breaking them down into simpler components. In a DNN, we have a set of parameters

denoted by θ, which include the weights and biases of all the neurons in the network. Let

L(θ) be the loss function that measures the difference between the predicted output ypred

and the actual target ytrue. The loss function typically depends on the network’s predictions

and the true targets.

The goal of training is to minimize the loss function with respect to the parameters θ. We

achieve this by updating the parameters in the opposite direction of the gradient of the loss

function, denoted as ∇θL(θ). The update step is performed iteratively using an optimization

algorithm like gradient descent.

The update equation for the parameters during training can be expressed as follows:

θ ← θ − α∇θL(θ)

where α is the learning rate, a hyperparameter that determines the step size during each

update.

The chain rule is used to calculate the derivative of a composite function. Suppose we

have two functions f(x) and g(x), and we want to find the derivative of their composition

h(x) = f(g(x)).

The chain rule states that the derivative of the composite function h(x) with respect to x is

the product of the derivative of f with respect to its argument evaluated at g(x), and the

derivative of g with respect to x:

dh

dx
=
df(g(x))

dg(x)
· dg
dx

In the context of gradient-based learning, the chain rule is used to calculate the gradients of

the loss function with respect to the parameters of the neural network. The loss function is
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a composition of the network’s predictions and the true targets, which are both functions of

the network’s parameters.

By applying the chain rule iteratively from the output layer to the input layer, we can

efficiently calculate the gradients of the loss function with respect to all the parameters in

the network. This process is known as backpropagation, and it forms the basis for training

deep neural networks.

2.3.1 Surrogate Gradients

While gradient Back-Propagation is the workhorse for training nearly all deep neural net-

work architectures, it is generally incompatible with non-Von Neumann computers, including

brains and neuromorphic hardware. By identifying Spiking Neural Networks (SNNs) as a

type of Recurrent Neural Network (RNN), recent studies showed two reasons for this in-

compatibility [125]. Firstly, the spiking neuron has a non-differentiable activation function,

which prevents the gradients from flowing across the network. Secondly, the computation

of local errors requires the evaluation of a global loss function, which is a spatially and

temporally non-local computation.

These problems are addressed using Surrogate Gradient (SG) learning [125]. With surrogate

gradients the chain rule can be applied as well allowing for auto-differentiation to be used

for training SNNs with Surrogate Gradient Descent. Assuming a global cost function L(SN)

defined on the spikes SN of the top layer and targets Y , the gradients with respect to the

weights in layer l are [163]:

∇Wij
L(SN) =

∂L(SN)

∂Sj

∂Sj
∂vj

∂vj
∂Wij

. (2.2)

As discussed earlier, training deep SNNs is challenging due to a spatio-temporal credit as-

signment problem and non-differentiability of the spiking dynamics. Previous work overcame
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the learning problem in multiple layers of SNNs with methods such as feedback alignment

[123, 100], backpropagation-through-time (BPTT) [154, 194, 62], and spike-based backprop-

agation [172, 94]. The successful gradient-based training of deep SNNs usually approximate

the spiking function’s derivative using a surrogate activation function [125]. By being able

to train deep SNNs, the ingredients of deep learning that make ANNs successful such as

dropout, batch normalization, convolutions, pooling etc. can be applied to SNNs, in ad-

dition to SNNs being compatible with neuromorphic hardware. BPTT is shown to achieve

state-of-the-art accuracy on certain target domains such as NMNIST and gesture recognition.

However, BPTT is inherently offline as it propagates error through the unrolled network and

therefore is not suited for applications where online adaptation is desired.

Surrogate Gradient (SG) methods offer a novel approach to calculating weight updates in

a local and differentiable manner by introducing a surrogate network. These methods for-

mulate weight updates as three-factor synaptic plasticity rules, reveals from first principles

the mathematical nature of the three factors and a learning dynamic that is temporally

continuous and compatible with synaptic plasticity. The three-factor rules consist of a pre-

synaptic factor, a post-synaptic factor, and an external error signal. This stands in contrast

to Spike Time Dependent Plasticity (STDP), a conventional synaptic plasticity model in

neuroscience, which involves only two factors and lacks the external signal component [12].

The incorporation of the third factor in SG significantly enhances learning by effectively pro-

jecting task-specific errors to the neurons [9]. This allows for learning with an error driven

loss function with gradients in a similar manner to ANNs. Thus SGs bridge the worlds of Ar-

tificial Neural Networks (ANNs) and Spiking Neural Networks (SNNs) without resorting to

oversimplified assumptions about the latter. Training SNNs with SG methods pave the road

towards neuromorphic learning machines with SNN performances similar to deep-learning

[74], while being able to learn online, with input streams, spike timing and potentially using

a fraction of the energy compared to conventional computers using ANNs.

27



Using a surrogate gradient approach that approximates the spiking threshold function for

gradient estimations, SNNs can be trained to match or exceed the accuracy of conventional

neural networks on event-based vision, audio, and reinforcement learning tasks [73, 27, 11,

14, 197, 123]. Interestingly, the surrogate gradient learning rule is compatible with synaptic

plasticity in the brain so long as there exists a process that computes (or approximates)

and communicates ∂L(st)
∂sti

to neuron i. Whether and how this can be achieved in a local and

biologically plausible fashion is under debate, and there exist several methods to approximate

this term on a variety of problems [198]. For instance, direct feedback alignment is an

important candidate method to overcome this problem in SNNs [123].

2.4 Types of Learning

There are many different approaches to solving problems using deep neural networks. These

different approaches involve different classes of learning algorithms. The classes of learning

algorithms used in the work of this thesis will be described as follows.

Supervised learning is a machine learning paradigm where an algorithm is trained on a

labeled dataset [102]. The process involves using input-output pairs (features and corre-

sponding target labels) to teach the algorithm to make accurate predictions when presented

with new, unseen data. During training, the algorithm learns the underlying patterns and

relationships within the data, allowing it to generalize and make predictions on previously

unseen examples. In summary, supervised learning is about teaching an algorithm to map

inputs to outputs based on labeled examples, enabling it to make predictions on new, similar

data. Applying DNNs to solve problems gained traction when applied to image classifica-

tion problems, with AlexNet famously outperforming non-DNN methods on the ImageNet

image classification task [84]. Since then supervised learning with DNNs have been applied

to a wide variety of problems such as object detection [144], speech recognition [121], facial
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recognition [158], and gesture recognition [165].

Unsupervised learning is a machine learning approach where an algorithm is trained on an

unlabeled dataset [22]. Unlike supervised learning, it doesn’t have target labels to guide the

learning process. Instead, the algorithm seeks to find patterns, structures, or relationships

within the data on its own. It attempts to identify clusters or groupings of similar data

points, detect anomalies, or reduce the dimensionality of the data. Unsupervised learning is

mainly used for exploratory analysis and pattern recognition, where the goal is to uncover

hidden insights and gain a better understanding of the data’s underlying structure. DNN

architectures used for unsupervised learning include Variational Auto Encoders (VAEs) [80],

Generative Adversarial Networks (GANs) [51], and Gaussian Mixture Models [180] among

others.

Self-supervised learning is a type of machine learning where an algorithm learns from unla-

beled data by creating its own pseudo-labels through a pretext task [129]. Unlike traditional

supervised learning, where external annotations are used for training, self-supervised learning

leverages the inherent structure or information present within the data itself. The algorithm

generates pseudo-labels by defining a task that is easier to solve, such as predicting miss-

ing parts of the input data or transforming the data in a specific way. Once the algorithm

has learned from the pretext task, it can then transfer this knowledge to the main task of

interest. By doing so, self-supervised learning can efficiently leverage large amounts of unla-

beled data, which is often more abundant and easier to acquire than fully labeled datasets.

Self-supervised learning has shown promising results in various domains, including computer

vision, natural language processing, and speech recognition. Examples of self-supervised

learning methods include Siamese Nets [82], and Barlow Twins [196].

Reinforcement learning is a type of machine learning that deals with decision-making in an

interactive environment [96]. It involves an agent that learns to take actions to maximize a

cumulative reward over time. The agent interacts with the environment and receives feedback
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in the form of rewards or penalties based on its actions. The goal of reinforcement learning

is for the agent to learn an optimal policy—a strategy that maps states to actions—so that

it can make the best decisions in different situations. The agent explores the environment

by trying out different actions and learns from the consequences of those actions. Through

a trial-and-error process, sthe agent updates its policy using a learning algorithm, such as

Q-learning or Deep Q Networks (DQNs), to improve its decision-making abilities over time.

Reinforcement learning has been successful in solving various complex problems, including

game playing, robotics, autonomous vehicles, and resource optimization, among others [88].

Continual learning, also known as lifelong learning or incremental learning, is a machine

learning paradigm focused on enabling models to learn from a continuous stream of data

and adapt to new information over time [170]. Unlike traditional static datasets, continual

learning deals with dynamic data distributions and the emergence of new tasks. The key

challenge is to retain knowledge from previous learning experiences while accommodating

new knowledge without catastrophic forgetting. It involves developing techniques such as

regularization, replay, generative models, and knowledge distillation to ensure that the model

can efficiently adapt and improve its performance as it encounters new data and tasks over

its lifetime. Continual learning has significant implications for creating AI systems that

can continually learn and evolve, making them more versatile and adaptive in real-world

applications. Continual learning methods include but are not limited to Few-shot Class

Incremental Learning (FSCIL) [170], Meta Few-shot Class Incremental Learning (Meta-

FSCIL) [23], and Intelligent Synapses [199].

2.4.1 Offline Vs Online Learning

The typical way in which DNNs are trained is where first a batch data is fed into the

network propagating forward through the layers until the output is obtained. Then the loss
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is calculated from the output and through chain-rule auto-differentiation the gradients are

propagated backwards through the network to update the network parameters. This process

is called offline learning.

Online learning involves learning directly from data as it is streamed to the network. Rather

than waiting for all information to propagate forward and backwards through the network,

parameters are updated with information local to neurons to more efficiently update enabling

parameter updates as data is being input to the network. Being able to learn online can en-

able personalized intelligence with learning capabilities at the edge in real-time from sensory

data with advantages such as lower power, data privacy, and usability. However there are sev-

eral disadvantages to learning online that have made it impractical for use in DNNs. Firstly,

learning via (stochastic) gradient descent requires data to be sampled in an independent and

identically distributed fashion [178]. However, when sensory data is streamed and processed

during task performance, data samples are generally correlated, leading to many convergence

problems, including catastrophic forgetting [108]. Secondly, streaming data effectively re-

quires a batch size of one. While networks with a batch size equal to one eventually converge

[90], using a smaller batch size means that learning rates must be smaller as well. Smaller

learning rates result in smaller weight updates which require memories or buffers that store

the weights or weight updates with higher precision, and hence require more hardware area.

Thirdly, surrogate gradient-based SNN training inherits other fundamental issues of deep

learning, namely that very large datasets and a large number of iterations are necessary

for convergence. The combination of the three problems stated above, i.e., correlated data

samples, data inefficiency, and memory requirements hamper the successful deployment of

online learning in neuromorphic hardware to solve real-world learning problems. The work

presented in Chapters 3 and 4 will address the aforementioned problems to enable a more

practical and effective approach to online learning in neuromorhpic hardware.
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2.5 Few Shot Learning

The brain’s remarkable ability to tackle challenging recognition tasks using only a few sam-

ples serves as a key capability of the brain [86]. Few-shot learning aims to achieve rapid

adaptation when some prior knowledge of the task domain is available. Rather than iterat-

ing many times over many samples of data to learn, few-shot learning utilizes prior knowledge

of the task domain to learn in one or just a few sample presentations of the data. Our pri-

mary objective is to bring this remarkable capability to neuromorphic hardware, enabling

local learning and rapid adaptation in edge and mobile systems. This will make interactive

learning tasks such as learning human gestures for device control or swiftly adapting to a

user’s voice possible. To attain high performance in few-shot learning, some form of pre-

training is done to attain prior knowledge of the desired task domain and then the learned

prior knowledge is transferred to help models rapidly learn new samples in few-shots.

2.6 Transfer Learning

Previous work has demonstrated that the initial layers of neural networks excel at learn-

ing general features, while deeper layers progressively focus on acquiring more task-specific

features [195]. This hierarchical learning pattern is a key characteristic of deep learning

architectures. Importantly, the general features learned by the early layers possess valuable

transferable knowledge. This characteristic forms the foundation of transfer learning, wherein

these general features can be effectively transferred to other networks for task-specific train-

ing of their deeper layers. By leveraging the knowledge gained from previous tasks, transfer

learning significantly enhances the efficiency and effectiveness of training on new and distinct

tasks. The capacity of neural networks to learn both general and task-specific features at

different depths has led to the powerful concept of transfer learning. This approach leverages
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shared knowledge across tasks, fostering faster and more robust learning for a wide range

of applications and domains. We train an SNN with transfer learning in order to few-shot

learn on neuromorphic hardware.

The concept of transfer learning proves highly valuable in enhancing the performance of

neural networks. By initially training the first layers on a dataset to acquire general features,

these learned features can then be transferred to a second network, which is specifically

trained for a target task [195]. This transfer of knowledge leads to superior generalization in

handling the target task compared to training without the benefit of the transferred lower

layer features. Transfer learning is particularly advantageous in few-shot learning scenarios,

where the target task possesses only a limited amount of training data. In such cases, if a

similar task with a more extensive dataset is available, the general features learned on this

larger dataset can be transferred to aid the few-shot learning process [179].

2.7 Meta Learning

Meta-learning, also known as ”learning to learn,” is a subfield of machine learning that

focuses on improving the efficiency and effectiveness of learning algorithms. The core idea

behind meta-learning is to enable a model to learn from multiple tasks or datasets in such a

way that it can quickly adapt to new, previously unseen tasks with minimal training [42].

Traditional machine learning algorithms typically require large amounts of data and com-

puting resources to achieve good performance on a specific task. However, in real-world

scenarios, data can be limited, and the cost of obtaining new data or retraining a model for

a new task can be high. Meta-learning aims to address these challenges by training models

to become more adept at learning new tasks with fewer data points.

The central concept in meta-learning is the distinction between ”meta-training” and ”meta-
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testing”:

1. Meta-Training: During the meta-training phase, the model learns from a diverse set

of tasks or datasets, each representing a different learning problem. The goal is to extract

common patterns and generalizable knowledge from this diverse set of tasks.

2. Meta-Testing: After the meta-training phase, the model is evaluated on new tasks that

it has never seen before. The model’s ability to quickly adapt to and perform well on these

unseen tasks is the primary measure of its success in meta-learning.

Meta-learning remains an active area of research with potential applications in various do-

mains, particularly in situations where data is scarce, and the ability to learn quickly from

new tasks is critical.

Model Agnostic Meta Learning (MAML) [42] is a general algorithm for deploying meta-

learning with any type of deep learning model.

Define a neural network model y = f(x, θ) that produces an output batch y given its param-

eters θ and an input batch x. For simplicity, we focus here on classification problems, such

that y represents logits and arg max y is a class, although any supervised learning problem

would be suitable. In the classification case, each batch consists of K samples of each class.

The parameters θ are trained by minimizing a task-relevant loss function L(f(x, θ), t), such

as cross-entropy, where t is a batch of targets.

The goal of meta-learning is to optimize the meta-parameters of f , such as the initialization

parameters noted as θ0. This work makes use of the standard second-order MAML algorithm

to meta-train the SNN. The standard MAML workflow is designed to optimize the parameters

of a neural network model across multiple tasks in a few-shot setting. MAML achieves this

using two nested optimization loops, one “inner” loop and one “outer” loop. The inner

loop consists of a standard SGD update, where the gradient operations are traced for auto-
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differentiation [54]. In the outer loop, an update is made using gradient descent on the

meta-parameters.

To make use of MAML, it is essential to set up the experimental framework accordingly.

Define three sets of meta-tasks: meta training T trn, meta validation T val, and meta testing

T tst. Each task T of meta-task T consists of a training dataset Dtrn and a test dataset Dtst

of the form D = {xi, ti}Mi=1. Here xi denotes the input data, ti the target (label) and M is

the number of target samples. In general, the datasets corresponding to different tasks can

have different sizes, but we omit this in the notation to avoid clutter. During learning, a

task is sampled from the training meta-task T trn and N inner loop updates are made using

batches of data sampled from Dtrn. The resulting parameters θN are then used to make the

outer loop update using the matching test dataset Dtst. During each inner loop update, one

or more SGD update steps are performed over a task-relevant loss function L:

θn+1(θn,Dtrn) = θn − α∇θnL(f(x, θn), t),

where {x, t} ∈ Dtrn for n = 1, ..., N.

(2.3)

Here n is the number of inner loop adaptation steps, α is the inner loop learning rate. Note

the dependence of θn+1 on the initial parameter set θ0 at the beginning of the inner loop

through the recursion. ∇θn here indicates the gradient over the inner loop loss L on the

network using parameters θn. The outer loop loss is defined as:

Louter(θ0) =
∑

T∈P (T trn)

L(f(θN(θ0,Dtrn),Dtst)), (2.4)

where T = {Dtrn,Dtst}. In practice the above expression is generally computed over a

random subset of tasks rather than the full set T trn. Notice that the outer loop loss is

computed over the test dataset Dtst, whereas θN(θ0) is computed using the training dataset

Dtrn, which is shown to improve generalization. The goal is to find the optimal θ0, denoted

θ∗0 such that:

θ∗0 = arg min
θ0
Louter(θ0). (2.5)

Provided the inner loop loss is at least twice differentiable with respect to θ0, the optimiza-
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tion can be performed via gradient descent over the initial parameters θ0, using a standard

gradient-based optimizer using gradients ∇θ0Louter(θ0). Successive applications of the chain

rule in the expression above results in second order gradients of the form ∇2
θn
L(f(x, θn), t).

If these second-order terms are ignored, it is still possible to meta-learn using the method

called first-order MAML (FOMAML) [41] and REPTILE [127].

2.7.1 Non-gradient based meta-learning

MAML is known to learn representations that are general across datasets rather than “learn-

ing to learn” [142]. The results of our experiments with freezing model layers showed this

is the case for SNN MAML as well indicating the layers already contain good features at

meta-initialization. Another meta-learning approach done with artificial recurrent neural

networks is to train the optimizer itself modeled using an LSTM [5]. The underlying mech-

anism relies on the recurrent cell states that capture knowledge that is common across the

domain of tasks.

The SNN based work [152] falls into this category. There, meta-learning was applied to

SNNs trained using e-prop on arm reach and Omniglot tasks. The approach used for the

meta-learning combined a Learning Network (LN) to carry out inner loop adaptation and

a Learning Signal Generator (LSG) to carry out outer loop generalization that was both

modeled by recurrent SNNs.

2.7.2 Meta-learning with ANNs

Recent work has given several approaches to achieve high performance on few-shot learning

tasks without updating the networks. For example, Matching Networks [179] utilize two

components to enable one-shot learning; a deep neural network augmented with memory,
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and a training strategy tailored for one-shot learning. The Matching Network trains an

associative memory implemented by an attention mechanism that stores prior information

about training data–label pair associations to produce sensible test labels for unobserved

classes.

Another salient example is the Siamese network [16], which was more recently applied to

one-shot learning [82]. Siamese networks consist of two networks with a common body that

learns similarities between the classes of two inputs. By comparing each sample in a small

N-way K-shot test set, the Siamese network can be train to distinguish different classes of

samples.

Compared to MAML, Matching networks and Siamese networks do not require updating the

network. However, MAML was shown to outperform Matching Networks [41] and Siamese

Networks [41, 97]. Furthermore, the fact that no backpropagation is required with frozen

layers and that MAML-based approaches outperform the Siamese net, strongly suggest that

Matching networks and Siamese networks are less interesting for few-shot learning than our

demonstrated approach for neuromorphic hardware.

2.7.3 Non MAML SNN few-shot learning

MAML and other meta-learning algorithms are not the only methods by which to achieve

high accuracy on few-shot learning tasks. Prior work have demonstrated using hybrid SNN-

ANN models to achieve high performance on few-shot learning tasks without using MAML.

One example is the work of [72] that used a Multi Time-Scale Optimization (MTSO) learning

to learn approach through the combination of an SNN and an adaptive-gated LSTM trained

by BPTT on the omniglot and DVSGesture [4] datasets. The method enabled using two

different timescales for neural dynamics to achieve both short term and long term learning

for few-shot learning.
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Another example is the work from [192] and their Heterogeneous Ensemble-based Spiking

Few-shot Online Learning (HESFOL) method that combined an information theoretic ap-

proach for training an SNN on features that were extracted from a convolutional ANN on

the omniglot dataset and a robot arm motor control task. Their work achieved accuracy

on the omniglot dataset comparable to ours on the N-omniglot dataset. Yang et al. also

demonstrated their method can achieve high performance on noisy data. While both [72]

and [192] achieve high few-shot learning performance on their datasets, both have ANN

components that would not be implementable on neuromorphic hardware. The focus of our

work in chapter 4 is to lay the foundation for meta-learning with MAML on neuromorphic

learning machines.

2.7.4 Meta-learning for Neuromorphic Learning Machines

Meta-learning and transfer learning techniques are already presenting themselves as key

tools for neuromorphic learning machines, particularly for devices at the edge which are

typically more resource constrained than large cloud servers. The work by [147] developed

an online-within-online meta-learning method via meta-gradient descent that is applicable

for learning in neuromorphic edge devices without transfer learning. The method uses a

three-factor local learning rule that does not use an offline pre-deployment training with

backpropagation. This allows a fully online meta learning training method called Online-

Within-Online Meta-Learning for SNNs (OWOML-SNN) that performs meta-updates on

data streamed to the network. To do the meta updates, multiple SNN models are trained

in parallel on the same number of datasets from data sampled by the family of tasks for the

outer loop update, and a within-task dataset is used to update an inference SNN in an inner

loop update. They evaluated their method on the Omniglot and MNIST-DVS datasets with

2-way 5 shot learning.
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The work of [112] showed that plasticity can be optimized by gradient descent, or meta-

learned, in large artificial networks with Hebbian plastic connections called differentiable

plasticity. Network synapses store both a fixed component, a traditional connection weight,

and a plastic component as a Hebbian trace that stores a running average of the product of

pre- and post-synaptic activity modified by a coefficient to control how plastic the synapse

is. Networks using the plastic weights were demonstrated to achieve similar performance

to MAML and Matching Networks. A Hebbian-based hybrid global and local plasticity

learning rule similar to the differentiable plasticity presented in [112] was applied with SNNs

in the the Tianjic hybrid neuromorphic chip [189]. This work meta-optimized Hebbian-based

STDP learning rules and local meta-parameters on the Omniglot dataset to examine the

performance of the model in few-shot learning tasks on the Tianjic neuromorphic hardware.

Our work in chapter 4 extends the one of [189] by directly optimizing a putative three-

factor learning rule on event-based data and surrogate gradients that could be used for

few-shot learning in neuromorphic hardware. On the surface, our work has similarities with

[189], in the sense that it applies meta-learning to SNNs and proposes this method for

neuromorphic hardware. However, there are significant algorithmic differences and certain

challenges addressed in our work that are not addressed in [189]. Firstly, although not

directly stated in [189], their work used a first order method since their surrogate function

is not twice differentiable. Secondly, [189] uses a Hebbian STDP rule in the inner loop

update. However, our work makes use of a gradient descent update, which is equivalent to

a three factor synaptic plasticity rule. Third, the datasets used for few-shot learning are

not converted from images. Relatedly, their models operates at much coarser time scales (8

time steps for 100ms, ∆t = 12.5ms), making their model in line with conventional recurrent

neural networks rather than SNNs. In comparison, the mode of operation in this work uses

a time step that is in agreement with existing neuromorphic accelerators (∆t = 1ms). While

∆t = 12.5ms mode of operation renders the training more tractable for image-based datasets,

it does not address a key challenge in neuromorphic processing which is the exploitation of
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the high temporal precision in event-based neuromorphic sensors [45, 103].

2.8 Edge Learning

Online on-chip learning in an edge device refers to the process of training machine learning

models on a small, low-power, and resource-constrained device that is located at the edge,

that is the task environment, without relying on a remote data center or the cloud [162]. This

type of learning enables the edge device to make decisions and carry out tasks in real-time,

without the need for a constant connection to the cloud [65].

In online on-chip learning, the machine learning models are trained and updated continuously

as the edge device collects new data. This allows the models to adapt to changes in the

environment and improve their accuracy over time. For example, a self-driving car equipped

with an edge device could use online on-chip learning to continuously update its driving

models based on new sensor data.

One of the key benefits of online on-chip learning is that it can provide low latency and

high accuracy for real-time applications, since the data is processed locally and decisions are

made quickly. Additionally, this approach can reduce the amount of data that needs to be

transmitted to the cloud, thus reducing the bandwidth requirements and latency associated

with cloud-based machine learning.

2.9 Event Based Sensing and Data

Event based sensors output events to enable computation with events end-to-end for efficient

biologically inspired computing. Carver Mead and his student Misha Mahowald developed

the first biologically inspired event based sensor, the silicon retina [106]. Silicon retinas
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emulate the function of the human retina, detecting changes in lighting intensity and emitting

an event at the pixel the intensity change occurred. A side by side comparison of standard

RGB frame based data and event data from a silicon retina, or Dynamic Vision Sensors

(DVS) [33], is shown in Figure 2.6. The event based image shown on the right only shows

pixels where change has been detected which is typically in response to motion from either

the sensor itself or something moving in the scene in this case the performance of a gesture.

There have been several iterations of DVS including the DAVIS 128 [99], and Prophesee

[136]. These have been used to create event based vision datasets such as the DvsGesture

[4], NMNIST [132], and Megapixel Automotive Detection Dataset [136]. DVS sensors detect

brightness changes on a logarithmic scale with a user-tunable threshold, instead of RGB

pixels like typical cameras as follows

log(It)− log(It−1) >= θ (2.6)

where I is the intensity at time t and θ is the threshold needed to be met to output an

event. An event consists of its location x, y, timestamp t, and the polarity p ∈ [OFF,ON]

representing the direction of change. Using a dense representation, the DVS event stream

is denoted StDV S,x,y,p ∈ N+, indicating the number of events that occurred in the time bin

(t,t+ ∆t) with space-time coordinates (x,y,p,t). ∆t is the temporal discretization and equal

to 1ms in our experiments. Each pixel of a DVS quantizes local relative log-scale intensity

changes to generate spike events whenever the change exceeds a threshold θ [98]. The events

can be streamed to an SNN for learning the spatio-temporal information embedded in the

DVS output.

Silicon cochlea models for audio processing were among the very first neuromorphic de-

vices designed [185] and benchmarks for speech recognition using these models appeared

shortly thereafter [126]. These models closely emulate the functionality of the biological

cochlea, receiving analog audio input and asynchronously generating spikes across various

output channels representing distinct frequency bands. Over the years, both hardware- and
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Figure 2.6: Left: Frame based image of a gesture. Right: Event based image of the same
gesture recorded by a DAVIS 128 sensor.
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software-based silicon cochlea models have been developed, contributing to the creation and

benchmarking of speech event data [185, 176, 104, 55, 28]. The versatility of these models is

evident as they have been effectively employed in diverse speech recognition tasks, including

speaker identification [18, 95], spoken digit recognition [1, 6], and command word recognition

[28]. Recently the speech2spikes pipeline was introduced as a tool for the efficient creation

of spiking audio datasets from existing datasets, and for real-time encoding of raw audio to

spikes for edge audio processing with better performance than current cochlea based models

[166].

Because the nature of event based data is derived from signal processing, any signal data can

be processed to generate events for event based processing. Several techniques for this are

available such as delta encoding [40], and sigma-delta modulation [131]. These techniques

enable the use of SNNs and neuromorphic hardware for signal processing applications such

as biomedical applications, and can be used when specialized event sensor hardware is not

available.

2.10 Neuromorphic Processors

There are currently numerous neuromorphic processors made with different goals in mind

for how compute should be handled. They broadly fall into three classes: digital, analog,

and mixed-signal. Digital neuromorphic processors compute using typical silicon hardware

and are compatible with such hardware. What differentiates digital neuromorphic processors

as neuromorphic is the architecture is designed with principles of neuromorphic computing

in mind such as parallel event based computation and in-memory computing [70]. This

allows for spiking neural network based algorithms prototyped in traditional hardware to

be easily transferable to and run far more efficiently in neuromorphic hardware. Examples

of digital neuromorphic processors include Intel’s Loihi [32], IBM’s True North [2], and
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BrainChip’s Akida [139]. Analog neuromorphic processors do away with the traditional

binary signal processing of Von Neumann architectures in favor of the ability to compute

with analog values. Examples of analog neuromorphic processors include Innaterra and Rain

Neuromorphic’s chips. Mixed signal chips use both analog and digital components to try

and get the best of both worlds. The Xilinx mixed signal FPGA, and Texas Instruments’

MSP430 are examples of mixed signal chips. These are just some examples of neuromorphic

processors, for more details refer to these reviews [191, 171, 43, 122].

The work of the thesis is done exclusively with digital neuromorphic processors, namely

Intel’s Loihi neuromorphic processor. The following subsections describe examples of digital

neuromorphic processors with a deeper dive into the Intel Loihi and how the different com-

ponents of the processor lend itself well to online on-chip learning at the edge and beyond.

2.11 Digital Neuromorhpic Processors

IBM True North

The IBM True North [2] is among the first digital neuromorphic processors created by a large

corporation. The TrueNorth chip employs a mix of asynchronous and synchronous circuitry

and is fully configurable in terms of connectivity and neural parameters to allow custom con-

figurations for a wide range of cognitive and sensory perception applications. Researchers

successfully demonstrated the use of TrueNorth-based systems in multiple applications, in-

cluding visual object recognition, with higher performance and orders of magnitude lower

power consumption than the same algorithms run on von Neumann architectures [2]. The

TrueNorth has also been used in applications such as mobile robot to navigate in an un-

familiar environment [64], primate cortex modeling [105], and medical image segmentation

[117].
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SpiNNaker

SpiNNaker, or Spiking Neural Network Architecture [44], was designed with a focus on

scalability and energy efficiency, incorporating communication methods inspired by the brain.

SpiNNaker was developed as part of the Human Brain Project, a 10 year large-scale research

initiative that pioneered digital brain research. It is capable of simulating large neural

networks and executing event-based processing for various applications. SpiNNaker offers

two circuit board options: a smaller 4-node board (equivalent to 64,000 neurons) and a larger

48-node board (equivalent to 768,000 neurons). The 48-node board consumes 80 W of power.

A second iteration called SpiNNaker 2 [107] increased the number of neurons 10 fold to 10

million neurons, and incorporated features such as workload adaptivity to optimize power

efficiency. The extended functionality opens up new application areas such as automotive

AI, tactile internet, industry 4.0 and biomedical processing.

BrainChip Akida

The Akida [139] is a digital neuromorphic processor by the BrainChip company. The Akida

is an edge neuromorphic processor designed for inference and continuous learning from

streamed data with SNNs. Akida uses a homeostatic form of STDP for continuous learning

from data [139]. Brainchip’s Akida has been used in applications such as chemosensing [177],

and comparing ANNs and SNNs for ambient assisted living [128].

Intel Loihi

The Intel Loihi is a neuromorphic processor that integrates a wide range of features such

as hierarchical connectivity, dendritic compartments, synaptic delays, and programmable

synaptic learning rules [32]. Each Loihi chip is composed of a many core mesh compris-
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ing of 128 neuromorphic cores with each core implementing 1024 primitive spiking neural

units, three embedded x86 processor cores, with an asynchronous network-on-chip (NoC) for

between core communication. Loihi offers a variety of local information for programmable

synaptic learning processes such as spike traces with configurable time constants that can

have different time constants. The Loihi can deploy SNNs that use the CUBA LIF neuron

dynamics described in Equation 2.1. Synaptic weights between neurons can be updated

via a learning rule expressed as a finite-difference equation with respect to a synaptic state

variable that follows a sum-of-products form as follows [32]:

Wij[t+ 1] = Wij[t] +
∑
k

Ck
∏
l

Fkl[t], (2.7)

where Wij is the synaptic weight variable defined for the destination-source neuron pair

being updated; Ck is a scaling constant; and Fkl[t] may be programmed to represent various

state variables, including pre-synaptic spikes or traces, post-synaptic spikes or traces, where

traces are represented as first-order linear filters. The weights are stochastically rounded

according to the programmed weight precision. Traces are stochastically rounded to 7-bits

of precision.

The work of this thesis primarily focuses on the first generation of the Loihi processor but

Intel has recently released a second generation of the Loihi to the research community. Intel’s

Loihi 2 has an increased number of neurons per chip, faster asynchronous processing, and

supports a wide range of stateful spiking neuron models with fully programmable dynamics

[131]. While the work in this thesis was done using Intel’s Loihi 1 chip, it is possible

to implement the algorithms presented in the Loihi 2 and beyond as well as other digital

neuromorphic processors. In each of Chapters 3, 4, and 5 SNNs will be applied in the Intel

Loihi to demonstrate low-power online edge learning in neuromorphic hardware.
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Chapter 3

Online Few-shot Learning with

Neuromorphic Processors

The most recent advancements in Artificial Neural Networks (ANNs) have propelled them

to achieve state-of-the-art results across a diverse range of applications. These include im-

age classification, object recognition, object tracking, signal processing, natural language

processing, self-driving cars, healthcare diagnostics, and various other fields [50]. ANNs con-

tinue to push the boundaries of what is possible in these areas, opening up new possibilities

for innovation and advancement with recent innovations such as transformer based models

[17]. ANNs primarily leverage backpropagation of errors as the cornerstone of their learning

capabilities, but effective training demands substantial amounts of data and memory. The

training process involves GPUs and entails thousands of iterations over the data, sampled

in an i.i.d. fashion. However, to achieve the required high throughput for network training,

GPUs rely heavily on data movement and tensor-based computations, both of which consume

significant energy [120, 77]. This renders GPUs less than ideal for large-scale implementation

in mobile systems, where energy efficiency is of paramount importance.
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Neuromorphic computing platforms present a compelling and energy-efficient alternative

for conducting training and inference in neural networks, especially in power-constrained

mobile systems [64]. These systems emulate the brain’s event-driven dynamics, distributed

architecture, and massive parallelism, effectively addressing the limitations of traditional von

Neumann computing architectures [69]. With synaptic plasticity capability, neuromorphic

hardware can perform training and inference online, relying on local information [25, 32].

This feature makes them particularly appealing for tasks that necessitate rapid adaptation

to new data. Despite significant technical advancements in neuromorphic learning hardware,

the practical role of learning and synaptic plasticity in such systems remains challenging.

Gradient-based learning, in particular, is notoriously slow, demanding numerous iterations to

achieve satisfactory generalization. Moreover, synaptic plasticity operates in an online and

local manner, which breaks the i.i.d. assumptions required for neural network convergence

when attempting to learn online with streaming data.

We adopt a pragmatic and realistic approach to learning in neuromorphic hardware, harness-

ing the strengths of both conventional and neuromorphic hardware. Specifically, we employ

pre-training of networks on GPUs for a particular set of tasks and subsequently fine-tune

the final layer on neuromorphic hardware [162]. By doing so, we effectively offload the non-

local and energy-intensive phases of learning to a cloud or mainframe, while deploying the

data-sensitive aspects of learning on neuromorphic hardware. To achieve this, we leverage

recent theories that integrate machine learning principles with SNNs and few-shot/transfer

learning. Our approach is successfully demonstrated through fast online learning of real-

world visual patterns from streaming data on a neuromorphic processor. For pre-training,

we utilize a functional model of an Intel Loihi neuromorphic processor, and during deploy-

ment, the model is fine-tuned on the processor itself using local synaptic plasticity rules. The

primary contribution of this work lies in the development of few-shot Surrogate Gradient

Online Error-triggered Learning (SOEL) [162], a plasticity rule compatible with neuromor-

phic hardware. We derive this rule from gradient-descent on SNNs and efficiently implement
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it using signals local to the neuromorphic cores. Rather than backpropagating through the

network, SOEL computes local errors between pre- and post-synaptic neurons by propagat-

ing gradients forward in time [125]. Overall, our novel approach bridges the gap between

conventional and neuromorphic hardware, paving the way for enhanced learning capabilities

while capitalizing on the unique advantages offered by neuromorphic systems.

Temporal continuity is an essential property in the brain, but continuous weight updates can

be both energetically costly and susceptible to dynamical instabilities, particularly when

updating a large number of weights. A recent advancement in Surrogate Gradient (SG)

learning for spiking neurons proposes an alternative approach, indicating that continuous

updates at every timestep might not be necessary. Instead, weight updates are triggered

solely by task errors, leading to error-triggered learning [135]. In error-triggered learning,

weight updates occur only when the error surpasses a threshold. This reduction in the

number of updates significantly decreases the computational burden while incurring only a

small penalty on the final accuracy.

Despite this improvement, error-triggered learning still faces catastrophic forgetting in the

context of online learning. Catastrophic forgetting occurs when the data-generating process

for training the neural network is non i.i.d., which is the case in online learning where

streamed data is correlated. To overcome this challenge, various approaches can be employed,

such as increasing the complexity of neurons and synapses [200, 81], utilizing experience

replays [116], or adopting meta-learning and related few-shot learning techniques [5]. Here

we take a few-shot learning approach to overcome the challenge. Our approach to few-shot

learning is two-fold: first we pre-train a model on the class of problems of interest, then we

make (presumably) few error-triggered updates to enable the model to learn new but related

tasks quickly and effectively.

To achieve error-triggered learning on neuromorphic hardware, we implemented the SOEL

algorithm, an extension of the capabilities of SG and error-triggered learning, enabling rapid
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Figure 3.1: Experimental setup. During a pre-training phase, the Loihi compatible convolu-
tional network is trained on a computer using an event-based gestures dataset, the functional
simulator, and SLAYER/BPTT. In this work, the pre-training dataset consisted of the IBM
DVS Gestures dataset recorded using a DVS128 camera. The entire network along with
quantized parameters of the functional simulation are then transferred onto the Loihi cores.
During deployment, new gestures recorded using a DAVIS are streamed to an Intel Kapoho
Bay. Few-shot learning is performed on the final layer using on-chip SOEL. The deployed
network, including inference and training dynamics are performed on the Loihi chips. Dashed
orange arrows indicate the extent of the spatial credit assignment, and thus which layers are
trained in each of the two phases. Figure adapted from [162]
.

and efficient few-shot learning [162]. Our demonstration of SOEL has been carried out on

the Intel Loihi Neuromorphic research chip, leveraging its specialized local plasticity proces-

sors to execute weight updates. SOEL represents a significant advancement over a previous

implementation [161], effectively addressing and resolving issues to enhance the overall per-

formance of the learning process. By pushing the boundaries of error-triggered learning and

leveraging the capabilities of neuromorphic hardware, our work opens up new possibilities

for rapid adaptation and few-shot learning in intelligent systems. These advancements have

promising implications for real-world applications, where swift adaptation to novel tasks is

of utmost importance.
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3.1 SNN Model

The primary aim of few-shot learning is to equip the model with the ability to generalize

effectively from minimal examples. By incorporating transfer learning into the training of

few-shot learning models, both in traditional Artificial Neural Networks (ANNs) and deep

Spiking Neural Networks (SNNs), we achieve greater generalization on the target domain

using only a few examples [141, 153, 162]. While previous work has shown increasing success

in training SNNs using spike-based gradient descent on a variety of tasks, they are trained and

tested offline just like ANNs and do not demonstrate online on-chip learning on neuromorphic

hardware. [65] demonstrated rapid online on-chip learning using the Intel Loihi neuromorphic

research chip but did not use spike-based gradient descent. To our knowledge this work is the

first to demonstrate online, on-chip gradient-based learning on a neuromorphic processor.

Using mid-air gestures as a case study we show the success of rapid online learning using

SOEL which can be used for applications that require online adaptation. The neural network

model neurons use the CUBA LIF dynamics described in Equation 2.1 in Section 2.1.4.

3.2 Gradient-based Training of SNNs

A number of recent methods for training SNN using gradient descent have recently emerged.

The mathematical principle of gradient descent lies on incrementally updating the parame-

ters in the direction opposite to the gradient of a loss function. As mentioned in the previous

chapter, difficulties of training SNNs arise due to the spatio-temporal credit assignment prob-

lem and the non-differentiability of the activation function. The spatial credit assignment

problem arises when the parameters of neurons with no direct target are trained. The tem-

poral credit assignment arises organically due to the temporal dependencies (dynamics) of

spiking neurons. For example, the effect of an input spike at a particular time affects the
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Figure 3.2: Temporal credit assignment of an error at a point in time during SLAYER
backpropagation.

membrane potential of a spiking neuron in the future. The magnitude of the effect is de-

termined by the normalized post-synaptic response (PSP) of the synapse. The PSP of a

synapse is a weighted exponential decay trace of the activity of synapses. Because v and u

of the CUBA LIF model are linear with respect to the network layer weights Wij, the weight

projecting from pre-synaptic neuron i to post-synaptic neuron j, the dynamics of vj can be

rewritten as:

vj(t) =
∑
i∈pre

WijPi(t),

τmem
d

dt
Pi(t) =− Pi(t) +Qi(t),

τsyn
d

dt
Qi(t) =−Qi(t) + Si(t).

(3.1)

The states P and Q describe the traces of the membrane and the current-based synapse,

respectively. For each incoming spike, each trace undergoes a jump of height 1 and otherwise

decays exponentially with a time constant τmem (for P ) and τsyn (for Q). Weighting the trace

Pi with the synaptic weight Wij results in the PSPs of neuron j caused by input neuron i.

As a consequence, during learning, the credit of the error at a given point of time must be

assigned to the input synapse at some point in the past. One factor to the magnitude of

this temporal credit assignment is proportional to the normalized post-synaptic response,

reversed in time. An illustration of this temporal credit assignment policy is shown in Figure

3.2.
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Here we reiterate the surrogate gradient factors for global cost function L(SN) defined on

the spikes SN of the top layer and targets Y described by equation 2.2 in section 2.3.1.

∇Wij
L(SN) =

∂L(SN)

∂Sj

∂Sj
∂vj

∂vj
∂Wij

. (3.2)

We discuss the three factors in the context of few-shot learning for classification problems.

For didactic reasons, we proceed first with the second term, then the first term, then the third.

The second term is the derivative of the activation function of the spiking neuron which is

non-differentiable. As discussed earlier, the SG approach consists in using a smooth surrogate

function in place of the non-differentiable step function, such as the boxcar function [123, 74].

The first term on the right-hand side describes how the loss changes as the spiking states

in the network, Si, change. If the loss function is the mean-squared error and the network

consists of only one layer, the first term becomes the task error (Yj−SNj ). Computing ∂L(SN )
∂Si

for hidden layers is non-trivial and equivalent to solving a spatiotemporal credit assignment

problem. Two methods exist to solve this problem: (1) it can be computed offline using

gradient backpropagation on the time-unfolded graph (i.e., BPTT), or online by using local

loss functions [74]. The third factor significantly enhances learning by effectively projecting

task-specific errors to the neurons [9] allowing for the use of an error driven loss function

with gradients in a similar manner to ANNs. Therefore the third factor bridges the worlds of

deep Artificial Neural Networks (ANNs) and deep Spiking Neural Networks (SNNs) without

resorting to oversimplified assumptions about the latter. This work uses a combination of

offline and online SNN learning, namely SLAYER and SOEL for pre-training hidden layers

and online three-factor rules for learning in output layers, respectively. In the following

sections, we provide further detail about these two learning methods.
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3.3 SLAYER Offline Training for Loihi

SLAYER is a gradient computation method for training deep SNNs directly in the spiking

domain [154]. It treats the inputs and outputs of the SNN as temporal signals and backprop-

agates the error at the output layer accordingly. There are two basic guiding principles in

SLAYER: Temporal error credit assignment, and the surrogate gradient. Temporal credit as-

signment is done by unfolding the temporal dynamics in time and backpropagating through

the unfolded graph. Further, it is typical for the normalized post-synaptic response to decay

to practically zero after some time. Therefore, it is sufficient in practice to apply temporal

error credit assignment only up to a finite point in history. SLAYER uses a proxy function

as an approximation of spike function derivative, similar to the surrogate gradient learning

described in Section 3.2. These principles form the essential link in the computational graph

used to calculate the gradients of the weights of the SNN and train it using standard deep

learning optimization methods.

SLAYER PyTorch1 also supports training an SNN with the CUBA leaky integrate and fire

neuron model compatible with the Loihi chip. For one-to-one mapping of the trained network

in Loihi hardware, the SNN is modeled with a functional Loihi simulator and the normalized

post-synaptic response is used for temporal error credit assignment during backpropagation.

In addition, since Loihi only supports integer weights, a strategy of full precision shadow

weights [61, 26] is used, which are quantized during the forward inference phase only. The

computational blocks for SLAYER-Loihi training are shown in Figure 3.3.

]

1https://github.com/bamsumit/slayerPytorch
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Figure 3.3: Computational blocks for offline pre-training of SNN for Loihi using SLAYER.
The SNN is modeled with a functional Loihi simulator and the normalized post-synaptic
response is used for temporal credit assignment. Since Loihi uses integer weights full precision
shadow weights are quantized and used during the forward inference phase.
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3.4 SOEL Online training with Loihi

Online training on physical substrate requires all the information necessary for computing

the gradient to be available at the synaptic plasticity processor. The first two terms of

equation 2.2 discussed in section 2.3.1 are errors and postsynaptic states. The last term in

equation 2.2 can be computed from the neuron dynamics such as the CUBA LIF used in

SLAYER and Loihi described in section 2.1.4. Therefore, we are left with the following three

factors:

∇Wij
L(S) = −(Yj − Sj)σ′(vj)Pi. (3.3)

Provided that pre-synaptic traces Pi, membrane potential vj and errors are available at the

synapse, learning can be performed locally as a synaptic plasticity rule. In computational

neuroscience, rules of this type are referred to as three-factor rules [49]. Three-factor rules are

consistent with biological synapse dynamics and constitute a normative theory of learning

in the brain.

Equation 3.3 prescribes updates at every timestep. While this is consistent with biological

dynamics, it is not efficient in hardware. Updates can instead be made when the error

(Yj −SNj ) crosses a threshold, thus forming a binary “error event” [135]. This is reminiscent

of STDP, where updates are triggered when pre-synaptic or post-synaptic neurons events

occur [12]. Here, updates are instead triggered by error events. Error-triggered learning

allows the conditional activation of the plasticity operations, which can drastically reduce the

footprint of online learning. Recent work showed that the number of updates can be reduced

by 20 fold for a small loss in accuracy [135]. Using a piecewise SG function, Bj = σ′(vj)

becomes a box function where Bj ∈ {0, 1}. Then, the SOEL rule can be written in the

following compact, three-factor form:

∇Wij
L(SN) ∝ −EjBjPi. (3.4)
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where Ej is a integer error event for neuron j.

Intuitively, SOEL can be interpreted as follows. If err is higher than θ, meaning the neuron

is spiking at too high a frequency, then there is a positive error and the weight of the synapse

will be penalized. Conversely if err is below −θ then the weight of the synapse weight will be

increased. The term σ′ (the “second factor” in equation 3.3) cannot be implemented directly

on the Loihi because the membrane state is not available at the plasticity processor. Since

only the final layer N is trained, setting this term to 1 regardless of the membrane value

only has the effect of continued learning even after the neuron output saturates in either

direction. This strategy, referred to straight-through estimator in the machine learning field,

has the disadvantage of yielding biased estimated of the gradients, but the advantage of

faster learning since every error leads to an update. Since our goal is to perform fast, one-

shot learning, SOEL implemented here uses a straight-through estimator. The full learning

rule can then be expressed as:

Wij = Wij + η(Ej − C)P, (3.5)

where Wij is the synapse from pre-synaptic neuron i to post-synaptic neuron j, η is the

learning rate, Ej is the error, and Pi is the pre-synaptic trace. The learning rule can be

implemented in Intel Loihi as:

X1
i [t+ 1] = α1X1

i [t] + S1
i ,

X2
i [t+ 1] = α2X2

i [t] + S2
i ,

Yj[t] = Ej[t],

∆Wij = η(X2
i [t]−X1

i [t])(Yj[t]− C).

(3.6)

Here, X2 and X1 are pre-synaptic trace variables available in the Loihi whose subtraction

in the third equation yields the second order kernel equivalent to Pi in equation 3.1.

Pi[t] ∝ (X2
i [t]−X1

i [t]). (3.7)
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A Loihi Lakemont core computes the spike count S̄ and evaluates errj at regular intervals T .

If the error exceeds the threshold θ, the post-synaptic trace value in the plasticity processor,

Y , is written with the error Ej and a plasticity operation is initiated. As in equation 3.9, C

is a constant bias term to account for negative error because traces cannot be negative.

Table 3.1: Network architecture.

Layer Kernel Output Training Method
input 128×128×2 DVS128/DAVIS240C (Sensor)

1 4a 32×32×2

SLAYER (BPTT)

2 16c5z 32×32×16
3 2a 16×16×16
4 32c3z 16×16×32
5 2a 8×8×32
6 - 512

output - N SOEL

Notation: Ya represents ~YxY~ sum pooling, XcY z represents X convolution filters (YxY) with zero padding. N is the number
of classes, which is task-dependent.

3.5 Online few-shot learning using SOEL plasticity for

Loihi

SOEL requires the pre-synaptic trace P to be a second-order linear filter. Second-order

kernels can be implemented as a subtraction of the two first-order kernels [48]. This sub-

traction is enabled by the sum-of-products formulation of the plasticity rule (Equation 2.7).

The error, errj, is computed with the post-synaptic neuron using the following:

errj[t] = Y − S̄j[t] (3.8)

where Y is the target, S̄j =
∑T

t−T Sj[t] is defined here as the number of post-synaptic spikes

by neuron j in the previous T timesteps. T is a constant number of timesteps that is a

fraction of the total presentation time of the sample. This number determines the rate at

which errors are computed.
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Using a spike-count instead of spike states is an approximation because the update will be

subsequently made using the states in the final timestep, i.e., Pi[t]. However, for T smaller

than the neuron and synaptic time constants, Pi[t] will not vary much during this time

window, and the approximation will remain close to the exact case. Since the post-synaptic

trace is not necessary for the SG rule, SOEL writes the error on the same register used for the

post-synaptic trace. This enables the error value to be available in the plasticity processor

for learning. On the chip, post-traces can only be positive but errors can be both positive

and negative. This problem is solved by offsetting the weight updates with a constant term

C.

Ej[t] =


C + errj[t], if errj > θ or < −θ

C, otherwise

(3.9)

where θ is an error threshold.

We trained a spiking CNN using SLAYER for Loihi (figure 3.1) on the DVS Gesture

dataset [4]. It has eleven output gestures, out of which six (the even classes) were used

for offline training using SLAYER. The input is a 128×128 spatial event with two polarities

(on and off). The spiking CNN architecture shown in table 3.1 consisted of 7 layers. The

input spikes are OR’ed in 1 ms time bins and then fed to the network. N refers to the

number of output classes, which depend on the experimental conditions.

The threshold for all the neurons were set to 80×26 and the current decay and voltage decay

were set to 1024 (time constant of 32ms) and 128 (time constant of 4ms) respectively. The

weights of the network were trained to be in the set {−256,−254, · · · , 254} i.e., 8 bit signed

weights with step of 2.

The network was pre-trained for 2000 epochs. For better generalization performance, the

input was augmented during training: x-y jitter of up to 8 pixels, rotation jitter of up to 10◦,
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and random sampling of 1450ms spike sequence. The Nadam [37] optimizer was used with

a learning rate of 0.003 and default β = (0.9, 0.999). The network without the final fully

connected output layer (layers 1–6), is the feature extraction network which is subsequently

used in our on-chip learning experiments described below.

3.6 Results on the Loihi

We present a system for online learning of gestures from DVS data using only a few shots.

Our workflow consist of a pre-training phase, followed by a deployment phase. The pre-

training phase uses SLAYER and its functional Loihi simulator to train a Loihi compatible

convolutional network on a GPU. For our targeted human gesture recognition application,

we use the event-based IBM DVS Gestures dataset to pre-train this network. The trained

network and quantized parameters are then transferred to the Loihi cores. During deploy-

ment on Loihi, few-shot learning of new gestures is performed on the top layer on-chip with

SOEL. The algorithm implementation of SOEL on Loihi is described in algorithm 1. The

system is shown in figure 3.1 and its components are detailed in the following subsections.

The datasets used in this work are obtained using neuromorphic sensors, namely the DVS

and DAVIS cameras. In our experiments we use data from a DVS 128, and a DAVIS 240C

[15]. The IBM DvsGesture dataset used here for pre-training consists of recordings of 29

different individuals performing 10 different actions such as clapping and an unspecified

gesture for a total of 11 classes. The actions are recorded using a DVS camera, an event-

based neuromorphic sensor, under three different lighting conditions. The task is to classify

an action sequence video. Samples from the first 23 subjects were used for training and

the last 6 subjects were used for testing. The training set contains 1078 samples and the

test set contains 264 samples. Each sample consists of the first 1.45 seconds of the gesture

performed. Visual input to the model was recorded with either a DVS 128 in the case of the
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IBM DVSGesture2 dataset [4] or with a DAVIS 240C [15] in the case of real-world gestures.

The network was pre-trained data recorded with a DVS 128, which has a smaller resolution

compared to the more recent DAVIS 240C. During experiments involving input live-streamed

from a DAVIS 240C to an Intel Kapoho Bay, data was scaled down to the same dimensions as

the DVS 128 before being input into the network. Data was taken by one subject under three

different lighting conditions, natural light from the sun, incandescent light, and fluorescent

light which is shown in figure 3.5.

We used SOEL to train and test the last layer of the neural network pre-trained with SLAYER

on 6 of the 11 gestures from the DVSGesture dataset, training the last layer with only a

few-shots, ranging from 1 to 20, of the remaining 5 gestures of the dataset for a few-shot 6+5

way gesture classification task. The 6 refers to the 6 gestures the network is pre-trained to

classify using SLAYER, and the 5 refers to the 5 new gestures we are training the last layer

of models on using only a few-shots. “Train” refers to classification accuracy on training

samples using saved weights with plasticity disabled. “Test” is the classification accuracy

on the samples held out of the training procedure. Models were trained on one, five, or

twenty shots of data and then tested on 100 held out samples. The results are obtained

from performing a 5-fold cross-validation. A gesture is considered correctly classified if the

desired neurons spike frequency is highest during the presentation time. We compare the

accuracy of the model using SOEL to two other models, one whose last layer is trained

using vanilla SGD used in [161] and another whose last layer is trained using SLAYER. Each

model was trained on samples from the DVSGesture test dataset, and tested on samples

from the test dataset not seen during training. Table 3.2 shows the accuracy comparisons of

the different models trained on the few-shot 6+5-way gesture classification task. The results

show the SOEL trained network is overall better than the vanilla SGD method from [161],

achieving on average significantly better results at test time after seeing only one shot of

training data, and better generalization. However while SOEL does better at training time

2The DVS Gesture dataset is used under a Creative Commons Attribution 4.0 license.
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on 1 shot experiments than the pure SLAYER network, SLAYER is better at generalizing

than SOEL. This could be due to the SOEL model tending to over-fit on samples presented

and the straight-through estimator. For similar reasons, we speculate that the accuracy of

the SOEL model is more variable than SLAYER. When overfitting, samples that deviate too

much from those samples will be more likely to be classified incorrectly, but all experiments

show SOEL to be significantly better than our previous implementation [161]. We also

compare the time taken and energy consumption needed for SOEL and [161] to train each

gesture shown in table 3.3. The results indicate that SOEL uses more energy but takes

less time to train and achieves higher accuracy than [161] using normal surrogate gradient

descent. Because the Intel Kapoho Bay does not support energy probing, energy and time

measurements were taken with an Intel Nahuku board consisting of 32 Loihi chips.

Algorithm 1: SOEL

Result: Error-triggered Synaptic Plasticity
θ = 0;
if neuron i is learning then

S̄j ← S̄j + Sj;
errj ← Y − S̄j;
if errj > θ or errj < −θ then

Ej ← C + errj
Wij ← Wij − η(Ej − C)Pi;
increase θ by constant;
S̄j ← 0;

else
decrease θ by constant;

end

end

3.7 Real-World Gesture Learning

In addition to the few-shot 6+5 way classification we also tested SOEL in a real-world gesture

learning and recognition setting. To demonstrate rapid online gesture learning in a real-world

setting we streamed gesture data in real time from a DAVIS 240C sensor connected to an
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Figure 3.4: Dynamics of one learning neuron when learning a new gesture. Only a subset
of the synaptic weights W are shown. The weights only change when P0 is non-zero during
a learning epoch. The current I, and membrane potential U of the learning neuron are
shown over the duration of the sample. Spikes are shown as grey vertical lines overlaying
the membrane potential plot.

Table 3.2: 6+5-way few-shot classification on the DvsGesture dataset

Dataset Learning Method Shots Train Test

DVSGesture

SOEL [162]
1 96±4% 64.7±4.6%
5 88±5.2% 65.1±5.1%
20 87.7±2.3% 80.2±4.3%

SGD [161]
1 40% 40%
5 60% 43.3%
20 73.5% 56.2%

SLAYER [154]
1 78.5±2.6% 83.5±2.32%
5 95.9±1% 83.5±2.9%
20 99.7±.3% 91.2±1.9%
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Table 3.3: Comparison of time and energy taken for learning one gesture

Measurement SOEL [162] SGD [161] % Diff
Learning Time (s) .037 .31 -87.71%
Learning Energy (mJ) 167.58 37.04 358.46%
Learning Power (mW) 6.18 11.48 -46.17%
Total Time (s) 1.04 1.21 -14.23%
Total Energy (mJ) 481.98 323.2 49.13%
Total Power (mW) 511.65 391.07 30.83%

Intel Kapoho Bay. For the experiment we tested one subject in a single lighting condition

where the subject was under fluorescent light. The neural network model on the Kapoho

Bay was pre-trained on all 11 gestures of the DVSGesture dataset using SLAYER, but the

last layer is reset, made plastic, and trained using SOEL. The task was to train the network

to classify 10 predetermined gestures outside of the DVSGesture dataset using as few shots

as possible. Figure 3.5 shows an example of the learning and inference of the gestures. After

being shown a gesture for a one second presentation, the network is able to classify other

samples of the gesture. Additionally, training other gestures does not interfere with the

networks ability to classify previously learned gestures. However, performance can degrade

if the learned gestures spatially overlap because unique gestures within the same space may

be seen as the same gesture.

The results of which some are shown in figure 3.5 demonstrate the capability of the SOEL

learning rule to perform rapid few-shot learning on a neuromorphic processor from real-world

data. A link to a video showing a live demonstration of the rapid learning of 10 new gestures is

here https://drive.google.com/file/d/1JR161oJxEGS Rrxvz3mvazZOj2U1qBhV/view?usp=sharing.

3.8 Discussion

We presented SOEL, a new surrogate gradient based learning algorithm for few-shot online

learning on an Intel Loihi neuromorphic processor using gesture recognition as a case study.
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Figure 3.5: Rapid online learning of gestures using data streamed from a DAVIS240C to
an Intel Kapoho Bay. The upper part of the figure shows a person performing a gesture
in front of a DAVIS240C, and the corresponding DAVIS240C output events shown in blue.
The histogram shows the spiking frequency of each neurons response to the presented gesture
after learning. After only a single one second presentation of each gesture the network can
correctly classify the gestures it trained on.

To accomplish this we first pre-trained an Intel Loihi compatible SNN on a GPU using

the current state-of-the-art SLAYER method, and then deployed the network on an Intel

Kapoho Bay and retrained the last layer on few-shots of data using SOEL. We found that
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like with ANNs, using a pre-trained network for transfer learning with SNNs significantly

boosts few-shot learning accuracy. While we have achieved real-time online gesture learning

using SOEL, there are limitations to our method. Currently, SOEL only supports training

the last layer of the network. Being a local learning rule, SOEL only has information from

pre- and post-synaptic neurons within its layer. Therefore training other layers will incur

the spatial credit assignment because the neurons will not have a direct target to train on

outside of the last layer. Consequently, if the signal is not separable in the penultimate layer

then the last layer cannot learn. This can be potentially solved using layer wise local loss

functions [74] and is beyond the scope of this article. Another limitation stems from the

approximations made with the SOEL algorithm. First, the algorithm assumes that states do

not change across the time window in which the error is calculated. This is beneficial to speed

up training and can be adjusted to match the error dynamics. Second, due to limitations

of the plasticity processor, the second term of the three factor rule cannot be implemented

exactly and is instead ignored (set to one). These two approximations are likely to reduce

the accuracy of the final result. The few-shot learning experiments using SOEL on gesture

data with the Intel Loihi neuromorphic processor are slightly worse compared to training

the last layer using GPU SLAYER. This discrepancy is expected since SOEL yields biased

estimates of the gradients. The bias in the estimates is caused mainly by the straight-through

estimator, and the approximate spike count loss which is computing using the neural states

of the last time step. Furthermore, the discretization of neural and synaptic states, and

limited range of effective learning rates further widen the gap between GPU simulations and

Loihi simulations. However, in the regime of interest, e.g. between one shot and five shots,

the discrepancy remains acceptable. Furthermore, they are a major improvement from our

previous work. Unlike vanilla SGD, which learns at every timestep, SOEL only learns when

there is sufficient error to trigger learning. This error-triggered learning helps prevent weight

saturation and catastrophic forgetting leading to increased accuracy. However the increased

accuracy of SOEL comes with an increase in power consumption when compared to vanilla
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SGD of the previous implementation from [161]. We speculate that the power consumption

for gesture recognition using SLAYER with a GPU is at least an order of magnitude higher

than using SOEL with the Intel Loihi. Additionally we also showed SOEL is capable of

few-shot learning from real world data. These experiments also showed SOEL was able to

adapt to the differences of data taken from both a DAVIS 240 and a DVS 128 and was able

to learn using data from both.

While few-shot online learning with SOEL was successful, the final accuracies on the gesture

data the model was tested on were low for one or a handful of shots which is not practical

for real-world deployment. In the next chapter we explore how this problem was overcome

through the deployment of bi-level learning and meta-learning.
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Chapter 4

Meta-Learning with Surrogate

Gradients for Neuromorphic

Hardware

4.1 Introduction

Rapid adaptation to unfamiliar and ambiguous tasks are hallmarks of cognitive function and

long-standing goals of Artificial Intelligence (AI). Neuromorphic electronic systems inspired

by the brain’s dynamics and architecture strive to capture its key properties to enable low-

power, versatile, and fast information processing [111, 69, 31]. Several recent neuromorphic

systems are now equipped with on-chip local synaptic plasticity dynamics [25, 137, 32].

Such neuromorphic learning machines hold promise to building fast and power-efficient life-

learning machines [124].

Here, we demonstrate that gradient-based meta-learning on SNNs can solve these prob-

lems in practical cases with technological interest, and are particularly well suited to the
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constraints of neuromorphic hardware and online learning (Fig. 4.1). To do so we com-

bine Model Agnostic Meta Learning (MAML), a second-order gradient-based method that

optimizes the network hyperparameters, and the surrogate gradient method [125]. Two in-

gredients were key to the results of our work. First, surrogate functions used to estimate

SNN gradients can be made twice differentiable, hence are suitable for second-order learning

as in MAML. Second, the definition of suitable event-based datasets to demonstrate meta-

learning on SNNs. While MAML had been previously applied to SNNs, prior work focused

on meta-training Hebbian STDP dynamics on non-event-based datasets which do not take

any advantage of the event-based nature of SNNs [188]. Furthermore, surrogate gradient

learning implementing stochastic gradient descent can be implemented as a form of three-

factor learning [49, 197, 74, 11] that vastly exceeds the performance of classical STDP, while

being compatible with neuromorphic hardware implementations [135, 27]. As our results

suggest, the meta-training of SNNs using the surrogate gradient method can be used as a

tool to adapt and tune synaptic plasticity circuits.

We study the SNN MAML approach in the context of few-shot learning, whereby a model

is trained on a set of labeled tasks drawn from a given domain of tasks to adapt to unseen

ones of the same domain using a small number of samples and iterations. Examples of

few-shot learning are learning novel hand or body gestures, agents learning to take new goal-

driven actions in a new maze, or optimizing automatic speech recognition to the individual

pronunciation of the subject.

One important obstacle to meta-learning research in neuromorphic engineering is the lack of

suitable datasets. Neuromorphic hardware implementing SNNs is most suitable to processing

event-based datasets and loses most of its salient features when applied to static data [31].

The Omniglot [87] and MiniImagenet [179] datasets have been pivotal in pushing the field

of meta-learning ahead. However, there exists no event-based dataset that is comparable

to Omniglot or MiniImagenet where modeling dynamics are crucial to solving the problem.
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The recently published N-Omniglot dataset partially fills this gap [97]. Taking inspiration

from existing meta-learning benchmarks that fuse multiple datasets [168], we define new

benchmarks that consist of combinations of event-based datasets recorded using neuromor-

phic vision sensors. We demonstrate performances that are comparable to the performance

of conventional neural networks trained on these datasets. We note here that the goal of

this work is not to exceed the performance of conventional ANNs, but to demonstrate that

MAML can successfully be used in the regime corresponding to gradient-descent of SNN

dynamics, and thus to fine-tune synaptic plasticity circuits. We demonstrate the latter

by training an approximate gradient-based synaptic plasticity rule previously employed in

neuromorphic hardware.

Finally, we analyze the updated statistics, which reveal that the MAML not only results

in fast learning but does so using large weight updates. These results have promise for

online learning using low-precision weight memory, and are reinforced by meta-learning

using differentiable quantization techniques.

Specific Contributions

This work provides 1) a method of parameter initialization that enables neuromorphic hard-

ware to few-shot learn new tasks; 2) a method to construct meta-datasets using data taken

from the DVS neuromorphic sensor, with two examples made publicly available: Double NM-

NIST, Double ASL-DVS, N-Omniglot; and 3) the effectiveness of second-order meta-training

of SNNs synaptic plasticity rules. This work is thus a stepping stone towards implementing

MAML with SNNs in neuromorphic hardware for fast adaptation to streamed event-based

sensor data.
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Figure 4.1: Meta-Learning for SNNs using Surrogate Gradients. In the first phase, an SNN
or a functional simulator of a neuromorphic hardware’s SNNs is meta-trained using surrogate
gradient methods on a class of tasks Ti stored on a computer. The goal of meta-training is to
learn an initial parameter set θ∗0 such that out-of-sample tasks (e.g. θ1

n, θ2
n, θ3

n, ...θ∗n) can be
learned quickly. In the envisioned application, θ∗0 would be learned offline on a conventional
computer and learning/adaption would take place at the edge, using neuromorphic sensing
and processing.

4.2 Methods

4.2.1 Model Agnostic Meta-Learning

For training and evaluating our SNNs we use the MAML method described in Section 2.7. In

our experiments, we use the ADAM optimizer for the outer loop loss function and vanilla SGD

for the inner loop loss. This choice is motivated by a hybrid learning framework whereby

the outer loop training can occur offline with large memory and compute resources (e.g.

ADAM which requires more memory and compute), whereas the inner loop is constrained

by hardware at the edge. The model is validated and tested on T val and T tst, respectively.

In the following, we describe the SNN model used with MAML.
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4.2.2 MAML-compatible Spiking Neuron Model

The neuron model used in the SNNs in our work follows Leaky Integrate & Fire (LIF)

dynamics as described in [74]. For completeness, we summarize the dynamics of the neuron

model here:

uti =
∑
j

wijp
t
j − ρrti + bi,

sti = Θ(uti),

pt+∆t
j = αptj + (1− α)qtj,

qt+∆t
j = βqtj + (1− β)stj,

rt+∆t
i = γrti + (1− γ)sti,

(4.1)

where ui is the membrane potential, wij are the synaptic weights between pre-synaptic neuron

j and post-synaptic neuron i and ∆t is the timestep. Neurons emit a spike sti at time t when

the threshold of their membrane potential Θ(uti) is reached. Θ(uti) is the unit step function,

where Θ(ui) = 0 if ui < uth, otherwise 1. p and q describe the traces of the membrane

potential of the neuron and the current of the synapse, respectively. For each incoming spike

to a neuron, each trace undergoes a jump of height 1 and decays exponentially if no spikes

are received. The constants

α = exp(− ∆t

τmem

), β = exp(− ∆t

τsyn

) and γ = exp(−∆t

τrfr

) (4.2)

reflect the time constants of the membrane p, synaptic q, and refractory r dynamics. Weight-

ing the trace pj with the synaptic weight wij results in the Post-Synaptic Potential (PSP)

of post-synaptic neuron i caused by pre-synaptic neuron j. The constant bi is a bias current

representing the intrinsic excitability of the neuron. The reset mechanism is captured by

the dynamics of ri, and the factors τmem,τsyn and τref are time constants of the membrane,

synapse, and reset dynamics respectively. Note that 4.1 is equivalent to a discrete-time

version of the SRM with linear filters [47].
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Figure 4.2: Top: Examples of Double N-MNIST tasks. Each sample contains a combination
of two N-MNIST digits to make two-digit numbers. Bottom: Examples of Double ASL-DVS
tasks. Each sample contains a combination of two ASL-DVS letters. In all examples, the
images are DVS events summed over 100ms into frames.

To compute the second-order gradients, MAML requires the SNN to be twice differentiable.

However, the spiking function Θ is non-differentiable. The surrogate gradient approach,

where Θ is replaced by a differentiable surrogate function σ for computing gradients, has

been used to successfully side-step this problem [125]. For MAML, the surrogate function can

be chosen to be a twice differentiable function. Although many suitable surrogate gradient

functions exist, the fast sigmoid function described in [201] strikes a good trade-off between

simplicity and effectiveness in learning and is twice differentiable: σ′(x) := 1
(β|x|+1)2

. All

simulations in this work use the fast sigmoid function as a surrogate function.

Because SNNs is a special case of recurrent neural networks, it is possible to apply Au-

tomatic Differentiation tools for implementing the gradient [10, 134]. This also applies to

the calculation of the second-order gradients needed for backpropagating the gradient of the

inner loss.

4.2.3 Datasets

We benchmark our models on modifications of datasets collected using event-based vision

sensors [98, 138], the Neuromorphic MNIST (N-MNIST) [132], and the American Sign Lan-

guage Dynamic Vision Sensor (ASL-DVS) [13] datasets. NMNIST consists of 32×32, 300ms

long event data streams of MNIST images recorded with an ATIS Camera [138]. The dataset
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contains 60,000 training event streams and 10,000 test event streams. From the N-MNIST

dataset, we create Double N-MNIST datasets. Each event stream of Double N-MNIST is a

combination of two N-MNIST event streams to make 64×32, 300ms long event data streams

of double-digit numbers that are downsampled to 32 × 16, 100ms long event data streams.

Because there are ten digits in the original N-MNIST dataset, 100 different double-digit num-

bers can be created. These 100 different numbers can be used to create a meta-dataset with

K=100 tasks, where each double-digit number represents one task. To train and evaluate the

performance of meta-trained models we use an N-shot K-way few-shot learning approach. In

N-shot K-way learning the model trains on N samples, or shots, of K number of classes, out

of all of the available samples and classes in a dataset. The goal of this few-shot learning

method is to train models to be able to generalize after seeing as few samples as possible.

We create N-shot K-way meta training, meta validation, and meta-test Double N-MNIST

datasets from the training and test N-MNIST dataset. Each meta dataset consists of a

subset of the 100 total possible tasks. The meta training dataset contains 64 classes, the

meta validation dataset contains 16 classes, and the meta test dataset contains 20 red classes.

The ASL-DVS dataset contains 24 classes corresponding to letters A-Y, excluding J, in Amer-

ican Sign Language recorded using a DAVIS 240C event-based sensor [15]. Data recording

was performed in an office environment under constant illumination. The dataset contains

4200 240 × 180 100ms long event data streams of each letter, for a total of 100,800 sam-

ples. Like Double N-MNIST, each event stream of Double ASL-DVS is a combination of

two ASL-DVS event data streams to make 480 × 360, 100ms long event data streams of

two letters that are downsampled to 80 × 30, 100ms long event data streams. Out of the

24 classes, 576 different tasks consisting of double ASL letter event streams can be used to

create N-shot K-way meta datasets with each double ASL letter representing a task. From

the ASL-DVS dataset, we create Double ASL-DVS N-shot K-way meta training, validation,

and test datasets. The meta training dataset contains 369 red classes, the meta validation
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dataset contains 92 red classes, and the meta test dataset contains 115 red classes. Example

images from the Double N-MNIST and Double ASL-DVS datasets are shown in Fig. 4.2.

The N-Omniglot dataset [97] is a neuromorphic variant of the Omniglot dataset. The orig-

inal Omniglot dataset contains 1623 categories of handwritten characters, and 20 samples

for each category written by Amazon’s Mechanical Turk participants [86] and stroke data

was recorded. The N-Omniglot leveraged the stroke data to animate writing tracks on a

standard 60Hz display. A davis346 camera was then used to capture these spatiotemporal

visual patterns with µs timestamps [97]. The tracks for each character sample lasted several

seconds. Both spatial dimensions of the davis346 output was downsampled by a factor 10,

resulting in 2× 34× 26 dimensional event streams. To reduce the effect of the 60Hz flicker,

we downsampled the timestamp by a factor of 100000. Since the SNN is simulated on a time

step equivalent to 1ms, this means an acceleration by a factor of 100 with respect to the

davis346 operation, because 100 ms of the davis346 is used for 1 time step of the simulated

neuron. In comparison, the SNN baseline provided by the authors in [97] used an accelera-

tion factor that was varied between 333 and 1000. We used the same training and validation

split as with the Omniglot dataset. Note there there is no test dataset in this split.

For all datasets, gradients were truncated beyond the last 30ms from the end of the sequence.

Therefore, not all of the gradients are used across the time sequence for learning. 4.3 shows

explorations with a different number of truncation values showing that reducing the number

of truncation steps gradually reduced the accuracy, and truncation at the final step did not

converge. In 4.3 step size refers to the learning rate of the inner loop adaptation. The step size

is increased as the truncation is decreased to keep the learning rate constant proportional

to the truncation. Truncation at 30ms provided the best trade-off between accuracy and

memory footprint.
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4.2.4 Model Architecture

Table 4.1: SNN MAML Network Architecture

Layer Kernel NMNIST Output ASL-DVS Output N-Omniglot Output
input 32×16×2 80×30×2 34×26×2

1 32c5p0s1 32×16×32 80×30×32 34×26×32
2 2a 16×8×32 40×15×32 17×13×32
3 64c5p0s1 16×8×64 40×15×64 17×13×64
4 2a 8×4×64 20×7×64 8×6×64
5 128c5p0s1 8×8×128 20×7×128 8×6×128
6 2a 4×2×128 10×3×128 4×3×128

output - K=5 K=5 K=5

Notation: Ya represents YxY max pooling, XcYpZsS represents X convolution filters (YxY) with padding Z and stride S.

The architecture for all models trained are similar, consisting of three convolutional layers

and a linear output layer. The SNN model architecture used here followed closely existing

models for Deep Continuous Local Learning [74], and is summarized in Table 4.1. SNN

output membrane potentials are encoded into classes by using the output neuron with the

highest membrane potential as the classification.

4.3 Results

4.3.1 Few-shot Learning Performance on Double NMNIST and

Double ASL Tasks

For the Double NMNIST and the ASL datasets, we ran 5-way 1-shot learning experiments

on models trained using MAML. The MAML models were meta-trained on the meta training

tasks (T trn) with the meta validation tasks (T val) used to compute the loss gradient in the

outer loop. The meta-trained models were then tested on the meta-test tasks (T tst). A

summary of our results for each dataset is shown in Table 4.2. The results in Table 4.2

are obtained from averaging the inference performance of a meta-trained model over 10
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trials on the test datasets (Dtst) of the meta validation and meta test tasks. Each trial has

different random batches of data sampled from training tasks T trn and validation tasks T val

respectively. All experiments only used a single inner loop gradient step (i.e., in MAML N

was set to 1). Additionally, we compare the results of the SNNs to equivalent non-spiking

models meta-trained with MAML as well as SNNs trained with first-order MAML. First-

order MAML ignores all terms involving the second-order gradients and is thus similar to the

joint training of the tasks. This has the advantage of reducing the memory footprint required

for learning but is known to reduce the accuracy of the meta-trained model [41]. For the

non-spiking models, the input data is first converted from the address event representation

to static images by summing the events over the time dimension.

The results show that both spiking and non-spiking MAML achieve 1-shot learning perfor-

mance on the datasets comparable to the state-of-the-art performance shown by non-meta

models. The state-of-the-art test accuracy for standard non-meta model training on the NM-

NIST dataset with SNNs is 99.2±0.02% accuracy [154]. The SNN achieves 98.23±1.12% test

accuracy on Double NMNIST in a one-shot learning scenario. Our SNN network achieves a

test accuracy on the Double ASL-DVS dataset of 96.04 ± 2.31%. For both datasets, first-

order MAML performed significantly worse, highlighting the importance of differentiable

surrogate gradients for successful meta-training.

On average MAML on SNNs tend to match or outperform non-spiking MAML on event-

based datasets. This is likely because the dynamics of the SNN neurons are well suited for

processing and learning the Spatio-temporal patterns of the event-based data streams the

datasets are composed of.

77



Table 4.2: 1-Shot 5-Way Accuracy Results. Validation accuracy indicated accuracy over the
test datasets (Dtst) in the meta validation set T val and Test Accuracy indicates accuracy on
the meta test set T tst. FOMAML is First Order MAML which does not use second order
gradients therefore only needing one gradient update step instead of two.

Task Algorithm Validation Accuracy Test Accuracy

Double N-MNIST
MAML (SNN) 98.76±1.05% 98.23±1.12%
MAML (CNN) 99.09±.53% 98.35±1.26%

FOMAML (SNN) 92.59±1.0% 92.63±.74%

Double ASL DVS
MAML (SNN) 95.77±.88% 96.04±2.31%
MAML (CNN) 94.93±.92% 94.97±1.63%

FOMAML (SNN) 94.97±1.12% 94.27±.6%

Table 4.3: Effect of truncation of gradients on double NMNIST learning accuracy

Truncation Test Accuracy Step Size
50 98.32 % 1.0
30 98.46 % 1.0
15 98.44 % 2.0
10 97.66 % 3.0
5 98.16 % 6.0
1 34.20 % 15.0
1 29.59 % 30.0

4.3.2 One-shot Learning on the N-Omniglot Dataset

We tested the same model as above on the N-Omniglot dataset [97]. This dataset consists

of 1623 categories of characters, each repeated 20 times by a different writer. Stroke data

was used to drive a target on a screen, which was recorded by a neuromorphic vision sensor.

As in the work published by Li et al., we binned the data samples in space and time (see

methods).

On the 5-way, 1-shot task considered here, our MAML SNN outperformed all baselines

reported in Li et al. (Tab. 4.4).

The higher number of time steps is most likely the reason for the increased performance, as

our work sees more of the data, however the differences in the network architecture could
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Algorithm Time Steps Test Accuracy

MAML (SNN, this work) 100 93.01±.66%
MAML ([97]) 4 77.2±.4%

Siamese Net ([97]) 4 73.1±0.6%

Table 4.4: Comparison of Meta-learning Methods on the N-Omniglot Dataset

Figure 4.3: Example of how changing the number of inner loop training steps during meta-
testing affects the error of the meta-trained model. Accuracy increases as the number of
gradient steps increases and without adapting to a new task the model will have very high
error. Left: Double NMNIST. Right: Double ASL-DVS.

have influenced our higher performance as well.

4.3.3 Generalization of Learning Performance

MAML requires selecting hyper-parameters such as the number of update steps and the

learning rates. In real-world scenarios, the input constraints cannot be tightly controlled,

leading to potential mismatches with the MAML hyper-parameters. For example, in a real-

time gesture learning scenario, the parameter update schedule may not be tightly linked to

the time the gesture is presented. Here we study the ability of MAML trained SNNs to

generalize across different input conditions.

The ability of MAML to generalize learning performance across its settings, such as the

number of steps, has been previously documented for conventional ANNs [42].
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Figure 4.4: Example of how freezing layers of the network during inner loop adaptation does
not greatly impact learning performance. This supports the network is using feature reuse
as in [142]. Left: Double NMNIST. Right: Double ASL-DVS.

Here, we demonstrate that this feature extends to our SNN. Using an SNN MAML network

meta-trained on the Double NMNIST dataset, we varied the number of gradient steps dur-

ing inner loop adaptation on test data. The Fig. 4.3 shows how changing the number of

gradient steps during inner loop adaptation affects the one-shot 5-way learning performance

on each dataset. On both datasets, as the number of inner loop gradient steps increases the

performance increases. Therefore there is a trade-off between the computational overhead

of performing multiple gradient steps during one-shot learning and accuracy.

We also show how the learning performance is affected when layers of the network are frozen

during few-shot learning. Using a network meta-trained on the Double NMNIST dataset,

we progressively froze layers of the network to observe the impact on performance, which

is shown in Fig. 4.4. Even when all layers of the network were frozen, in this case, three,

there is not a big impact on performance. This gives further evidence to the claim that

MAML learns a suitable representation for few-shot learning instead of rapid learning [142].

This is interesting from an engineering perspective, as the network with a meta-learned

initialization can achieve high performance on learning new tasks with only one gradient

update and only at the final layer. When all but the last layer are frozen during the inner

loop, there is no requirement to backpropagate the errors. This greatly simplifies the learning

rule implemented in hardware and is thus suited for real-time adaptation in neuromorphic
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Table 4.5: Comparison of the Magnitude of Updates Between MAML and non-MAML Learn-
ing

Algorithm Avg Magnitude Sum of Magnitudes Max Magnitude
MAML Outer Loop 7.72e-05±.0002 0.296±0.599 .002±.0017
MAML Inner Loop .0044±.0007 17.03±2.69 0.1548±0.16
Non-Meta 0.0005±.0002 0.5499±0.2412 0.0011±.0002

hardware as demonstrated in previous work [164].

4.3.4 MAML Few-shot Learning Relies on Few, Large Magnitude

Updates

To obtain adequate generalization, conventional deep learning relies on many, small mag-

nitude updates across a large dataset. This is achieved using a relatively small learning

rate. The usage of small learning rates is challenging on a physical substrate, as it requires

high precision memory to accumulate the gradients across updates. This problem is further

compounded by the fact that learning on a physical substrate cannot be easily performed

using batches of samples.

Interestingly, few-shot learning has the opposite requirements: few but large magnitude up-

dates. This result is extremely relevant for neuromorphic hardware which uses low precision

parameters.

Likewise, we observe that the SNN MAML model only needs a few, large magnitude pa-

rameter updates for few-shot learning. The Table 4.5 shows the truncated values of the

update magnitude between two training iterations of the output layer for a meta-model and

an equivalent non-meta model both trained on Double NMNIST. The Fig. 4.5 gives a more

detailed picture by showing histograms of the weight updates. Comparing the MAML inner

loop and the non-meta model’s magnitudes, the average update of the inner loop is an order
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Figure 4.5: A comparison of the weight update magnitudes on Double NMNIST data, shown
on a log scale, of an inner loop update and (left) and equivalent not meta trained model
update; and (right) an inner loop update that is thresholded. MAML makes fewer non-zero
weight updates that are large in magnitude compared to non-meta models. Additionally
when thresholded MAML makes fewer non-zero weight updates that are larger in magnitude.

of magnitude larger than the equivalent non-meta model’s update. To summarize, we find

that, first, meta-trained models only need one adaptation step to achieve high accuracy when

learning a new task (see Table 4.2), and second, that these models only need a few updates

with a large magnitude to perform few-shot learning (see Table4.5, Fig. 4.5).

Additionally, the magnitude of the weight updates in the inner loop during meta training

and adaptation can be thresholded to use even fewer and larger magnitude updates. During

the inner loop adaptation, instead of always updating the parameters the update is gated

by a threshold which is described in Eq. (4.3).

θnk =


θk, if∆w > Θ,

θk−1, if∆w < Θ

(4.3)

where θnk are the parameters of the model, ∆w is the magnitude of the update, and Θ is the

threshold. Thresholding the updates forces the parameters to be larger with fewer updates,

which is shown in the Fig. 4.5. The threshold used in the Fig. 4.5 was equal to 5% of the

value of the range of magnitude updates.
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Figure 4.6: The error of a pre-trained non-meta model on Double NMNIST training classes
using transfer learning to learn the test set of classes. The model requires more shots than
MAML to achieve comparable performance.

4.3.5 Comparison to Transfer Learning

A generalization problem involves learning a function, or model, whose behavior is con-

strained through a dataset that can make predictions about (i.e., learn features than can

transfer to) other samples. A task domain consists of datasets that are related by a com-

mon domain, for example, datasets that all consist of double-digit numbers. Learning on

one task in the domain to improve performance on another task is commonly referred to

as transfer learning. Meta-learning can cast transfer learning as a generalization problem

because each example, or task, in a given task domain, is a generalization problem instance

in meta-learning, which means generalization in meta-learning corresponds to the ability to

transfer knowledge between the different problem instances[5, 83].

We compare meta-learning to the conventional transfer learning for few-shot learning where

a model is pre-trained on a subset of classes within a task domain and then the pre-trained

features are transferred to another model that learns to classify new classes within the task

domain. For comparison to the Double NMNIST SNN MAML model we first pre-trained an

SNN model on the 64 classes of the training dataset. Then we transferred the features to a

new model that had an untrained last layer. The model was trained and tested on 20 of the

remaining classes where all layers except the last layer were frozen. The model was trained
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on one shot of data at a time and then tested on 20 unseen shots of data. The few-shot

transfer learning results are shown in Fig. 4.6. The results shown in the table were averaged

over 10 trials. After the model trains on about 9 or 10 shots of data, the model achieves

comparable accuracy to the SNN MAML model shown in Table 4.2. Comparing that to the

high accuracy of the SNN MAML models on new tasks after using only one shot of data

(see. Fig. 4.3, Table 4.2.), we can conclude that SNN MAML can adapt to a new task using

fewer shots of data.

4.3.6 Quantization of Parameters during Meta-Training and Meta-

testing

The limited availability of memory in neuromorphic devices dictates the necessity for quan-

tization. In most mixed signal and digital CMOS hardware, weights are stored in Static

RAM in a fixed point format. In the Loihi chip for instances, weights can be programmed to

be quantized between 1 bit and 8 bits [32], and updates weights are rounded stochastically

[119]. MAML presents an interesting opportunity to meta-train a network with quantization.

Furthermore, quantization in the outer loop can be decoupled from the quantization in the

inner loop. We have used the following quantization scheme:

w ← QC,S(w + ∆w) (4.4)

where QC,S is a quantization function that updated real-values weights stochastically (S = 1)

or deterministically (S = 0). The subscript C refers to allowed levels, which were equally

spaced within the interval [-1,1] and symmetric around 0. Gradients of Q were set to straight

through, i.e., ∇xQC,S(w(x)) = ∇xw(x). This quantization scheme makes it compatible with

second-order MAML and does not require a copy of real-valued weights during inner loop

learning as typically done when quantizing neural networks [167].
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qout 2 2s 3 3s 4 4s 8 8s
qin
2 21.6% 23.8% 21.3% 23.2% 95.7% 96.3% 91.4% 95.9%
2s 96.7% N/A 95.0% N/A 83.7% N/A 91.5% N/A
3 22.0% 20.8% 20.9% 25.8% 93.3% 95.0% 94.7% 87.2%
3s 95.7% N/A 91.1% N/A 94.2% N/A 96.6% N/A
4 92.6% 81.9% 98.8% 56.5% 99.0% 97.9% 98.8% 99.1%
4s 97.5% N/A 98.2% N/A 98.8% N/A 97.9% N/A
8 97.5% 88.3% 97.0% 85.6% 98.5% 97.8% 98.9% 99.2%
8s 98.6% N/A 98.7% N/A 97.9% N/A 98.5% N/A

Table 4.6: MAML SNN Quantization Experiments. qin: Number of bits quantized to in the
inner loop, qout: Number of bits quantized to in the outer loop, s: Stochastic Rounding

The test accuracy on selected configurations of C and S are shown in table 4.6 with C

converted to the bits of precision quantized to. Our explorations revealed that quantization

is achievable with a very small loss in performance even when quantized to only 2 bits of

precision if stochastic rounding is used for inner loop updates as experimental results show

in Table 4.6. However using stochastic rounding in the outer loop for low precisions is

detrimental with Table 4.6 showing these models do not converge unlike the models that

have stochastic rounding in the inner loop at low precisions.

Furthermore, we found that the quantization in the outer loop is more robust to fewer levels

of quantization compared to the inner loop quantization. This interesting fact reveals that

MAML can learn a scaffold of network weights on which inner loop synaptic plasticity can

learn adequate weights for solving a new task. We speculate that this differential quantization

scheme may become useful in hybrid memory designs such as in [3], where initialization

weights are stored in precise but area-expensive Static RAM, while online weight updates

are made in imprecise but power- and area-efficient emerging devices.
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4.3.7 Meta-Training with Approximations of Gradient Descent

Learning Rules

Several methods for training SNNs using gradient descent have been introduced. The rela-

tionship of gradient descent with synaptic plasticity means that meta-training is a form of

programming of synaptic plasticity. Programming synaptic plasticity is important for mixed-

signal neuromorphic hardware implementation of synaptic plasticity because such circuits

are prone to mismatch [25, 140]. Even in digital neuromorphic technologies, training pro-

gramming synaptic plasticity can be useful to approximate an optimal learning rule that

would otherwise be impossible or too expensive to implement [32].

To demonstrate the meta-training of a synaptic plasticity rule, we demonstrate MAML on

error-triggered synaptic plasticity [135], a variant of Equation 2.2 that has been implemented

in the neuromorphic Loihi chip [164] using the SOEL local learning rule described in Section

3.4. Here we demonstrate that MAML can meta-train a neural network with such a rule,

including the estimation of the threshold parameter θ. In this work, we used floating point

division instead of an integer division.

Table 4.7 shows the results of meta-training with error-triggered synaptic plasticity on the

double N-MNIST, double ASL DVS, and N-Omniglot datasets shown previously without

error-triggered synaptic plasticity. In all tested cases, the test accuracy of each dataset is

comparable to using MAML without the error-triggered rule. Therefore our method adapted

from [164] previously used in neuromorphic hardware is suitable for use in neuromorphic

hardware.

These results demonstrate that an approximate gradient-based synaptic plasticity rule can

be fine-tuned via meta-learning to classification results on par with the exact learning rule.

This is particularly interesting for neuromorphic hardware implementations, where exact

synaptic plasticity rules are in contradiction with hardware constraints.
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Table 4.7: 1-Shot 5-Way Accuracy Results with error-triggered synaptic plasticity. Valida-
tion accuracy indicated accuracy over the test datasets (Dtst) in the meta validation set T val
and Test Accuracy indicates accuracy on the meta test set T tst.

Task Algorithm Validation Accuracy Test Accuracy

Double N-MNIST MAML SOEL θ = .05 98.57±1.13% 98.72±0.20%
Double ASL DVS MAML SOEL θ = .05 97.81±0.58% 97.61±0.96%
N-Omniglot MAML SOEL θ = .05 89.41±2.70% -

4.4 Meta Trained Models on Loihi

Here we evaluate SNNs meta-trained with the Loihi simulator described in section 3.3 that

perform one-shot adaptation on the loihi hardware using the SOEL learning rule. To meta-

train models compatible with the Intel Loihi we trained SNNs with Intel’s Lava-Dl open

source library [131] which is the updated version of SLAYER. Lava-Dl is a library of deep

learning tools that support offline training and online training and inference methods for

Deep SNNs. These tools include a functional differentiable simulator of the Intel Loihi’s

neuron dynamics, and quantization aware training with the same stochastic rounding and

precision used in the Loihi. Therefore models meta-trained with Lava-Dl are transferable for

use with Intel’s Loihi hardware.

The results of our meta-learning experiments are shown in Table 4.8. In Table 4.8 we

compare the implementation of Lava-Dl trained models, models ran on the Loihi with the

SOEL learning rule, and the full-precision Decolle based models with increasing constraints

towards the same constraints Lava-Dl and Loihi use. All experiments were done with 5-

way 1-shot learning, and only used a single inner loop gradient step. The results show

the accuracy on meta-test data. To test models, each model is first given 1-shot of data

to learn from in an inner loop gradient step, then average the inference performance on

10-shots of the test data, and repeat the process 200 times. The two main differences

between the neuron model used by Lava-Dl/Loihi and Decolle are 1) how the neuron resets
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Table 4.8: One-shot Learning Accuracy Comparison

Dataset Method Test Accuracy

Double NMNIST

Pytorch MAML Decolle [165] 98.2 ± 1.1%
Pytorch MAML Decolle+hard reset 94.7± 1.6%
Pytorch MAML Decolle+quantized 97.7±1.0%
Pytorch MAML Decolle+hard reset+quantized 91.5± 2.4%
Pytorch MAML Lava-dl 91.1± 2.5%
MAML 3-F Plasticity on Loihi 1 93.3± 1.3%
KNN 83.0± 9.8%

Double ASL

Pytorch MAML Decolle [165] 96.0 ± 2.3%
Pytorch MAML Decolle+hard reset 93.2± 2.2%
Pytorch MAML Decolle+quantized 91.4± 2.1%
Pytorch MAML Decolle+hard reset+quantized 92.4± 2.0%
Pytorch MAML Lava-dl 92.14± 2.6%
MAML 3-F Plasticity on Loihi 1 91.3± 3.6%
KNN 39.6± 9.6%

DvsGesture actor+class

Pytorch MAML Decolle 95.1± 1.6%
Pytorch MAML Decolle+hard reset 96.9± 1.3%
Pytorch MAML Decolle+quantized 95.6± 1.4%
Pytorch MAML Decolle+hard reset+quantized 95.1± 2.0%
Pytorch MAML Lava-dl 95.7± 1.0%
MAML 3-F Plasticity on Loihi 1 97.1± 2.0%
KNN 23.2± 4.7%

Table 4.9: Loihi One Sample Learning Stats

Dataset Energy (mJ) Time (ms) Power (mW) Cores
Double NMNIST 0.751± 0.900± 0.834± 14
Double ASL 0.974± 1.16± 0.839± 14
DvsGesture Actor 1.031± 1.140± 0.904± 26

and 2) the quantization. Decolle neuron’s by default use floating point precision and their

membrane potential decays exponentially after spiking rather than resetting to zero, or hard

resetting, like the Loihi neuron model. Therefore we demonstrate how the performance is

impacted by the difference in the neuron model’s reset and quantization in Table 4.8. On

all of the datasets the Lava and Loihi models performed similarly to the Decolle model

that used the neuron dynamics of the Loihi. The accuracy on the Double NMNIST and

Double ASL datasets drops by approximately 5% when using the Loihi neuron model while

the DvsGesture dataset performance is not impacted by the Loihi neuron model dynamics.
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This could be because the DvsGesture dataset is much smaller than the other two datasets.

The 5-way 1-shot learning on the DvsGesture dataset with a meta-trained model on Loihi

using SOEL for last layer adaptation gives approximately a 31% improvement over the 5-

way 1-shot learning results using SOEL on Loihi demonstrated in prior work that did not

use meta-learning [164]. Accuracy is determined based on the highest firing neuron. If the

neuron with the highest firing rate corresponds to the correct class then the sample being

presented is correctly classified.

Additionally we compare the SNN meta-trained models to a k-nearest-neighbors (KNN)

model. KNNs use supervised learning to make predictions based on the similarity of a new

data point to its k nearest neighbors in a training dataset. We train and test the KNN in a

similar fashion to the meta-trained SNN models, giving 1-shot of 5-classes of data to train

on before testing on 10-shots of test data and averaging the results over 200 trials. The

KNN performs on average about 15-73% worse on the 5-way 1-shot learning tasks than the

meta-trained SNN models, particularly on the Double ASL and DvsGesture datasets with

the KNN performance close to random on the DvsGesture dataset.

Table 4.9 shows energy, time, and power statistics for learning one sample of data using

SOEL from the meta-trained model. For each sample, meta-trained models on Loihi using

SOEL for one-shot learning use approximately 1mJ of energy or less and take only about 1ms

to learn a sample making one-shot learning with Loihi using our methods not only accurate

but power efficient as well.

4.5 Discussion

Neuromorphic hardware is particularly well suited for online learning at the edge. Here,

we demonstrated how to pre-train SNNs to perform one-shot learning using MAML. The
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SNN MAML models used the surrogate gradients method to overcome non-linearities that

occur in gradient-based training of SNNs. We demonstrated our results on combinations of

event-based datasets recorded using a neuromorphic vision sensor.

The effective batch size (=1), the precision required for learning from scratch, and the

potential correlation in data samples in neuromorphic learning are serious obstacles to de-

ploying neuromorphic learning in practical scenarios. Fortunately, learning from scratch on

the device is generally not even desirable due to robustness and time-to-convergence issues,

especially if the devices are intended for edge applications. Some form of offline pre-training

can alleviate these issues, and MAML is an excellent tool to automate this pre-training.

Our results showed that a meta-trained SNN MAML model can learn new event-based tasks

in one or a few shots within a task domain. This enables learning in real-world scenarios

when data is streaming, online, and observed only once. Additionally, the model can relearn

prior learned tasks in one or few shots which greatly reduces the impact of catastrophic

forgetting because the model does not need to retrain for many iterations.

In hardware for training neural networks, weight updates must be rounded to fall onto values

that are resolved at the desired resolution, thereby placing a lower bound to the learning

rate. Conveniently, in few-shot learning, updates are of large magnitude (Fig. 4.5) and a

single update must be sufficient to make a change in the output, effectively implying that

the learning rate is large.

One important limitation of MAML is its time and space complexity. Computing second

order gradients as in MAML is both memory and compute intensive (second order gradients

are one order more expensive than computing gradients). Meta-training SNN MAML models

require considerable computing power and memory. The tasks are stored in memory as a

sequence of length T with network computations calculated over the sequence. Our method

re-initializes the network dynamics each iteration of training by inputting a partial sequence
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of a data sample into the network that executes the dynamics but does not update the

network. Additionally, gradients must be computed and stored both in the inner loop and

outer loop and backpropagated through the network to meta train. This largely prevents

learning for a large number of inner loops. While first-order MAML requires less memory

and compute for each update, it performed significantly worse than MAML on our model and

benchmarks. Other first-order MAML methods such as REPTILE [127] are an alternative

that can reduce memory usage at the cost of more compute time and some accuracy.

We note that the model agnostic property of MAML renders it complementary to techniques

that improve the performance of SNNs, such as batch normalization [79] and dropout [123],

or methods to train SNNs such as parameter conversions [34, 149] and neural architecture

search [39] such as those applied to SNNs [78]. The latter methods can be directly integrated

an additional step in the outer loop update.

We argue that successful meta-learning on SNNs holds promise to help reduce training data

iterations at the edge, making it essential to designing and deploying neuromorphic learning

machines to real-world problems; prevent catastrophic forgetting and learn with low-precision

plasticity mechanisms. As a bi-level learning mechanism, our results point towards a hybrid

framework whereby SNNs are pre-trained offline for online learning. As a result, we expect a

strong redefinition of synaptic plasticity requirements and exciting new learning applications

at the edge.

So far the methods detailed in the work of the thesis have concerned supervised learning from

labeled data. In most real-world scenarios however data is not readily labeled for learning.

In the next chapter we describe a self-supervised learning approach that can overcome the

problem of learning from unlabeled data in the real world.
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Chapter 5

Towards Self-supervised Learning at

the Edge: Feature Representation

Learning With Variational

Auto-Encoders

5.1 Introduction

Prior work has demonstrated how online supervised learning with labeled data can be used

for tasks such as rapid, event-driven learning from neuromorphic sensor data [163]. However,

real-world data is unlabeled and, in the case of classification, can have classes that were not

anticipated. Therefore, to leverage real-world data, labels must be generated by a supervisor

in real-time without a priori knowledge of the number of classes.

Additionally, while a trained classifier is trained to generate class labels, it cannot generalize

to new classes. This is compounded by the fact that neural network classifiers trained
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using gradient descent are usually overconfident of their classification, making the learning

of new classes impractical. An alternative approach is to use the intermediate layers of a

trained neural network classifier as pseudo-labels or features for learning classes [129]. In

this work, we formalize this idea using an event-driven guided Variational Auto-Encoder

(VAE) which is trained to generate an embedding that disentangles according to labels in a

labeled dataset and that generalizes to new data. The resulting embedding space can then

either be used for (pseudo)labels for supervised learning or for measuring data similarity. We

focus our demonstration of the guided VAE on DVS gesture learning problem because of the

availability of an event-based gesture dataset and the high relevance of gesture recognition

use cases [4].

Neuromorphic Dynamic Vision Sensors (DVS) inspired by the biological retina capture tem-

poral, pixel-wise intensity changes as a sparse stream of binary events [45]. This approach

has key advantages over traditional RGB cameras, such as faster response times, better

temporal resolution, and invariance to static image features like lighting and background.

Thus, raw DVS sensor data intrinsically emphasizes the dynamic movements that comprise

most natural gestures. However, effectively processing DVS event streams remains an open

challenge. Events are asynchronous and spatially sparse, making it challenging to directly

apply conventional vision algorithms [46, 45].

Here, we take advantage of SNNs ability to efficiently process and learn from event-based data

while taking advantage of temporal information [125] by incorporating a convolutional SNN

into a Variational Autoencoder (VAE) to encode spatio-temporal streams of events recorded

by the DVS (Figure 5.1). The goal of the VAE is to embed the streams of DVS events into

a latent space which facilitates the evaluation of event data similarity for self-supervised

learning from real-world data. To best use the underlying hardware, we implement a hybrid

VAE to process the DVS data, with an SNN-based encoder and a conventional (non-spiking)

convolutional network decoder. To ensure the latent space represents features which are
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Figure 5.1: The Hybrid Guided-VAE architecture. Streams of gesture events recorded using
a Dynamic Vision Sensor (DVS) are input into a Spiking Neural Network (SNN) that encodes
the spatio-temporal features of the input data into a latent structure z. P and Q are pre-
synaptic traces and U is the membrane potential of the spiking neuron. For clarity, only a
single layer of the SNN is shown here and refractory states R are omitted. To help disentangle
the latent space, a portion of the z equal to the number of target features y∗ is input into a
classifier that trains each latent variable to encode these features (Exc. Loss). The remaining
z, noted z\m are input into a different classifier that adversarially trains the latent variables
to not encode the target features so they encode for other features instead (Inh. Loss). The
latent state z is decoded back into x∗ using the conventional deconvolutional decoder layers.
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perceptually salient and useful for classification tasks, we use a guided VAE to disentangle

the features that account for variation in the underlying structure of the data.

Our Hybrid Guided-VAE encodes and disentangles the variations of the structure of event

data allowing for the clustering of similar patterns, such as similar looking gestures, and

assigning of pseudo-labels to novel samples, effectively learning a similarity measure between

data samples. The key contributions of this work are:

1. End-to-end trainable event-based SNNs for processing neuromorphic sensor data event-

by-event and embedding them in a latent space.

2. A Hybrid Guided-VAE that encodes event-based camera data in a latent space repre-

sentation of salient features for clustering and pseudo-labeling.

3. A proof-of-concept implementation of the Hybrid Guided-VAE on Intel’s Loihi Neuro-

morphic Research Processor.

The ability to encode event data into a disentangled latent representation is a key feature to

enable learning from real-world data for tasks such as mid-air gesture recognition systems

that are less rigid and more natural because they can adapt to each user.

5.2 Methods

5.2.1 Measuring Data Similarity

To automatically and objectively measure the similarity of event data between and across

classes for automatic pseudo-labeling, we build a novel Hybrid Guided-VAE model that can

take advantage of the DVS’s temporal resolution and robustness while being end-to-end

trainable using gradient descent on a variational objective. Hybrid VAEs that combine both
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spiking and ANN layers have been used before on DVS event data for predicting optical

flow. The hybrid architecture efficiently processes sparse spatio-temporal event inputs while

preserving the spatio-temporal nature of the events [93].

5.2.2 Variational Autoencoders

VAEs are a type of generative model which deal with models of distributions p(x), defined

over data points x ∈ X [80]. A VAE commonly consists of two networks, 1) an encoder (Enc)

that encodes the captured dependencies of a data sample x into a latent representation z;

and 2) a decoder (Dec) that decodes the latent representation back to the data space making

a reconstruction x̃ using Gaussian assumptions for the latent space :

Enc(x) = q(z|x) = N(z|µ(x),Σ(x)), (5.1)

x̃ ≈ Dec(z) = p(x|z), (5.2)

where q is the encoding probability model into latent states z that are likely to produce x,

and p is the decoding probability model conditioned on z. The functions µ(x) and Σ(x) are

deterministic functions whose parameters can be trained through gradient-based optimiza-

tion.

Using a variational approach, the VAE loss consists of the sum of two terms resulting from

the variational lower bound:

log p(x) ≥ Ez∼q log p(x|z)︸ ︷︷ ︸
Lll

−DKL(q(z|x)||p(z))︸ ︷︷ ︸
Lprior

. (5.3)

The first term is the expected log likelihood of the reconstructed data computed using

samples of the latent space, and the second term acts as a prior, where DKL is the Kullback-

Leibler divergence. The VAE loss is thus formulated to maximize the variational lower

bound by maximizing −Lprior and Lll. A VAE’s latent space captures salient information

for representing the data X, and thus similarities in the data [89].
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5.2.3 Disentangling Variational Autoencoders

VAEs do not necessarily disentangle all the factors of variation which can make the latent

space difficult to interpret and use. Several approaches have been developed to improve the

disentangling of the latent representation, such as Beta VAE [57] and Total Correlation VAE

[22]. However, the disentangled representation these unsupervised methods learn can have

high variance since disentangled labels are not provided during training. Furthermore, these

methods do not learn to relate labels to the representations making them unable to provide

pseudo-labels from unlabeled data. For these reasons, we employ a Guided-VAE, which has

been developed specifically to disentangle the latent space representation of key features in

a supervised fashion [35]. We describe here the supervised Guided-VAE algorithm, which is

the basis of our hybrid model described in the next section.

To learn a disentangled representation, a supervised Guided-VAE trains latent variables to

encode existing ground-truth labels while making the rest of the latent variables uncorrelated

with that label. The supervised Guided-VAE model targets the generic generative model-

ing task by using an adversarial excitation and inhibition formulation. This is achieved

by minimizing the discriminative loss for the desired latent variable while maximizing the

minimal classification error for the rest of the latent variables. For N training data samples

X = (x1, ..., xN) and M features with ground-truth labels, let z = (z1, ..., zm, ...zM) ⊕ z\m

where zm defines the “guided” latent variable capturing feature m, and z\m represents the

rest of the latent variables. Let ym(xn) be a one-hot vector representing the ground-truth

label for the m-th feature of sample xn. For each feature m, the excitation and inhibition
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losses are defined as follows:

LExc(z,m) = max
cm

(
N∑
n=1

Eq(zm|xn) log pcm(y = ym(xn)|zm)

)
,

LInh(z,m) = max
km

(
N∑
n=1

Eq(z\m|xn) log pkm(y = ym(xn)|z\m),

) (5.4)

where cm is a classifier making a prediction on the m-th feature in the guided space and km is

a classifier making a prediction over m in the unguided space z\m. By training these classifiers

adversarially with the VAE’s encoder, it learns to disentangle the latent representation, with

zm representing the target features and z\m representing any features other than the target

features.

5.2.4 Dynamic Vision Sensors and Preprocessing

The recorded DVS event stream is provided as input to the Hybrid Guided-VAE network

implemented on a GPU (network dynamics described in the following section). Each polarity

of the event stream (x, y, p) is fed into one of the two channels of the first convolutional layer.

Within the time step, most pixels have value zero, and very few have values larger than two.

The VAE targets take a different form because the decoder is not an SNN. Time surfaces

(TS) are widely used to preprocess event-based spatio-temporal features [85]. TS can be

constructed by convolving an exponential decay kernel through time in the event stream as

follows:

TStx,y,p = εt ∗ StDV S,x,y,p with εt = e−
t
τ (5.5)

where τ is a time constant. Here, we convolve over the time length of the input event data

stream StDV S,x,y,p. This results in two 2D images, one for each polarity, that are used as VAE
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targets (i.e.,, for the reconstruction loss).

In continuous time, the Time Surface (TS) is defined as:

(ε ∗ Sin)(t) =

∫ t

0

ε(t− s)Sin(s)ds with ε(s) = e
−s
τ . (5.6)

We demonstrate here that the solution of Q is equal to (ε ∗ Sin,j)(t) when τ = τsyn. The

differential equation governing Q(t) is linear and can be integrated in a straightforward

manner:

τsyn
d

dt
Q(t) =−Q(t) + Sin(t),

Q(t) =

∫ t

0

exp(−t− s
τsyn

)Sin(s)ds

=(ε ∗ Sin)(t)

(5.7)

where we have assumed Q(0) = 0. The last line is true if τ = τsyn.

5.2.5 Hybrid Guided Variational Auto-Encoder

DVS cameras produce streams of events containing rich spatio-temporal patterns. To pro-

cess these streams, event-based computer vision algorithms typically extract hand encoded

statistics and use these in their models. While efficient, this approach discards important

spatio-temporal features from the data [45]. Rather than manually selecting a feature set,

we process the raw DVS events while preserving key spatio-temporal features using a spiking

neural network (SNN) trained end-to-end in the Hybrid Guided-VAE architecture shown in

Figure 5.1.

A key advantage of the VAE is that the loss can be optimized using gradient backpropagation.

To retain this advantage in our hybrid VAE, we must ensure that the encoder SNN is also

trainable through gradient descent. Until recently, several challenges hindered this: the

spiking nature of neurons’ nonlinearity makes it non-differentiable and the continuous-time
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dynamics raise a challenging temporal credit assignment problem. These challenges are

solved by the surrogate gradients approach [125], which formulates the SNN as an equivalent

binary RNN and employs a smooth surrogate network for the purposes of computing the

gradients. Our Hybrid Guided-VAE uses a convolutional SNN to encode the spatio-temporal

streams in the latent space, and a non-spiking convolutional decoder to reconstruct the TS of

the data. We chose an event-based encoder because the SNN can bridge computational time

scales by extracting slow and relevant factors of variation in the gesture [186] from fast event

streams recorded by the DVS. The SNN part encodes the sparse event data from the DVS

into a lower dimensional latent representation that highlights the similarity between data

samples, both within and across classes. We chose a conventional (non-spiking) decoder for

three reasons: (1) for similarity estimation, we are mainly interested in the latent structure

produced by the encoder, rather than the generative features of the network, (2) as we

demonstrate in the results section, a dedicated neuromorphic processor [69, 32] only requires

the encoder to produce this latent structure, and (3) SNN training is compute- and memory-

intensive. Thus a conventional decoder enables us to dedicate more resources to the SNN

encoder.

Our Hybrid Guided-VAE network architecture is shown in Figure 5.1 and the architecture

description is provided in Table 5.1. The SNN encoder consists of four discrete leaky integrate

and fire convolutional layers (see following section) followed by linear layers, and outputs a

pair of vectors (µ, Σ) for sampling the latent state z. According to the guided VAE, part or

all of latent state z is input into one of three connected networks, the excitation classifier,

the adversarial inhibition classifier, or the decoder. The excitation classifier takes as input

the first M latent variables in the latent space, where M is the number of target classes

or features, and each of these latent variables, zm, are trained to classify a target class or

feature. The target features for the excitatory network are given as one-hot encoded vectors

of length M . The excitation classifier is jointly trained with the encoder to train the first M

latent variables to only encode information relevant to the corresponding target feature. The
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inhibition classifier takes as input the remaining latent variables in the latent space, z\m, and

are adversarially trained on two sets of targets. One set of targets is the same target features

that the excitation classifier trains on. The other set of target features is a vector of length

M but all of the values are set to 0.5 indicating that none of the values correspond to any

target. The inhibition classifier is jointly trained with the encoder to train the remaining

z\m latent variables to not encode any information relevant to target features, forcing them

to encode information for other features instead. The decoder is a transposed convolutional

network that takes the full latent state z as input to construct the TS, denoted x̃ in Figure

5.1.

Table 5.1: Hybrid Guided-VAE architecture

Layer Kernel Output Layer Type
input 32×32×2 DVS128

1 2a 16×16×2 SNN LIF Encoder
2 32c7p0s1 16×16×32
3 1a 16×16×32
4 64c7p0s1 16×16×64
5 2a 8×8×64
6 64c7p0s1 8×8×64
7 1a 8×8×64
8 128c7p0s1 8×8×128
9 1a 8×8×128
10 - 128
11 - 100 µ(U t) (ANN)
12 - 100 Σ(U t) (ANN)
13 - 128 ANN Decoder
14 128c4p0s2 4×4×128
15 64c4p1s2 8×8×64
16 32c4p1s2 16×16×32

output 2c4p1s2 32×32×2 Time Surface

Notation: Ya represents YxY sum pooling, XcYpZsS represents X convolution filters (YxY) with padding Z and stride S.
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5.2.6 Encoder SNN Dynamics

To take full advantage of the event-based nature of the DVS input stream and its rich

temporal features, the data is encoded using an SNN. SNNs can be formulated as a type

of recurrent neural network with binary activation functions (Figure 5.1) [125]. With this

formulation, SNN training can be carried out using standard tools of autodifferentiation.

We use the same neuron model defined in equation 4.1 described in chapter 4.2.2. The SNN

follows a convolutional architecture, as described in Table 5.1. Similar networks were used

for classification tasks on the DVSGesture dataset, leading to state-of-the-art accuracy on

that task [74, 154]. The SNN encodes the input sequence Stin into a membrane potential

variable U t in the final layer. The network computes µ(U t) and Σ(U t) as in a conventional

VAE, but uses the final membrane potential state U t. Thanks to the chosen neural dynamics,

the TS can be naturally computed by our network. In fact, using an appropriate choice of

τ = τsyn for computing the TS, it becomes exactly equivalent to the pre-synaptic trace Qt

of our network. Hence, our choice of input and target corresponds to an autoencoder in the

space of pre-synaptic traces Qt.

5.2.7 Datasets

We trained and evaluated the model using the NMNIST and IBM DVSGesture datasets,

both of which were collected using DVS sensors [98, 138].

In our work we scale each sample to 32x32 and only use a randomly sampled 200ms sequence

to match real time learning conditions. For both datasets, to reduce memory requirements,

the gradients were truncated to 100 time steps (i.e.,, 100ms worth of data). For both

datasets, the model learns a latent space encoding that can be used to reconstruct the digits

or gestures and to classify instances accurately.
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Figure 5.2: Original (top) and reconstructed (bottom) time-surfaces for a sample gesture
from each class. The reconstructions reflect the location of each gesture but with some
smoothing of the detail.

5.2.8 Neuromorphic Hardware Implementation

As a first step towards an online self-supervised learning system that uses the Hybrid Guided-

VAE as a pseudo-labeler, we developed a proof-of-concept implementation of our SNN en-

coder which can be trained and run on the Intel Loihi. Since only the encoder is required for

estimating the feature embeddings, it is not necessary to map the decoder onto the Loihi. We

trained the neuromorphic encoder with our Hybrid Guided-VAE method with a couple key

differences in order for the encoder to work on Loihi as follows: 1) To train with the same

neuron model and quantization as the Loihi we used SLAYER which has a differentiable

functional simulator of the Loihi chip [154, 162] allowing for one-to-one mapping of trained

networks onto the hardware; and 2) The µ and Σ parts of the network were made spiking and

used the quantized membrane potential of the neuron for the latent representation instead

of ANN trained full precision values.

5.2.9 System Specifications For Measurement

The training of the hybrid Guided-VAE model and the latent space classifier were performed

with Arch Linux 5.6.10, and PyTorch 1.6.0. The machine consists of AMD Ryzen Threadrip-

per CPUs with 64GB RAM and Nvidia GeForce RTX 1080Ti GPUs. For the neuromorphic
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Figure 5.3: A T-SNE plot of the zm portion of the latent space of the encoded NMNIST
dataset. Color of the data points corresponds to the digit classes. Clear separation between
classes indicates that the algorithm learns to encode the spiking data into a latent space that
strongly emphasizes class-relevant features over other variation.

hardware implementation, an Intel Nahuku 32 board consisting of 32 Loihi chips running on

the Intel Neuromorphic Research Community (INRC) cloud were used with Nx SDK 1.0.

The machine consists of an Intel Xeon E5-2650 CPU with 4GB RAM.

5.3 Results

5.3.1 NMNIST Accuracy and Latent Space

The use of the NMNIST spiking digit classification data allows us to test the ability of the

algorithm to learn to encode spiking input data in a manner that preserves information
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Figure 5.4: Traversals of the latent space learned from the DVSGesture dataset. (Top)
Beginning with the right hand wave latent variable maximized and the left hand wave variable
minimized, traverse along the latent space by gradually decreasing the right hand wave latent
variable and increasing the left hand wave latent variable. Note the initial TS shows a small,
focal area of motion in the top-left corresponding to the participant’s right hand waving.
(Bottom) The latent traversal along all of the non-target z\m latent variables illustrates the
relative insensitivity of the model to these features.

needed for accurate classification and captures salient features in the latent space. Trained

on the NMNIST dataset, the excitation classifier achieved both training and test accuracy

of approximately 99% indicating that the SNN encoder learned a latent representation that

clearly disentangles digit classes.

We use T-SNE to visualize the learned representations of the algorithm. T-SNE embeds both

the local and global topology of the latent space into a low-dimensional space suitable for

visualization [118], allowing us to observe clustering and separation between gesture classes

and lighting conditions. As shown in Figure 5.3, each digit class in the NMNIST dataset is

clearly separable in the latent space, with only a few data points inaccurately clustered.

5.3.2 DVSGesture Accuracy, Latent Space, and Reconstructions

To analyze the learned representation of gestures in the latent space we examine the accuracy

of the excitation classifier in correctly identifying a gesture, the T-SNE projections of the

different parts of the latent space, and traversals of the latent space. Finally, we observe the

quality of the embeddings based on our own DVS recordings of novel gestures.
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The excitation classifier results on the DVSGesture dataset achieves a training accuracy of

approximately 97% and test accuracy of approximately 87%. Qualitatively, the SNN encoder

learns a disentangled latent representation of features unique to each gesture class but has

some difficulty distinguishing between gestures that are very similar.

In Figure 5.2, a sample gesture from each of the gesture classes is visualized as a TS. Colors

in the samples correspond to the TS value of the events at the end of the sequence. Note

that the TS leaves a significant amount of fine detail intact. In contrast, encoding and

then decoding the samples results in a reconstruction that preserves the general structure of

the gesture but smooths out some of the detail. Note that, for the purposes of estimating

gesture similarity and producing labels from novel data, the fidelity of the reconstruction is

less important than the capacity of the model to disentangle the gesture classes. Furthermore,

disentangling autoencoders are known to provide lower quality reconstructions compared to

unguided VAEs [22].

We use T-SNE to examine the capacity of the network to disentangle salient gesture features

in the latent space. Figure 5.5 shows a T-SNE plot of the guided portion of the latent space

trained on the DVSGesture dataset. This plot indicates clear clustering of gesture classes,

with some overlap between similar gestures such as left arm clockwise and counterclockwise.

This global structure in the learned representations indicates the Hybrid Guided-VAE is

identifying useful, class-relevant features in the encoder and suppressing noise and unhelpful

variability from the spiking sensor.

As an additional tool to investigate the structure of the latent space representations, we use

latent traversals to interpret the features of the space. Traversals consist of a set of generated

TS based on positions in the space computed using off polarity events. The positions traverse

a line in the latent space, revealing how the network encodes salient features.

Figure 5.4 contains two traversals illustrating the shift in position and intensity of motion
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Figure 5.5: A T-SNE plot of the zm portion of the latent space of the encoded DVSGesture
dataset. Additionally, projections of the zm portion of the latent space of encoded new
gestures we recorded using a different DVS, and not part of the DVSGesture dataset are
shown. Bottom color plots are the TS of the new gestures.

in the TS encoded by the latent variables z2 and z3. Because those features correspond to

distinguishing, salient characteristics of the gesture classes ”Right Hand Wave” and ”Left

Hand Wave”, this encoding allows the model to disentangle the gestures.

5.3.3 Labeling Unlabeled Gestures

To test the generalization of the learned encoder, we evaluated how the VAE model performs

when provided with new gesture data captured in a new environment intended to replicate

ecologically valid conditions for a real-world gesture recognition system. We recorded ges-

tures belonging to two new classes, right and left swipe down, which are not present in the
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Figure 5.6: A T-SNE plot DVSGesture dataset and real-world gestures using the convolution
layer output of SLAYER and DECOLLE models.
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DVSGesture dataset. We used a different DVS sensor (the DAVIS 240C sensor [15]) and

processed the data with the trained Hybrid Guided-VAE. Each gesture was repeated three

times for approximately 3s by the same subject under the same lighting conditions.

Figure 5.5 shows the new gesture TS and associated T-SNE embeddings in the zm portion

of the latent space. The right swipe down gestures were represented by the model similar

to right hand wave gestures, as indicated by their proximity in the T-SNE plot of the latent

space. Similarly, the left swipe down gestures were represented most similar to left hand

wave gestures. Interestingly, both new classes cluster near the edges of the existing classes,

possibly indicating the presence of a feature gradient.

We also compare the clustering and ability of the VAE model to pseudo-label novel real-world

data to two methods that give state-of-the-art classification accuracy on the DVSGesture

dataset, SLAYER [154] and DECOLLE [74]. To compare the models we did a T-SNE visu-

alization of the features learned by the convolutional layers of the SLAYER and DECOLLE

models which are shown in Figure 5.6. The features learned by the models do not clearly dis-

entangle the classes. Additionally, when the new gesture classes outside of the DVSGesture

dataset are given to the models the are not clustered together near the space of a particular

class and instead are identified as being closest to classes such as ”Air Guitar” and ”Air

Drums” instead.

These results demonstrate that the Hybrid Guided-VAE is capable of appropriately rep-

resenting novel gestures in a manner that support pseudo-labeling. With additional data

points of new gestures, the hybrid Guided-VAE can eventually learn new classes of gestures

on it own.
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Table 5.2: Classification from latent space

Algorithm Dataset Train Test

Hybrid Guided VAE DVSGesture 97.6% 86.8%
NMNIST 99.6% 98.2%

CNN Guided VAE DVSGesture 86.7% 82.3%
NMNIST 97.2% 96.8%

Hybrid VAE DVSGesture 99.7% 38.3%
NMNIST 96.8% 92.4%

CNN VAE DVSGesture 97.5% 28.4%
NMNIST 96.8% 91.5%

5.3.4 Ablation Study

We present the results of an ablation study of our Hybrid Guided-VAE method to demon-

strate why we used this method for latent space disentanglement. We compare the Hybrid

Guided-VAE in our work to a hybrid VAE with the guided part ablated, as well as a Guided-

VAE that does not use an SNN encoder and instead use a CNN encoder, and an ordinary

CNN VAE. Comparing the clustering of the hybrid VAEs and the CNN VAEs in Figure 5.7,

both the CNN and hybrid VAEs are able to disentangle and cluster the latent space when

using the guided method, with our hybrid method in Figure 5.5 showing less overlap between

clusters and therefore better disentanglement. For classification from the latent space rep-

resentation of the data, Table 5.2 shows that the CNN and hybrid VAEs both achieve high

accuracy on both datasets, with the hybrid VAEs achieving higher performance. Therefore,

our hybrid guided VAE approach is more suitable for latent space disentanglement with data

taken from event-based sensors. The disentangled latent space shows the hybrid VAEs learn

a measure of similarity in event-based data, such as gesture similarity, which demonstrate

the effectiveness of the Hybrid Guided VAEs semi-supervised learning from the event data.

110



(a) CNN Guided VAE

(b) CNN Unguided VAE (c) Hybrid Unguided VAE

Figure 5.7: TSNE plots of the DVSGesture latent space. The images below each figure show
novel gestures and where they are placed in the latent space by the different models.
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Figure 5.8: A T-SNE plot of the guided zm latent space using lighting condition labels.

5.3.5 Guiding on Other Factors of Variation: Lighting

A key feature of the guided VAE is to incorporate alternative features not directly related

to the gesture class to disentangle the factors of variation in the data. To demonstrate this,

in a separate experiment, we trained on the lighting condition provided in the DVSGesture

dataset instead of the gesture class. The T-SNE projection of the zm latent space is shown

in Figure 5.8. The model clusters the lighting conditions with some overlap between LED

lighting and the other lighting conditions. This is likely due to the fact that the lighting

conditions under which the gestures are performed are combinations of the labeled lighting

conditions, with the label given to the most prominent lighting condition used [4].
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Figure 5.9: T-SNE plot of the zm portion of the latent space disentanglement of three gesture
classes implemented on the Intel Loihi.

5.3.6 Neuromorphic Implementation Results

Figure 5.9 shows the latent space representations of three gesture classes mapped using the

neuromorphic encoder. With just three classes, the model running on Loihi demonstrates

separation between gestures and global structure, but these features are not as defined as

in the conventional model. With all ten classes of gestures used to train the neuromorphic

encoder, there was no clear disentanglement or obvious structure to the latent space. It

is possible that the lack of separation for the more challenging 10-way task is due to the

low-precision integers used for synaptic weights and membrane potentials of spiking neurons

on the neuromorphic chip, thus adding variability to the embedded positions.
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5.4 Conclusion

We presented a novel algorithm to process DVS sensor data and show that it is capable

of learning highly separable, salient features of real-world gestures to automatically gen-

erate labels from unlabeled event-based gesture data. The Hybrid Guided-VAE contains

an encoder model that learns to represent extremely sparse, high-dimensional visual data

captured at the neuromorphic sensor in a small number of latent dimensions. The encoder

is jointly trained by two classifiers such that the latent space disentangles and accurately

represents target features. The algorithm represents a significant step towards neuromorphic

self-supervised learning by enabling the generation of labels from unlabeled data. In addi-

tion, we demonstrated a first-of-its-kind implementation of the algorithm on neuromorphic

hardware. Due to the sparse nature of event-based data and processing, the SNN encoding

implementation offers significant benefits for applications at the edge, including extremely

low power usage and the ability to learn on-device to avoid intrusive remote data aggrega-

tion. This could enable flexible recognition capabilities to be embedded into home electronics

or mobile devices, where computing power is limited and privacy is paramount. While the

model performance currently decreases running on the neuromorphic device compared to

the conventional GPU-based implementation, improvements to the neuromorphic hardware

or the adoption of more powerful learning algorithms, e.g. [163], could alleviate these lim-

itations. These techniques may owe some measure of their success to the computational

principles they share with human perceptual systems and we expect that this approach will

open new possibilities for interaction between humans and intelligent machines.
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Chapter 6

Discussion

The overarching goal of the work presented is to push the field of Artificial Intelligence for-

ward by developing algorithms that can enable rapid online learning to make systems be

able to intelligently adapt to new data and scenarios with a combination of neuromorphic

computing, deep learning, and local learning. To this end we have focused on learning from

one or few samples of data online from streamed data for rapid generalization to new samples

of that class of data in a manner similar to biological intelligence. The experimental results

indicate that learning offline with gradient based learning methods and then transferring

the knowledge learned for deployment in hardware where learning can be done locally on-

line for adaptation to new data is effective for accurate low-power few-shot online learning

in neuromorphic hardware. This could enable applications such as learning new gestures

performed by someone from one or few examples from data streamed from a DVS to a

neuromorphic processor. We demonstrated that using bi-level optimization with a method

such as meta-learning is particularly effective for enabling highly accurate few-shot learning

within a task domain. We additionally explored how to use unsupervised learning methods

such as VAEs to learn feature representations that could be used to pseudo label data for

self-supervised learning without being explicitly given a label. Learning without explicitly
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given labels would make learning far more efficient because humans would not always need

to be in the loop providing labels for data and there are scenarios where they cannot be such

as an autonomous robot navigating in a hostile environment.

The work of the thesis has primarily focused on classification problems using data streamed

from DVS sensors. However the methods presented in the thesis should be generally appli-

cable to any time-series data such as audio data or biomedical sensor data. For example

the MAML meta-learning method applied for few-shot learning in Chapter 4 should be ex-

tensible to solve other types of problems such as reinforcement learning [42] and few-shot

class incremental learning type problems [23]. While the methods have primarily focused

on learning network weights, SNNs and certain types of neuromorphic hardware such as

the Intel Loihi have more parameters that could be learned or adapted to solve different

problems as well such as learning axonal delays for navigation problems or learning to learn

current and membrane potential dynamics which could be useful for SNNs implemented in

noisy ReRAM hardware.

The core idea of combining supervised and unsupervised learning methods presented in

Chapter 5 of trying to learn representations for classes to learn from unlabeled data by

learning a distance measure between prototypical clusters has been expanded upon and

adopted in conjunction with other work such as the Prototype-based Open Deep Network

(P-ODN) algorithm [155]. Intel has recently developed the Continual Learning Prototypes

(CLP) algorithm for their Lava framework [30]. The CLP algorithm uses spiking neurons

to explicitly learn the cosine similarity measure between labeled samples, and uses a fixed-

point neural network novelty detector to determine of a data sample is novel enough to be

considered a new prototype or not. The CLP algorithm has been demonstrated on the COIL-

100 dataset, an object image classification dataset. Perhaps the concepts demonstrated

by CLP, and the work of Chapters 4 and 5 could be used to extend the algorithm for

online learning of event-based sensor or time-series data. This could enable a wide range of
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applications that need or could benefit from continuous online learning from unlabeled data

such as learning to recognize new accents and words in speech recognition, detecting new

anomalies and security threats, and learning new gestures from a diverse group of people and

scenarios for Human Computer Interaction (HCI) and Extended Reality (XR) applications.

There is a great deal of work being done by the Neuromorphic Research Community (NRC)

related to the work described in this thesis and beyond. While the NRC has been growing

in recent years, it is still described as a nascent field that is in an uphill battle to prove its

worth against the incredible breakthroughs seen in recent years by traditional computing

hardware and the AI/ML algorithms running on them.

Much of what has been discussed in the thesis runs adjacent to the efforts of the TinyML

(Tiny Machine Learning) community. Researchers developing in the TinyML space have

many of the same goals currently as neuromorphic researchers, in that they are focusing

more on small models and solutions that can be deployed at the edge with resource efficient

algorithms and hardware [75]. Many of the target applications of the neuromorphic com-

munity are shared by the TinyML community such as gesture recognition, speech recogni-

tion, biomedical sensor processing, and environmental sensing. The main difference between

the neuromorphic and TinyML communities are that the TinyML community is focused

on optimizing current algorithms and hardware for Von Neumann architectures while the

neuromorphic community is driven by a more bottom up approach to computing trying to

rethink how computers and algorithms should work by taking greater inspiration from biol-

ogy. The TinyML community has demonstrated great success in bringing ML to the edge

for applications such as object detection [60], facial recognition [60], and speech recognition

[187]. TinyML has even demonstrated edge online learning for anomaly detection with a

neural network on a micro controller [145].

On the other end of the spectrum very large ANN models such as the GPT-4 Large Language

Model (LLM) have been revolutionary [130]. These models have demonstrated to be highly
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capable at natural language processing [17], multi-modal tasks combining vision and language

in robotic automation [38], and code writing [21]. The models can use in-context learning

(ICL) to be able to learn new classes and concepts from a few examples in context without

explicitly updating the model parameters [36]. ICL is often demonstrated with LLMs where

the context is given in the form of natural language templates, then ICL concatenates a

query question to the template to form a prompt that is input to the LLM for prediction

expecting the model to learn from the context given by the templates to make the right

prediction. Instead of the explicit gradient update step ICL learns from analogy based on the

given context for a training-free learning framework. By not explicitly updating the model

parameters problems such as catastrophic forgetting are avoided. Models can be pre-trained

to be able to perform ICL at inference time, such as MetaICL [114], and self-supervised ICL

[20]. Then at inference time Demonstration Designing algorithms such as Q-Learning [202],

and Self-Instruct [184], and Scoring Function algorithms such as Channel Prompt Tuning

[113] and kNN-prompting [190] are used to enable ICL during inference. There is a growing

interest in the NRC of developing transformer type models for neuromorphic hardware, and

some of the work from this thesis such as spiking meta-learning could be extended for ICL

and transformers.

The success of both tiny and large ML models run in traditional computing hardware has

led even prominent members of the NRC to question the value add of neuromorphic and

if the significant investment in the ground up approach of redesigning computing hardware

and algorithms will be viable given the competition. Therefore benchmarking applications is

currently of utmost importance in the NRC. If neuromorphic cannot prove a significant value

add, such as a 100x energy improvement for an exciting application with little to no drop

in performance, or provide an exciting application that is simply not possible on traditional

hardware then the future of the field will remain uncertain. To reach such a benchmark will

take a community wide effort and smart hardware software co-design to go beyond the high

bar set by the researchers and industry of more traditional computing and ML. To prove
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the value of neuromorphic computing to the wider world an ongoing benchmarking effort is

in the works called Neurobench [193]. Neurobench is a community driven effort to create

benchmarks for neuromorphic computing algorithms and systems [193]. The current focus

of Neurobench is to introduce applications that the community identifies as important for

a first round of benchmarking. These benchmarks are: object detection, motor prediction,

chaotic function prediction, and few-shot continual learning. The few-shot continual learning

benchmarking effort is much in line with the work of the thesis and the author has been

one of the leaders in the creation of the benchmark for the task, and is extending the

work done in Chapter 4 for meta few shot class incremental learning [23] with SNNs for

learning new words from audio data. Intel has also released a benchmarking competition for

speech denoising with neuromorphic computing with the target platform being their Intel

Loihi 2 processors [173]. There is also a growing interest in bringing the capabilities of

LLMs and other transformer based models to neuromorphic hardware with ongoing efforts

such as SpikeGPT [203] to develop GPT and other transformer based models compatible

with neuromorphic hardware such as the Intel Loihi. Neurorobotics is another area where

neuromorphic could shine with applications such as autonomous robots and vehicles [19],

and adaptive prosthetic control. These are just a handful of examples of the ongoing efforts

by researchers in both academia and industry to try and prove the value of neuromorphic to

the wider world to motivate further growth and development and make it a worthy resource

efficient addition to traditional computing methods for intelligent computing.
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