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UNDERSTANDING CONTACT AT THE NANOSCALE USING 

MOLECULAR DYNAMICS SIMULATIONS 

Rimei Chen, Ph.D. 

University of California, Merced, 2020 

Advisor: Professor Ashlie Marini 

 

Nanoscale contacts between materials are found in advanced technologies from 

nanomanufacturing to nanodevices to scanning probe microscopy. These applications 

require quantitative understanding of the nanoscale contact properties, such as contact area 

and adhesion. Continuum mechanics models are extensively used to describe and predict 

the behavior of such contacts, but are based on assumptions that may not hold true at the 

nanoscale. Additionally, the buried nature of the contact interface makes direct 

measurement of nanocontact a challenge. Alternatively, molecular dynamics (MD) 

simulations provide atomic details of the contact interface and can be used to investigate 

contact at the nanoscale. Here, physically realistic models of nanoscale contact were 

created with identically matched materials, geometry, crystallographic orientation, degree 

of amorphization, adhesion and loading conditions. The contact area was then computed 

from the positions and interactions of atoms. The results demonstrated that significant 

variation in the value of contact area can be obtained, depending on the technique used to 

determine it. Next, contact area from MD simulations was compared with predictions from 

electron transport theories. Electron transport theories were shown to underpredict the 

contact area by more than an order of magnitude. This low conductance of the nanocontact 

could not be explained by electron scattering off of defects, and was instead attributed to 

approximately a monolayer of insulating oxide on the contact surfaces. The effect of native 

oxide on contact area measurements was further investigated using a newly developed 

method to approximate conductance based on the distance between atoms in channels 

across the contact. Then, we compared the contact area calculated with ballistic transport 

and tunneling theories to that obtained using the known positions of atoms in the contact. 

The difference was small for very thin (<0.1 nm) or thick (>1.0 nm) oxides, where ballistic 

transport and tunneling theories work well; however, the difference was significant for 

oxides between these limits, which is expected to be the case in many practical 

applications. The prediction of contact area from continuum mechanics models also relies 

on accurate knowledge of the work of adhesion between the surfaces. An important 

assumption in these models is that the work of adhesion is constant for a given pair of 

materials. Our results challenge this assumption, instead showing a significant increase in 

work of adhesion with increasing pressure, and analyses suggest the presence of stress-

driven chemical reactions in the contact. Overall, this research defined and computed 

contact properties using MD simulations and the results demonstrated the limits of 

empirical models, including continuum theories and electron transport theories, to describe 

contact at the nanoscale.  
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Chapter 1 Introduction 

 

1.1 Contact at the nanoscale 

 

As devices and manufacturing technologies shrink to the nanoscale, there is a growing need 

to understand, predict, and control the behavior of small-scale contacting interfaces. 

Examples of this need stem from nanomanufacturing, materials characterization, and 

nanodevices. For example, in tip-based nanomanufacturing [1, 2] and in micro-transfer 

printing of quantum dots [3], the behavior of the nanocontact determines reliability and 

precision. In the vast array of scanning probe microscopy techniques [4, 5], the contact size 

and properties determine both the resolution of the technique and the accuracy of models 

applied for quantitative analysis. Finally, for nanoscale switches and actuators [6, 7], the 

mechanical and transport properties of the contact determine functionality and lifetime of 

the device. 

 

Atomic force microscopy (AFM) has commonly been used to study the contact at the 

nanoscale [8, 9]. Figure 1.1a shows a schematic of an AFM setup. The AFM setup contains 

a sharp tip and the interaction between the tip and the substrate is measured from the 

deflection of the tip. Typically, the AFM tip has a radius in a range of 10 to 100 nm. The 

contact between the tip and substrate represents a single asperity contact. The interaction 

force between the tip and the substrate can be measured with nN resolution. Accordingly, 

the interaction force of the contact process (as the tip approaches and retracts from the 

subtract) can be obtained as a function of their separation (see Figure 1.1b). Consequently, 

the properties of the contact between the tip and substrate can be investigated from the 

geometry and the interaction force. The contact properties can be obtained using continuum 

contact mechanics models (Section 1.2), direct and indirect experimental measurements 

(Section 1.3), or molecular dynamics (MD) simulation (Section 1.4). 

 

 

Figure 1.1 (a) A schematic of an AFM where contains a sharp tip and a flat substrate. 

This image is from Ref. [10] (b) A reprehensive force distance curve as the tip 

approach and retract from the substrate. 
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1.2 Overview of application of continuum contact mechanics at the nanoscale 

 

1.2.1 Continuum contact mechanics models  

 

By combining the geometry and mechanical properties of the two contacting bodies, 

continuum contact mechanics models could be applied to predict the contact behavior. The 

well-known Hertz model [11] describes contact between two spheres or a sphere on a flat 

surface, where the contact radius could be predicted by the geometry and stiffness of the 

contact bodies, as well as the applied load 𝐹𝑎𝑝𝑝. The form of the Hertz model is given by: 

𝑎𝐻𝑒𝑟𝑡𝑧 = (
3𝐹𝑎𝑝𝑝𝑅𝑒𝑓𝑓

4𝐸𝑒𝑓𝑓
)
1

3                                              (1.1) 

Where 𝑅𝑒𝑓𝑓 is the effect radius of the two contact bodies and is defined as 𝑅𝑒𝑓𝑓 = (
1

𝑅1
+

1

𝑅2
). 𝐸𝑒𝑓𝑓 is the effective modulus and is defined as Eeff = [

(1−ν1
2)

E1
+

(1−ν2
2)

E2
]
−1

, where E and ν 

are the elastic modulus and Poisson ratio of the two contact bodies. The Hertz model 

assumes the contact bodies are homogeneous, isotropic, smooth, and exhibit elastic 

behavior. Additionally, adhesive force is neglected in Hertz model. However, at the 

nanoscale, the adhesive force become dominant as the surface-to-volume ratios increase. 

The extensions of the Hertz model, such as Derjaguin–Müller–Toporov (DMT) [12] and 

Johnson–Kendall–Roberts (JKR) [13] are used to describe contacts when adhesive force is 

under consideration. In general, DMT is applicable for stiffer materials with weaker and 

longer-range adhesive interactions, while JKR is applicable to more compliant asperities 

with stronger and shorter-range adhesion. The mathematical aspects of and transition cases 

between DMT and JKR have been described previously. Using these spherical contact 

models, the contact radii calculated by DMT and JKR, respectively, are given by:  

𝑎𝐷𝑀𝑇 = (
3(𝐹𝑎𝑝𝑝+𝐹𝑎𝑑ℎ)𝑅𝑒𝑓𝑓

4𝐸𝑒𝑓𝑓
)

1

3
                                         (1.2) 

𝑎𝐽𝐾𝑅 = {
3𝑅𝑒𝑓𝑓

4𝐸𝑒𝑓𝑓
[𝐹𝑎𝑝𝑝 + 3𝑊𝑎𝑑ℎ𝜋𝑅𝑒𝑓𝑓 +√6𝑊𝑎𝑑ℎ𝜋𝑅𝑒𝑓𝑓𝐹𝑎𝑝𝑝 + (3𝑊𝑎𝑑ℎ𝜋𝑅𝑒𝑓𝑓)

2
]}

1

3

   (1.3) 

 

where Fadh is the adhesive force. Wadh is the work of adhesion between the contact bodies. 

 

The work of adhesion Wadh can be calculated from the adhesive force Fadh as: 

Wadh = Fadh/(πR)                                                  (1.4) 

where  = 2 for DMT and  = 1.5 for JKR. First Tabor [14] and later Maugis [8] showed 

that the DMT and JKR are two extreme limits for describing a continuum of contact 

behavior. The transition region between the limits can be characterized by a dimensionless 

transition parameter [14, 15] (𝜇𝑇  or 𝜆) which is the ratio of elastic deformation to the 

length-scale of surface forces. In the transition region, Maugis [15] provided expressions 

for deformation and contact area as functions of applied load. These equations were 

simplified by Carpick et al [16] to present a numerical analysis for determining the contact 

area in the transition region. Similar numerical analysis was extended for determining 

deformation in the transition region [17]. 
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1.2.2 Application of continuum mechanics models at the nanoscale 

 

Nanoscale contact area is most commonly predicted using continuum mechanics models 

(as reviewed in Ref. [18]) due to their ease of use and closed-form predictions for contact 

radius. There are numerous AFM investigations where measured data has been accurately 

fit by applying continuum contact mechanics, as discussed in Ref. [16, 19–21]. Carpick et 

al. used a Pt-coated tip to contact with a mica surface and found that continuum models 

and their extended models could be used to describe the nanocontacts [19, 21]. Enachescu 

et al. performed a nanocontact between a hydrogen-terminated diamond(111) tip and a 

tungsten carbide surface in ultrahigh vacuum and found the area-load relation of this 

extremely hard single asperity contact could be described by the DMT continuum 

mechanics model [20]. However, these experiments were conducted in extremely 

conditions for certain materials and required geometry assumptions from the contact 

bodies. In most engineering applications, these conditions may not be achieved and 

therefore, the continuum contact mechanics models may not hold true. For example, 

capillary effects [22] or viscoelasticity in soft materials [23, 24] may cause adhesion 

hysteresis [25] in the area-load relation. This hysteresis between approaching and 

separating could not be captured by the continuum mechanics models. Therefore, a more 

general limit of these continuum contact mechanics models at the nanoscale is required to 

predict the contact properties for many engineering applications. 

 

1.3 Experimental methods for measuring the area and adhesion of nanocontacts 

 

The contact interface is buried under two contact bodies, which makes accurate 

measurement of contact area in experiments a challenge. The contact area can be 

determined using two approaches: (1) indirect measurement, where the contact area 

computed from one or more other functional properties of the contact; (2) direct 

measurement, where the contact area measured from the real-time imaging of the contact.   

 

1.3.1 Indirect methods for measuring nanoscale contact area 

 

Contact area can be determined indirectly by measuring functional properties of a contact, 

e.g. electrical and thermal contact resistance [26, 27], normal contact stiffness [28], lateral 

stiffness and friction forces [29]. 

 

The contact area can be estimated through the contact resistance using the electron 

transport theories including ballistic and tunneling models. Several investigations have 

measured the resistance through the tip/substrate contact using scanning probe microscopy 

and computed the contact area using the ballistic model. One investigation showed 

qualitatively the effect of the materials contribution to resistance. More recently, a method 

was demonstrated to quantitatively treat the contribution of an oxide using the tunneling 

model. Fitting the model to measured data enables the calculation of what the author call 

an “electrical contact area”. Measuring the contact area from thermal contact resistance 

exhibits similar concept as from the electrical contact resistance, except that heat can be 

carried by electrons and phonons which will have different mean free paths and different 
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scattering behavior. Gotsmann and Lantz have measured thermal contact resistance 

between a flattened silicon probe tip and a tetrahedral amorphous carbon surface as a 

function of load and tip size [11]. The results are fit using a model that assumes quantized 

thermal transport through individual atomic regions, such that the measured thermal 

conductance scales with the true area of contact. 

 

The stiffness of the AFM contact is a function of the mechanical properties of the materials 

in contact, and also of the contact area. Prior investigations have assumed smooth spheres 

in linear elastic contact and applied the Hertz model to describe the contact stiffness, where 

the stiffness is directly proportional to the contact radius. It has been shown this model 

applies to all smooth, rigid, rotationally symmetric bodies in elastic contact and a correction 

factor required for larger loads and other prismatic bodies.  

 

Measurements of lateral forces have also been used as an indirect measure of contact. For 

a sticking contact, for which sliding has not yet initiated, the lateral contact stiffness can 

be computed as the derivative of the lateral force-displacement curve and is proportional 

to the contact radius for a Hertzian contact. This model has been applied to scanning probe 

microscopy measurements of lateral stiffness to determine contact area. For sliding 

contacts, the behavior is governed by sliding friction and dissipative force, so the concept 

of lateral stiffness no longer applies. Here it is often assumed that friction force is directly 

proportional to the true contact according to the originally proposed by Bowden and Tabor, 

with a constant of proportionality that equal to the shear stress of the interface. The contact 

area has been directly extracted from quantitative sliding friction tests.   

 

These indirect measurements of contact area using contact properties are all required a 

model to extract the contact area from the measurements. These models rely on significant 

assumptions about the materials, properties, and shape of the contact. Many of these 

methods assume that the bodies in contact have the shape of a smooth well-defined 

geometric function (e.g., sphere, or rotationally-symmetric power-law, etc.), and therefore 

the area of contact is a single continuous surface. However, surface roughness on either or 

both bodies can contribute to the formation of a multi-asperity contact, in which case the 

direct application of the above models is not straightforward. 

 

1.3.2 Direct methods for measuring nanoscale contact area 

 

To directly measure contact area, researchers have conducted the AFM experiments inside 

of a transmitted electron microscope (TEM) [30, 31], which provides atomic resolution of 

the contact bodies, and so called in situ TEM technique. Figure 1.2 shows (a) an image of 

this in situ setup and (b) a TEM image of an AFM tip. The in situ TEM technique is able 

to directly observe instantaneous contact behavior. However, since the contact interface is 

buried in between the two contact bodies, the properties and atomic details of this buried 

surface are still unknown.  
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Figure 1.2 (a) Optical and (b) TEM images of the experimental setup enabling an in 

situ contact test inside of a transmission electron microscope. A flat diamond 

indenter (1) is opposite an AFM chip (2), such that it can be brought into contact with 

the nanoscale tip (3). This experiment image is provided by Professor Tevis Jacobs’ 

research group at the University of Pittsburgh.  

 

In situ TEM technique enables direct measurement of contact area. In situ TEM 

experiments designed specifically to study nanocontacts were used to investigate dissimilar 

contacts that do not undergo spontaneous welding [32]. This apparatus was used to 

quantitatively characterize the out-of-contact geometry of the AFM tip, as well as to 

measure the corresponding adhesion [30, 33, 34], wear [32], and electrical [35] properties. 

Such studies show that, in the general case, there is not fusion of the opposing bodies, but 

instead the original interface remains distinct. In all cases, in situ TEM provides a way to 

measure the geometry of the bodies, as well as their structure, and composition. During 

contact, side-view images can be used to compute the diameter of the contact and, under 

certain assumptions, its contact area. 

 

Direct assessment of contact area eliminates the need to assume a functional dependence 

of a measured property on contact area (which requires significant assumptions about the 

shape, size, composition, and structure of the bodies in contact). However, the in situ 

experiments add their own constraints and assumptions. First, the measurements are 

typically slow and time- and resource-intensive, which precludes the conduction of a very 

large number of repetitions for statistical analysis. Second, to be imaged in the TEM, the 

samples must be thin enough to be electron transparent (less than approximately 100 nm 

in thickness) and conductive enough to avoid significant charge build-up under the electron 

beam. Third, the energetic electron beam used for imaging can inadvertently change the 

behavior of the materials under study: changing their mechanical properties, or 

decomposing or contaminating the material. Fourth, for non-welding contacts, the 

measurement of the contact diameter is limited by imaging resolution and TEM artifacts, 

as well as by apparent overlap between the contacting bodies due to slight out-of-plane 
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shifts. Fifth, only a 2-D projection of the contact is visible in the TEM and the ability to tilt 

is typically limited. Therefore, assumptions must be made about the shape and extent of 

the contact size in the direction parallel to the imaging beam.  

 

1.3.3 Measuring work of adhesion at the nanoscale 

 

The primary factors governing adhesion between bodies are the fundamental physical 

interactions between the materials and the geometry (global and local) of the surfaces in 

contact. The first factor includes the atomic-scale interactions such as van der Waals 

attraction, electrostatic interactions, and atomic bonding and is described by the work of 

adhesion Wadh, which is the energy required per unit area to separate flat surfaces of the 

two materials. In terms of surface energy γ of the two materials, Wadh = γ1+ γ2 - γ12 = 2γ 

(for a self-mated contact). Just two years after London’s theory of van der Waals 

interactions, Bradley [36] demonstrated the effect of geometry on adhesion when he 

showed that the adhesive force between two identical rigid spheres of the same material 

can be described as Fadh = 2πRWadh. To compute the work of adhesion from the adhesive 

force, pull-off test are typically performed using atomic force microscopy [37]. The 

interaction force is captured during the tip approaching and retraction processes where the 

minimum attractive force is the adhesive force. This method requires the assumptions of 

continuum contact mechanics are applicable at the nanoscale and that the work of adhesive 

is a constant and only depends on the surfaces.  

 

1.4 Molecular dynamics simulations of nanocontacts 

 

An alternative to continuum models is atomistic simulations. Molecular dynamics (MD) 

simulation, which is based on Newton’s second law, has been introduced to complement 

experimental studies of contact at the nanoscale. In MD simulation, properties such as the 

position, or force of each atom in the model system can be calculated, which provide atomic 

details of the contact behaviors. Additionally, MD simulation is able to flexibly and 

precisely control the contact conditions, like temperature, oxidation of the contact surfaces, 

and degree of amorphization of contact materials, where those conditions are difficult to 

control in the experiment. Many MD studies, including those reported in this proposal, are 

performed using Large-scale atomic/molecular massively parallel simulator (LAMMPS) 

[71] , which is a molecular dynamics program from Sandia National Laboratories.  

MD simulations have been used to model contacts between a curved tip and a flat substrate. 

Physical representative models with tip radii from 10 to 100 nm have been simulated to 

investigate the effects of tip radius and the contact properties by mimicking experiment 

conditions [38–41]. To evaluate contact properties (e.g. contact area) using MD 

simulations, contact area is calculated based on the position of each atom. Contact has been 

defined based on the distance [42, 46, 47], or the interaction force [48, 49] between atoms. 

Cheng et al. used contact atoms that resulted in 95% of the contact pressure to compute the 

contact area and found this contact area was 2-4 folds larger than the Hertz predictions [48, 

49]. Mo et al. compared the atomistic contact area to the apparent contact area with a 

convex hull to enclose contact atoms and found the atomistic contact area was suitable for 
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the further friction properties study. A review of the contact area measurement methods 

can be found in Ref. [50]. Contact area can be measured from varying definition and 

methods. The results depend on the measurement technique and lack of validation.  

 

Simulations have also been used to characterized contact area measured through 

conductance (see section 1.3.1). However, some investigations suggest the failure of 

electrical transport theories to describe transport through gold nanocontacts [51] with lower 

conductance than expected. This low conductance might due to the insulating layer on the 

contact surfaces that cannot be observed or characterized from experimental technique. 

Atomistic simulations can provide some insight into the effect of such insulating layers 

because they explicitly model the size and morphology of the contact. Density functional 

theory or ab initio molecular dynamics enable the direct calculation of conduction [52–56], 

but are limited to very small size scales and so cannot capture the deformation at 

technologically relevant size scales. Alternatively, there have been extensions of classical 

MD developed that enable calculation of conduction [41, 57]. This approach does not 

differentiate between atoms which limits the study of insulating films. A recent study by 

Yang, et al. [58] used classical MD simulations to understand the effect of small amounts 

of adsorbates on conduction in Pt nanoasperities for nanoelectromechanical switches. This 

study considered current flow through direct metal-metal contact and did not attempt to 

include contributions due to tunneling, which may play a significant role in the case where 

one or more of the metals has at least a full monolayer of oxide coverage. Accordingly, the 

study of contact area through conductance requires methods to estimate conductance in 

MD simulations with insulating films on the contact surfaces.  

 

Further, simulations provide atomic surface roughness and covalent bonding information 

to study the origins of adhesion. Molecular dynamics simulations using silicon probes and 

diamond substrates revealed that adhesion is impacted by plastic rearrangements in the 

probe during sliding, i.e., smoothing, and by the presence of probe-substrate covalent bonds 

at the time of probe pullback. [59] Furthermore, the simulations showed that hydrogen 

termination of the diamond, applied load, sliding distance, and initial probe roughness all 

impact the simulated adhesion. Another recent study [60] examined the contact size of a 

silicon probe on diamond during loading and unloading and showed how the loading data 

could only be fit using a value of work of adhesion that increased with load up to the 

maximum force that was applied. However, these studies only focused on work of adhesion 

with a constant or static load. Potential changes in the work of adhesion with applied load 

have not been examined.  

Some MD simulations have suggested that contact mechanics may be applied when 

atomic-scale surface roughness is considered in the model [42] or for modifications of the 

theories, such as thin-coating contact mechanics [38, 43]. However, Luan and Robbins 

have found that atomic roughness at the surface resulted in deviations of the pressure 

distribution with models exhibited the same tip radii but with different surface features [44, 

45]. This deviation cannot be predicted by continuum contact mechanics models. 

Therefore, the applicability of the continuum mechanics models at the nanoscale is still 

unclear. 
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1.5 Dissertation outline 

 

Previous studies have suggested that contact mechanics may be applied [12, 21, 23, 31, 32] 

or may break down at the atomic scale [40, 44, 45, 61, 62]. However, the experiments and 

simulations were conducted under specific conditions and were only for certain materials. 

Further, in simulations, previous research has shown different methods to compute the 

contact area can lead to different results [47]. Many previous simulation results lack 

validation and are limited by the ambiguity of the definition of the contact at the nanoscale. 

Therefore, investigation of the applicability of the continuum contact mechanics models 

and validation of contact area calculations in simulations are required.  

 

In this proposal, our goal is to define contact, develop a solid method to calculate contact 

area at the nanoscale and reveal the fundamental mechanisms of work of adhesion. To 

achieve this goal, in chapter 2, we use molecular dynamics simulations to develop a 

physically realistic nanocontact model and calculate the contact area with different 

methods. The contact area from simulations is then compared with direct experiment 

measurements and continuum contact mechanics predictions. We further explore the load 

dependence of the contact area for this nanocontact model to analyze the applicability of 

the continuum contact models. In chapter 3, we use conductance as an alternative way to 

measure or verify the contact area measurement. First, the contact area is measured using 

in situ experiments and simulations with the methods developed in chapter 2. The results 

are then compared with the contact area estimated from conductance and electron transport 

theories. In chapter 4, the effect of native oxides on contact area determined from 

conductance is discussed and the applicability of electron transport theories for contacts 

with thin oxides are evaluated. In chapter 5, the pressure-dependence of work of adhesion 

is studied using simulation and experiments. Finally, we propose research on: (1) general 

limits of continuum contact mechanics models regarding tip geometry and contact 

pressure; (2) the origin of load dependent adhesion at the nanoscale. 
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Chapter 2 Contact area measurement at nanocontacts  

 

2.1 Introduction 

 

Nanoscale contact area is most commonly predicted using continuum contact mechanics 

models. Contact mechanics models are easy to apply and make closed form predictions for 

contact radius, but their validity at the nanoscale has been questioned [44, 45, 63, 64], 

especially due to the effects of atomic-scale roughness. Alternatively, contact area can be 

measured in one of three ways [50]: it is directly measured using in situ observation; it is 

computed from indirect properties, such as by measuring current flow and applying 

electronic transport theories; or it is extracted from an atomistic simulation. Each of these 

approaches has its assumptions and limitations. First, direct observation can be performed 

with atomic resolution [65], but this approach typically lacks the load resolution to measure 

the nanonewton-scale loads that are relevant to nanocontacts. Second, electronic transport 

models are extremely well validated in highly controlled environments [66] (such as in 

scanning tunneling microscopy or in mechanically controllable break junctions), but their 

accuracy can be reduced for real-world nanocontacts operating in an ambient environment 

due to factors such as oxide and contamination. Finally, atomistic simulations provide 

atomically resolved detail into the contacting interface, but the value of contact area can 

depend on how it is measured [48] and the generalizability of results to real-world systems 

is not always clear.  

 

In this study, we used molecular dynamics simulation to model a physically realistic 

contact between a flat diamond indenter and a sharp silicon tip. The simulations were 

designed to faithfully reproduce the key features of AFM experiments so that the two can 

be used together to compare the contact area of the same nanoscale contact. Different 

methods were employed to measure the contact area. Our goal for this chapter is to compare 

the contact area calculated using different techniques and test the applicability of 

continuum contact models.  

 

2.2 Methods 

 

Molecular dynamics simulation was used to model a physical realistic contact between a 

silicon tip and a diamond substrate. The shape and material composition of tip were 

obtained from transmitted electron microscopy (TEM) images, courtesy Dr. Tevis Jacobs 

at the University of Pittsburgh. According to the TEM imaging, the tip was composed of 

crystalline silicon with an amorphous region at the perimeter of its apex. The high-

resolution TEM image of the tip in Figure 2.1a was traced to extract the 2D profiles of both 

the crystalline and amorphous regions. The method of disks [67] was used to create 3D 

surfaces for the tip shape, under that the assumption that the 2D profile is representative of 

the tip shape in all orientations. This assumption is supported by previous work on sliding 

wear of silicon. For example, Ref. [68] compares side-view TEM images to the results of 

numerical 3D tip reconstruction from AFM scans; the results show similar radii in all 

orientations. Further, even a difference of 5% in tip radii between in-plane and out-of-plane 

orientations would cause an error of less than 1% in computed results [69]. 
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Figure 2.1 A high-resolution TEM image (a) of the AFM tip is shown with 

crystallographic and loading directions labeled. The inset image shows the fast 

Fourier transform (FFT) pattern of the corresponding TEM image. This experiment 

image is provided by Professor Tevis Jacobs’ research group in University of 

Pittsburgh. The atomistic model is shown in perspective (b) and cross-sectional (c) 

views. Sphere color represents atom type, where: blue is crystalline silicon; silver is 

amorphous silicon; red is the rigid part of the tip; and black is carbon. 

 

The crystallographic direction of the crystalline region of the tip was set based on the 

diffraction pattern from the TEM. The height of the tip model was 10 nm. The substrate 

consisted of carbon atoms in a diamond lattice and had dimensions of 40 × 40 × 1 nm in 

the x, y, and z directions respectively. The substrate atoms were held rigid for 

computational efficiency. According to the Hertz model, this assumption is expected to 

introduce differences in contact area and deformation of approximately 7% from the 

experiment. However, this was accepted since an accurate description of elasticity on both 

bodies would have required a significant increase in the simulation size. The substrate was 

modeled as a flat surface because the radius of curvature of the overall shape of the indenter 

was measured to be 1000 nm. Nanoscale roughness on the substrate was neglected because 

its accurate inclusion would require knowledge of the precise location of the tip contact – 

including in the out-of-plane direction. This cannot be identified with sufficient precision 

due to the finite resolution in the TEM. Fixed boundary conditions were applied in all 

directions. 

 

The topmost 1 nm of the tip were treated as rigid bodies. Treating the diamond substrate 

as rigid will introduce an A Nosé-Hoover thermostat was applied to the 4-nm region 

immediately below the rigid layer to control the temperature of the system at 300 K. The 

remainder of the tip atoms were integrated using the NVE (constant number of atoms, 

volume, and energy) ensemble, which enabled the simulation to capture the dynamics of 

atoms in the contact interface [70]. Simulations were carried out using the molecular 

dynamic simulation package LAMMPS [71] with a time step of 1 fs. 
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There were four processes during the simulation: equilibration, loading, relaxation, and 

unloading. In each process, the interaction force between the tip and substrate was 

characterized.  The interaction force was calculated as the sum of the forces on the tip 

atoms [40]. The tip was initially placed at a distance of 0.7 nm above the substrate. This 

distance was greater than the cut-off distance of the empirical potentials. Thus, there was 

no interaction between the tip and the substrate during the equilibration process. After the 

system reached stability in temperature and energy, which indicated the system was at 

equilibrium, a constant downward velocity of 5 m/s was applied to the rigid body of the 

tip. The tip moved towards the substrate until it reached the maximum force observed from 

experiment. After the tip reached the maximum force, it was relaxed for 0.7 ns to ensure 

stability in energy and force. After relaxation, the tip was retracted from the substrate at 

5 m/s to simulate an unloading process. Due to realistic limitations of computation time, 

the loading and unloading speeds were significantly faster than experiment. However, 

contact mechanics models do not predict an effect of pull-off speed for hard, non-

viscoelastic materials. Further, thermally-activated processes such as creep are not 

expected to play a significant role in the present contact. 

 

The modified Tersoff potential [72], which is known to be able to capture accurately the 

mechanical properties of silicon, was employed to simulate the interactions within the 

silicon tip. The interactions between tip and substrate were modeled by the Lennard-Jones 

potential with the addition of a Buckingham potential to capture the large short-range 

adhesive interactions that were observed in the experiment. The Lennard-Jones potential 

approximated the van der Waals attraction and Pauli repulsion between the materials, and 

the parameters were set at ε = 0.0024 eV, σ = 0.28 nm [73]. The Buckingham potential was 

used to add an additional attractive force between the tip and the substrate [74, 75]. The 

Buckingham potential has the form 𝐸 =  −𝛼𝑒−𝑟/𝜁 , where α is the maximum attractive 

energy between two atoms, and 𝜁 is the characteristic short-range decay length. The value 

of 𝜁 was set to be 0.3 times the value of σ of the Lennard-Jones potential [74, 75]. The pull-

off force increased approximately linearly with the magnitude of the parameter α, and the 

experimental pull-off force was reproduced in the simulation using a value of α = 3.5 eV. 

This extracted Buckingham parameter α  comparable to the energy of a silicon-carbon 

bond, which is 3.3 eV [76]. 

 

2.3 Matching interaction between simulations and experiments 

 

To ensure that the simulations and experiments were describing the same nanocontact, it 

was necessary to match the adhesion strength at the interface, as quantified by the pull-off 

force. Figure 2.2 shows the force-vs-time data from the experiment and the simulation. The 

maximum force and the pull-off force from the simulation was matched with the 

experiment data with the maximum force and the pull-off force were 367  2 nN and 

457  8 nN, respectively. 
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Figure 2.2 The force as a function of time from experiment (a), shown as both raw 

(red symbols) and downsampled (black line) data, and from simulation (b). As 

shown, the maximum and pull off forces are matched between experiment and 

simulation, while the timescales differ significantly. Experimental data is provided 

by Professor Tevis Jacobs’ research group in University of Pittsburgh. 

 

2.4 Geometry assumptions for continuum contact mechanics models 

 

To be able to apply the continuum contact mechanics models, the geometry and 

deformation information of the tip were required. Therefore, these two steps were 

performed: (1) evaluate the geometry of the body to confirm a parabolic shape and measure 

tip radius; (2) compare the shape of the bodies before and after contact to confirm that there 

was no change in overall shape due to testing.  

 

To evaluate the geometry of the bodies, the outer contour of the tip was traced using image 

analysis. To verify near-parabolic shape (Step 1), the traced contour was fit to a parabola 

of the form 𝑧 = 𝑥2 2𝑅⁄ , where z is the vertical height, x is the lateral dimension, and R is 

the radius. To assess changes with testing (Step 2), the traced contours were compared 

before and after testing. Before testing, the tip radius was 20.0 ± 1.8 nm and the root-mean-

square deviation from the paraboloidal shape was 0.17 nm. After testing, the tip radius was 

20.7 ±  1.4 nm with an RMS deviation of 0.16 nm. While there were Angstrom-scale 

modifications to the tip, the tip remained paraboloidal. The geometric assessment supports 

the application of classical contact mechanics models. 
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Figure 2.3 Tip profile from the simulation before and after contact. There is minimal 

shape change observed.  

 

2.5 Contact area measurement at the maximum load 

 

To demonstrate the variation in contact area calculations for a simulated contact, the area 

of contact at the maximum force was evaluated using a variety of different methods. These 

methods are discussed explicitly in Ref. [50]. In the simulation, contact area is obtained by 

first identifying the atoms that are ‘in contact’, and then convert contact atoms into contact 

area. 

 

2.5.1 Contact atoms identification 

 

There are two different methods to identify the contact atoms: (1) a distance criterion; and 

(2) a force criterion. The value of dc = 0.25 nm was set as the distance at which the Si-C 

interatomic potential energy is a minimum [42, 46, 47]. In the force criterion, the time-

averaged interaction force was calculated between each tip atom and the substrate. If the 

tip atom experienced a repulsive force from the substrate, this tip atom was considered to 

be in contact with the substrate [48, 49]. The time-averaged forces on the tip atoms were 

calculated over different time intervals at steady state, i.e. the observation time interval 

varied from 1 to 10,000 time steps. The results from both methods are shown in Figure 2.4 

for the point of maximum force. 
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Figure 2.4 (a) Number of contact atoms at the maximum force as calculated using 

the distance criteria and the force criteria with increasing observation time. (b) 

Representative image of the contact atoms identified from the distance criterion (blue 

circles) and the force criterion (red crosses). The convex hull method defines the 

contact area enclosing the contact atoms (black outline). The side-view diameter 

method defines a circular contact with a diameter measured along the axis 

corresponding to the viewing direction of the TEM (marked as D). 

 

Using the force criterion, the number of contact atoms increased with increasing force-

averaging time interval and then saturated after approximately 1000 time steps. This time-

dependence does not reflect physical changes in the material, but is rather attributed to 

thermal fluctuations and the fact that short-time fluctuations are averaged out [48, 49]. 

Therefore, only the longest observation period is reported in the rest of the present 

discussion, in accordance with Ref. [49]. Using the force criterion with the longest 

observation period yielded a value of 1383 ± 4 atoms. Using the distance criterion, the 

mean number of contact atoms was 1672 ± 9. This result is shown as a horizontal bar in 

Fig. 2.4(a), where the width of the bar represents the standard deviation of the data. 

Although results from both the force and distance criteria calculations are shown in 

Fig. 2.4(a), the distance criterion results are inherently time averaged and so do not depend 

on observation time.     

 

2.5.2 Contact area calculations 

 

After identifying contact atoms, the contact atoms were converted into a measurement of 

contact area using each of three different methods: (1) multiplying the number of contact 

atoms by the area of a single atom (called “atomic area method”); (2) measuring the area 

of a polygonal region enclosing the contact atoms (called “convex hull method”); and (3) 

computing the area of a circular contact described by the diameter that is measured in an 

orientation that corresponds to the viewing direction of the TEM (called “side-view 

diameter method”). These methods are illustrated in Fig. 2.4(b). Finally, to rule out the 

viewing orientation, contact area was measured using averaged-view diameter method 
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which is the average of the diameter measured from the six viewing directions (0° along 

the TEM view, 30°, 60°, 90° (along the x axis), 120°, and 150°). The difference between 

side-view diameter method and the averaged-view diameter method is 3.5%.  As expected, 

the atomic area method yielded the smallest estimated area (73.1 ±  0.4 nm2 and 

58.8 ± 0.4 nm2 for the distance and force criterion, respectively). The value from the 

convex hull method was significantly larger (131.3 ± 0.8 nm2 and 125.6 ± 1.0 nm2 for the 

distance and force criterion, respectively) because this calculation assumes continuous 

contact [42, 63]. Lastly, the side-view diameter method and the averaged-view diameter 

method, which are most similar to the area obtained from TEM images in the experiment, 

resulted in the largest estimated areas (132.7 ± 0.2 nm2 and 125.9 ± 8.5 nm2 for the force 

criterion, respectively). 

 

2.6 Contact area comparisons with different computed methods 

 

 For comparison, at the maximum force, the contact area obtained from the TEM image 

was 149.8 ± 55.4 nm2, where the uncertainty is due to vibration of the indenter. The DMT, 

JKR and the Maugis-Dugdale theories predict values of 69.1 ± 4.7 nm2, 142.2 ± 9.6 nm2, 

and 122.8 ± 7.6 nm2, respectively. These are using the tip radii and works of adhesion, and 

an effective modulus of 126.9 GPa. This effective modulus was computed as 𝐸𝑒𝑓𝑓 =

[
(1−𝜐1

2)

𝐸1
+
(1−𝜐2

2)

𝐸2
]
−1

, where the first material is [1 0 0] diamond (E = 1050.0 GPa, 𝜈 = 0.1) 

[77] and the second material is the silicon, oriented along the loading direction. The latter 

properties were E = 132.8 GPa and 𝜈 = 0.28, which were obtained from elastic constants 

C11 = 165.6 GPa, C12 = 63.9 GPa, C44 = 79.5 GPa [78] and a loading direction of [2 2̅ 19]. 
 

The results of all contact area calculations are shown in Fig. 2.5. The variation in contact 

area shown for each of the three continuum mechanics models reflects the uncertainty in 

the radius fit to the pre-test TEM images of the tip. Variation in the viewable diameter 

contact area corresponds to resolution of the in-contact TEM images. Comparison of all 

approaches and the uncertainly associated with each demonstrates the wide range in 

possible measured values, even for a simulated contact with known atomic positions. This 

underscores the complexity of defining an accurate value for contact area. It is likely that 

the “correct” area of contact to use will depend on the intended application. For instance, 

the rate of atomic-scale wear via chemical reactions will likely depend more strongly on 

the atomic area of contact. While the electrical transport (in the ballistic limit [79]) will 

likely depend more strongly on the area computed using the convex hull. For the remainder 

of this discussion, the viewable diameter from the TEM experiments will be compared 

against the averaged-view diameter method from the simulation, as these are the most 

directly analogous. Overall, the variability in computed values demonstrates that caution 

is required whenever two absolute values of contact area are compared.  For a more robust 

analysis, the contact area must be computed at a variety of applied forces, as is done in the 

next sub-section. 
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Figure 2.5 Contact area at the maximum applied force of 408 nN: as predicted by 

continuum contact mechanics theories; as obtained from the in situ high-resolution 

TEM video; and as calculated from the atomistic simulations using different 

approaches. For each of the simulation measurements, two values are shown 

corresponding to the force (left) and distance (right) criteria. Experimental data is 

provided by Professor Tevis Jacobs’ research group in University of Pittsburgh. 

 

2.7 Load dependence of the contact area 

 

The contact area as functions of applied force is shown in Fig. 2.6. The contact area 

demonstrates hysteresis in behavior between the loading and unloading portions of the 

tests. The contact area at zero applied force is larger upon unloading by 101% as compared 

to the same value measured during loading. This hysteresis behavior is not predicted by 

continuum elastic models. While this can be a hallmark of permanent changes within the 

material, there is no gross shape change observed before/after testing, as shown in Fig 2.3. 

None of the contact mechanics models (JKR, DMT, Maugis-Dugdale) could capture the 

hysteresis between loading and unloading behavior; therefore, these two segments were 

investigated independently. The unloading curve could be accurately fit using the 

intermediate case of Maugis-Dugdale with an effective modulus of 98.1 GPa. The 

extracted best-fit value for effective modulus from the simulation is lower by 22.7% to that 

of the crystalline silicon.  

 

By contrast, the Maugis-Dugdale model with the same parameters overestimated the 

contact area upon loading by 46%. Indeed, the loading portion of the curve could not be 

accurately fit for any value of Eeff. Therefore, the fit was retried allowing for a variable 

work of adhesion. Specifically, Wadh was allowed to vary with force, while the radius was 

held constant at the measured value (20.7 nm) and the effective modulus was held constant 

at the best-fit value (98.1 GPa) determined previously. Fig. 2.6(a) shows the measured data, 

alongside curves representing the Maugis-Dugdale model with varying works of adhesion. 

Fig. 2.6(b) shows the extracted best-fit work of adhesion at each value of the stress in the 
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contact. This best-fit value increases monotonically from 1.3 J/m2, which accurately fits 

the contact area and force at the initial point, to 4.3 J/m2, which fits well the contact area 

and force for the unloading data.  

 

The variation between properties measured during loading and unloading has been 

observed in a variety of materials and is often referred to as adhesion hysteresis [25]. 

However, this effect is typically attributed to capillary effects [22] or to viscoelasticity in 

soft materials [23, 24], or to plasticity in hard materials.[80] By contrast, the present test 

used hard non-viscoelastic materials (silicon and diamond). Further, the MD simulations 

showed no significant shape change upon testing. In the absence of these other 

explanations, it appears that the hysteresis may stem from changes in the strength of the 

interactions across the interface as the contact is loaded. This variable work of adhesion 

may be explained by increased formation of bonds across the interface, leading to a higher 

density of covalent bonds in a given unit of area as the test progresses. This would 

correspond to an increase in the energy required to separate that unit of area (i.e. larger 

work of adhesion), and therefore changes in the predictions from continuum models as the 

test progressed.                                                                                    

 

Further insight is obtained by looking at the atomic-scale interactions in the contact 

interface. Specifically, a measurement was taken of the areal density of in-contact atoms, 

using the force criterion. This is loosely analogous to a bond density; however, in the 

absence of a reactive potential, the concept of a “bond” is not well-defined. For a fixed 

central region of the contact, this areal density was measured at various points throughout 

the test, and is shown in in Fig. 2.6(c). The result demonstrates a monotonic increase from 

the initial value to the value at the highest force. In other words, for a given area of contact, 

the additional loading has pushed a larger number of atoms into close contact and thus into 

the deepest part of the interatomic potential. Therefore, this region of contact will require 

more energy to separate, thus corresponding to a larger work of adhesion in a continuum 

description. Indeed, high density of in-contact atoms achieved at the maximum force (400 

nN) was maintained (within 10%) during unloading until a tensile force of approximately 

-270 nN is applied. Overall, the 65% increase in “bond” density during loading does not 

fully explain the measured increase in work of adhesion; however, the qualitative trends 

are similar. Therefore, the present results are at least consistent with an adhesion hysteresis 

that arises due to stress-dependent bond formation across the interface. Further simulations 

with a reactive potential are required to explore the details of the bond formation and 

breaking under applied force. 

 

 



 18 

 

Figure 2.6 The contact area vs force data has been fit (a) using the Maugis-Dugdale 

model with varying work of adhesion. The effective modulus was set using the best-

fit value of 112.1 GPa for unloading (see main text), and the work of adhesion is 

varied to separately match each individual point in the loading curve. The result of 

this point-by-point fit (b) shows a monotonically increasing value of work of 

adhesion with increasing mean Hertz stress. The simulation results were used to 

compute the areal density of in-contact atoms (c) in the central region of contact (red 

circle). The initial contact area shows a lower density of “bonds”, which increases 

monotonically throughout loading. Notably, the high final “bond” density is 

maintained during unloading to large negative forces. Experimental data is provided 

by Professor Tevis Jacobs’ research group in University of Pittsburgh. 

 

2.8 Conclusions 

 

This investigation comprised a comprehensive analysis of the loading and separation of a 

nanocontact using molecular dynamics simulations. The simulations were matched with a 

physical realistic experiment regarding materials, geometry, structure, crystal orientation, 

and applied forces. The Buckingham potential was used to model the interactions across 

the interface, and to reproduce the pull-off force observed in the in situ TEM experiment. 

First, it was demonstrated that the choice of method for computing contact area can lead to 

significant variations in measured results. Second, the experimental and simulated 

measurements for contact area as a function of applied force demonstrated hysteretic 

behavior, with larger values measured upon unloading as compared to loading. Therefore, 

they could not be accurately fit using a straightforward application of continuum mechanics 

via the Maugis-Dugdale model. For contact area, the Maugis-Dugdale model could be fit 

to the unloading portion of the contact area curve with a reasonable value of effective 

elastic modulus extracted from the fit; however, the same model over-predicted contact 

area by an average of 46% during loading. Further, the contact area varied dramatically 

depending on the measurement technique. Therefore, an alternative method is required to 

corroborate results. One approach is to use an indirect measurement of contact area, such 

as conductance. However, as discussed in the next chapter, this approach too has 

limitations, specifically related to the effect of insulating layers on conductance 

measurements.    
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Chapter 3 Conduction of metallic contacts at the nanoscale 

 

3.1 Introduction  

 

Numerous investigations over the last two decades have applied these electrical transport 

theories to metal nanocontacts. For example, several studies have used these theories to 

measure the size of the tip/sample contact in conductive AFM [8, 20, 91]. More recently, 

a combined c-AFM and simulation investigation used the ballistic transport equation to 

describe electrical transport through a conductive doped ultra-nanocrystalline diamond tip 

and a graphene sheet [92]. Further, various analytical models have been proposed to 

describe electrical transport through technologically relevant devices such as 

microelectromechanical systems (MEMS) switches [93, 94, 103, 95–102]. These models 

describe microcontacts, which have inherent roughness, as an array of smaller point 

contacts, each of which is described by the intermediate transport theory. These transport 

theories are also used in first-principle calculations for modelling electrical resistance for 

copper interconnects [104]. Finally, recent electrical characterization of metal 

nanostructures have suggested the applicability of the ballistic theory to describe electrical 

transport in silver nanowires [105]. These examples represent a small sampling of the broad 

application of transport theories to metal nanocontacts in a wide range of advanced 

technologies. 

 

However, some investigations suggest the failure of electrical transport theories to describe 

transport through nanocontacts, even for noble metals. In situ TEM investigation on gold 

nanocontacts [51] showed lower conductance than expected from an intermediate theory. 

Other nanoindentation measurements combined with MD simulations of a tungsten/gold 

contact also showed lower conductance than expected using ballistic theory [106]. These 

studies suggested that the observed behavior is caused mainly due to significant scattering 

by the defects at the interface [51, 106]. Furthermore, experimental investigation [107] of 

single asperity platinum contacts using atomic force microscopy has suggested the 

formation of an insulating tribopolymer layer after billions of loading and unloading cycles. 

Additionally, atomistic simulations have suggested a significant decrease in conductance 

with just a 0.36-nm thick layer of adsorbates [108]. Density functional theory (DFT) 

simulations [109] have indicated that platinum contacts can form carbonaceous surface 

layers under the action of mechanical stress and voltage. Significant work has been 

conducted to understand the electrical transport on single asperity contacts, however there 

is still a lack of quantitative understanding of contact size and current flow between 

nanoscale bodies in contact. 

 

The objective of the present investigation is to simultaneously measure the contact size, 

current flow, and applied forces on single asperity platinum nanocontacts using MD 

simulations that mimicked the in situ TEM experiment, and thus to provide a model that 

would best describe current flow across this contact. All the experimental data in this 

chapter are provided by Professor Tevis Jacobs’ research group in University of Pittsburgh. 
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3.2 Methods 

 

Molecular dynamics simulations were performed on matching model nanocontacts. The 

models were created to match the experimental probes in their materials, geometry, 

structure, crystallographic orientation, and applied and adhesive forces. Specifically, the 

high-resolution TEM images were traced [110] to obtain the geometry and crystal 

orientation of the platinum probes (Fig. 3.1a). A 3D atomistic model of the platinum probe 

and substrate was created using the TEM-determined crystal orientation and geometry 

(figures 3.1b,c). The detailed simulation procedure can be found in Ref. [111]. The 

embedded-atom method (EAM) potential was applied to simulate the interaction of atoms 

within the probe and the substrate [112]. A Lennard-Jones potential was used to model 

interactions between the probe and substrate to reproduce the interfacial interaction 

strength in experiments, which could be affected by factors that are not explicitly captured 

in the EAM potential (e.g., adsorbates, surface defects, and surface oxidation). The 

interaction strength  of the Lennard-Jones potential was tuned so that the simulation and 

experiment had the same pull-off force. The zero-potential-energy distance  was chosen 

based on Ref. [113]. 

 

The simulation was used to determine both the number of atoms in contact as a function of 

load, as well as the overall area of contact between the two bodies. The contact atoms were 

identified using a force criterion where an atom in the probe was considered to be “in 

contact” if the time-averaged interaction force between it and the substrate was repulsive 

[48, 49]. After determining the contact atoms, the contact diameter (2a) was measured as 

the length of the contact as viewed from the side, in direct analogy with the TEM data. In 

the latter case, to rule out the effect of the viewing orientation, results were averaged from 

six different viewing directions (corresponding to 0° along the y axis, as well as 30°, 60°, 

90° along the x axis, 120°, and 150°). Methods for calculating contact area from an 

atomistic simulation are discussed in detail in Ref. [114]. 
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Figure 3.1 TEM (a) images of the experimental setup consisting of an in situ contact 

test inside of a transmission electron microscope. A flat Pt indenter is opposite a Pt 

AFM chip, such that it can be brought into contact with the nanoscale tip. The red 

rectangular box represents the crystallographic directions of the Pt. Close up, side 

(b) and perspective (c) view of the atomistic model of the model Pt AFM tip apex 

coming into contact with an ideally flat Pt surface. The tip and substrate are both Pt, 

but shown here in different colors for clarity. Experimental data is provided by 

Professor Tevis Jacobs’ research group in University of Pittsburgh. 

  

 

3.3 Results and discussion 

 

3.3.1 Adhesion tests: Comparing measurements of contact size and current flow 

 

Figure 3.2 shows a comparison of the directly-measured contact radius obtained from TEM 

and atomistic simulations against the computed contact radius obtained from applying 

electrical transport theories to the measured current flow. The five individual tests showed 

consistent results within the uncertainty of the measurements (figures 3a,b) and the 

simulation-determined contact radius matched well with the contact radius obtained from 

TEM videos. Here, the contact size was computed from experimentally-measured 

conductance using both limits (Sharvin and Maxwell), with known property of bulk 

conductivity σbulk = 94.3 × 10–3 (µΩ cm)–1 of platinum [90, 115–117] and calculated mean 

free path length lf = 7 nm using free electron model [116]. The results show that the contact 

radius calculated from the current flow using ballistic and diffusive electrical transport 

theories is, on average, 93% smaller than the direct measurements. This suggests that these 

transport theories do not accurately describe the present contact. The physical origin of this 

discrepancy is discussed in the next section.  
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Figure 3.2 The directly measured contact radius varies significantly from the value 

computed from electrical measurements. The contact radius from in situ experiments 

(black symbols) and atomistic simulations (blue symbols) is shown as a function of 

applied force. Multiple repeated measurements showed consistent results for two 

different platinum nanoprobes (shown separately in panels (a) and (b)). The contact 

radii computed from the electrical measurements, using the limiting cases of 

diffusive (crosses) and ballistic (plus symbols) transport, were lower than the direct 

measurements by at least 93%. Experimental data is provided by Professor Tevis 

Jacobs’ research group in University of Pittsburgh. 

 

 

3.3.2 Investigating the physical origin of the low contact conductance 

 

To explore the physical origin of the lower-than-expected conductance, we considered 

three possible hypotheses. (1) The current flow is reduced because of significant inelastic 

scattering of electrons at defects in the near-surface region. (2) The true atomic contact 

area is much smaller than the apparent contact area due to, for example, atomic-scale 

corrugation and surface roughness, thus significantly reducing current flow. (3) The 

presence of thin insulating surface species, such as oxygen or adventitious carbon, 

significantly reduces the metal-metal contact or eliminates it altogether, requiring electron 

tunneling. These are considered individually in the following paragraphs.  

 

The basis for the defect-scattering hypothesis (Hypothesis 1) is prior work, including that 

of Mayadas and Shatzkes [118], which demonstrates significant scattering from defects in 

confined systems. While defect scattering is negligible in bulk contacts, it is a significant 

factor in nanograined metals which have a large density of crystal defects [119]. Prior work 

by the present authors has shown that the defect density in the near-surface region is very 

large, even at ultra-low (adhesion-only) loads [111]. The defect-scattering hypothesis leads 

to the specific prediction that the degree of electron scattering will be inversely 
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proportional to the defect spacing in the material [118]. To test this prediction, the 

scattering factor was computed in the present work and compared to the defect density in 

the material (which is inversely proportional to the defect spacing). Instead of the ratio of 

𝜌 𝜌𝑏𝑢𝑙𝑘⁄  used by Mayadas and Shtazkes for large 2D films, we computed the scattering 

factor as the ratio of conductance predicted using the intermediate theory (GI, computed 

using Eq. 2 with the TEM-determined contact size) divided by the measured conductance 

G from the experiment. As shown in figure 4a, while there is significant reversible 

plasticity in the material and the length of dislocations increases significantly, the measured 

scattering factor exhibits no consistent trend with force. Thus, the predictions of the 

Mayadas and Shtazkes model are not supported by the data, which suggests that scattering 

from  defects is not the primary cause of low conductance in these contacts. 

 

 

Figure 3.3 To evaluate the effect of electron scattering from defects, a scattering 

factor (a) was computed (see main text) and compared to the length of dislocations 

in the tip material. No correlation between these was observed, with scattering factor 

approximately constant with force for most tests and dislocation length increasing 

monotonically. Thus, the defect-scattering hypothesis is not supported.  The 

dislocation vs. force data is taken from simulations reported in prior work [111]. To 

evaluate the possibility of roughness-induced incomplete contact, the number of 

atoms in contact (b) was determined from the atomistic simulations and compared to 

the ratio G/G0, which would reflect the number of contact atoms in the case of 

ballistic transport across a number of very small contacts. These two curve exhibits 

very different magnitudes and trends with force, implying that this is not the cause 

of the low contact conductance. Experimental data is provided by Professor Tevis 

Jacobs’ research group in University of Pittsburgh. 

 

The hypothesis of patchy atomic contact (Hypothesis 2) is based on prior experimental 

investigation of the electrical and thermal transport across the nanoscale interfaces [27, 

120] as well as atomistic simulations of nanoscale probes [27, 42, 48, 63, 120, 121], which 

have suggested that the true atomic contact that contributes to transport may be much 

smaller than the overall contact area. This is commonly attributed to surface roughness, 

even down to atomic-scale corrugation of the surface. Roughness or corrugation cause the 

contact to behave as a collection of atomic-scale point contacts, rather than a single 

nanoscale junction, resulting in significantly reduced transport.  In the present testing, the 
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idea of patchy contact can be tested by directly computing the number of contact atoms 

from the molecular dynamics simulations and comparing to the number of contact atoms 

calculated from the conductance. The latter quantity is computed by dividing the total 

measured conductance by the conductance quantum G0 (12.9 kΩ)−1 [65, 122–126]. If the 

nanocontact is behaving as a small number of atomic junctions, then G/G0 should be 

approximately equal to the number of atoms in contact. As shown in figure 3.3b, the 

number of contact atoms from the simulation is far greater (between 8 and 19 times greater) 

than the computed number of contact atoms determined from the electrical conductance. 

Further, it can be observed from figure 3.3b that at the maximum force of 57 nN, the 

number of atoms in contact in the experiment are 25 in comparison to 500 from simulations. 

This implies that roughness and patchy contact result in a 95% reduction in contact area. 

This seems extremely unlikely as it would require the remaining 5% of the contact atoms 

to carry twenty times more load per atom than for full contact. The contact stress was 

already large (9 GPa at maximum force, as calculated using contact mechanics models and 

assuming full contact), and a 20-fold increase above this would almost certainly lead to 

flattening of any local protrusions. Such flattening would result in near-complete contact. 

It should also be noted that any such roughness would be explicitly rubbed off in the sliding 

tests; yet these tests showed no significant increase in conductance. These findings suggest 

that the failure of ballistic transport equations cannot be explained by surface roughness 

and atomic corrugation. 

 

Finally, in the surface-species hypothesis (Hypothesis 3), the low conductance arises 

because of insulating species that are present on the surface, likely either oxygen or 

adventitious carbon from exposure to air before testing. In this case, tunneling theory [127] 

is expected to predict the electrical transport better than ballistic or intermediate models. 

For an insulating layer between two similar metals, at very low voltages, Simmons et. al 

[127] provided an expression for the current density 𝐽 (in units of A/m2) as a function of 

applied voltage 𝑉 in volts (V) as 

 J = 3.16 × 1014√𝜙 (
𝑉

∆𝑧
) exp[−1.025∆𝑧√𝜙] 

       

(3.1) 

where 𝜙 is mean barrier height (eV), ∆𝑧 is barrier width (Å) which can be assumed to be 

thickness of the insulating layer [127]. For fixed values of 𝜙 and ∆𝑧, the current density is 

linearly proportional to applied voltage, similar to the behavior of Ohmic contact [127]. 

Hence, Eq. 3.1 can be written in terms of conductance, contact area 𝐴𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙, and tunnel 

resistivity 𝜎𝑇(= 𝑉/𝐽) as follows 

𝐺 =
𝐴𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙 

𝜎𝑇
      (3.2) 

where 𝐺 is in Ω–1, 𝐴𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙 is in cm2, and 𝜎𝑇 is in Ω cm2.  

 

The tunneling model described by Eq. 3.2 is fit to the experimental data (figure 3.4a) with 

tunnel resistivity as the free parameter. The extracted best fit for 𝜎𝑇 is 6.7 × 10−10 Ω cm2. 

The order of magnitude of the best-fit tunnel resistivity is reasonable for an insulating 

material having thickness less than 2 nm at very low voltages [127]. The tunnel resistivity 

𝜎𝑇  is a function of mean barrier width and potential barrier of the insulating material. 
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Specifically, using the best-fit tunnel resistivity and the measured thickness of the layer, 

the potential barrier 𝜙 can be determined. High-resolution images of the probes before and 

after contact were used to attempt to determine the thickness Δ𝑧  of the hypothesized 

insulating layer. As shown in figure 3.4b, the platinum appears to persist all the way to the 

surface, with no clear surface layer observed. Therefore, we used the resolution of the TEM 

(0.23 nm) as an upper-bound estimate of the thickness of the surface layer, which is 

consistent with earlier work using aberration-corrected environmental TEM to oxidize and 

reduce a platinum surface [128]. Using the best-fit tunnel resistivity (6.7 × 10−10 Ω cm2) 

with a layer thickness of 0.23 nm, the barrier height computed using Eq. 3.1 is 0.8 eV 

(figure 3.4c). The electrical contact area predicted using Eq. 3.2 is consistent with direct 

measurements of experiments and simulations (figure 3.4d).  

 

 

Figure 3.4 The conductance across the platinum nanocontact (a) is proportional to 

the experimentally observed contact area, within experimental uncertainty, but is not 

consistent with ballistic and intermediate theories. Under the assumption of electron 

tunneling, the proportionality constant yields a measure of the tunnel resistivity. 

Since surface species cannot be observed in high-resolution TEM (b), the imaging 

resolution (0.23 nm) is taken as an upper-bound of the insulating film thickness. 

These data can be combined with tunneling theory (c) to measure a potential barrier 

for the surface layer of 𝜙 = 0.8 eV. Using tunneling-mediated transport with the best-

fit parameters, the electrical measurements can be used to extract a contact size 

(shown in d) that is consistent with experiments and simulations. Experimental data 

is provided by Professor Tevis Jacobs’ research group in University of Pittsburgh. 

 

3.3.3 The implications of the present findings 

 

While it was already well known that small amounts of oxide or contamination can affect 

contact conductance, this investigation demonstrates the significant and persistent role that 

surface layers play in nanoscale contacts composed of platinum. Even when tested in 

vacuum, and with the contact subjected to sliding wear, the conductance remains 

significantly lower than what is predicted by electrical transport theory. The persistence of 

this surface layer may arise due to tribochemical processes that occur on platinum contacts 

[109]. It has been shown using DFT that the polymerization reactions could take place with 

a threshold stress of 24 GPa on a flat platinum surface and this threshold stress can be even 
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lower due to shear stresses as well as surface steps and vacancies [109]. In the present 

investigation, the maximum contact stress reached during loading is more than 9 GPa.  

(This is the value computed using contact mechanics models applied to the overall tip shape 

[15], but local asperities will concentrate the stress higher than this value). Also, the 

simulations provide evidence for surface steps which can be observed on the model AFM 

probe (figures 3.1b,c). Hence, these tribochemical processes could explain the presence 

and robustness of the insulating monolayer. 

 

The present findings of low contact conductance shed some light on the widely observed 

[91, 107, 120, 129] phenomena of higher-than-expected contact resistance in conductive 

AFM. For instance, Celano and co-workers [120] introduced a precise calibration 

procedure to determine the electrical contact area of an AFM probe. Current-voltage 

sweeps were performed on a silicon oxide substrate of precisely 1.5 nm thickness; then, 

using tunneling theory to describe the conductance through the oxide, the size of the current 

collector (i.e., the contact) could be directly determined. From measured current flow 

through a Pt/Ir probe, a contact radius of just 0.69 nm was computed at a load of 78 nN and 

0.97 nm at 157 nN. The authors commented on this being far smaller than the expected 

size from contact mechanics with an assumed probe radius of 30 nm. The authors do not 

suggest an explanation for this ultra-small size, except potentially microroughness (yet 

TEM images [107] of similar probes from the same manufacturer do not demonstrate such 

extreme roughness). The present results rule out this type of roughness as the origin of the 

low current, as well as defects in the near-surface material, and instead suggest an 

explanation for the ultra-small measured contact size. The nanoscale metallic probe itself 

is suggested to have lower-than-expected conductance, due to surface species which are 

not accounted for in Celano’s investigation. If we apply an empirical correction (Eq. 3.2) 

to this calculation, where the contact conductance is 95% smaller than predicted by ballistic 

transport theory, then the computed contact areas rise from 1.5 nm2 to a value of 30 nm2, 

which is consistent with the authors’ prediction of 28 nm2 for a 78 nN load.  

 

3.4 Conclusions 

 

In summary, atomistic simulations were performed on similar platinum nanoprobes with 

matched geometry, crystallographic orientation, loading direction, and applied and 

adhesive loads. The application of electrical transport theories to the measured conductance 

yielded measurements of contact size that were 93% smaller than the experimental and 

simulation values. Two possible explanations for the lower-than-expected contact 

conductance were ruled out: electron scattering from crystal defects; and a roughness-

induced reduction in contact area. Instead, the physical mechanism for this deviation from 

electrical transport theories was found to be the presence of insulating surface species. The 

observed reduction in contact conductance was consistent despite loading and sliding of 

the probe, and was maintained even despite significant variations in probe shape. 

Tunneling theory was empirically fit to the data, based on approximately monolayer 

(roughly 0.23 nm) coverage of insulating species with a measured potential barrier of 

0.8 eV. It is suggested that this description, tunneling theory with these parameters, 

provides a more robust method than classical electrical transport theory for the calculation 
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of contact area for single asperity platinum contacts from the current-voltage data in AFM, 

and for the prediction of current in platinum nanodevices.   



 28 

Chapter 4 Effect of native oxides on contact area measured through conductance 

 

4.1 Introduction 

 

Conductive atomic force microscopy (c-AFM) has enabled the indirect measurement of 

contact area through the electrical contact conductance. In c-AFM, a bias voltage V is 

applied between the tip and substrate, the resultant current I is measured, and the electrical 

conductance 𝐺 is determined from slope of the I-V curve. Then, under the assumption that 

contact radius a is smaller than the mean free path of an electron lf, it is common to relate 

conductance and contact area using the Sharvin equation for ballistic transport: 

𝐺𝑠 = 3𝐴𝑆 4𝜌𝑙𝑓⁄                                      (4.1) 

where ρ is resistivity and 𝐴𝑆 is contact area. The proportionality of conductance and contact 

area has been shown to be accurate for nanometer scale contacts [9, 130, 131], and even 

for metallic junctions thinned down to single-atom width [26, 132]. However, the Sharvin 

equation does not account for the presence of insulating layers on the contacting surfaces. 

Such insulating layers, including oxides, adsorbates, or contaminants, are common on 

surfaces in real-world applications and under most experimental conditions [133, 134]. The 

presence of insulating layers can prevent the formation of metallic contact, and prior work 

by the present authors suggests that, in such cases, electronic transport theories can 

overpredict current flow across a platinum nanocontact by a factor of 20 [135]. This 

overprediction is due to the fact that, with an insulating film, conduction only occurs by 

tunneling across the interface. In this case, the relationship between conductance and 

contact area 𝐴𝑇 is described by tunneling theory [135, 136]: 

 

𝐺𝑇 = (3.16 × 10
14√𝜙

1

𝑡
exp(−1.025𝑡√𝜙))𝐴𝑇               (4.2) 

 

where 𝜙 is the mean barrier height and 𝑡 is the oxide thickness. This tunneling model has 

been used calculate contact area from c-AFM measurements with an oxide-containing 

conductive platinum tip [135, 137]. 

 

Therefore, previous research suggests that ballistic transport theories can be used to 

calculate contact area from conductance if no insulating layer is present and tunneling 

theories apply for a thick insulating layer. However, many real contacts may exist between 

these limiting cases. For example, Pt is relevant for many applications that rely on 

nanoscale contacts [81, 83, 138] and Pt surfaces may have a native oxide layer that is less 

than 0.5 nm thick [135, 139]. The accuracy of ballistic transport or tunneling theories for 

calculating contact area in these cases is unknown because area and conduction cannot be 

measured independently. Furthermore, a common approach in experimental studies is to 

simply use c-AFM with the Sharvin equation, regardless of the possible presence of thin 

insulating layers [130, 140, 141]. 

 

Atomistic simulations can provide some insight into the effect of insulating layers because 

they explicitly model the size and morphology of the contact. Density functional theory or 

ab initio molecular dynamics enable the direct calculation of conduction [52–56], but are 
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limited to very small size scales and so cannot capture the deformation at technologically 

relevant size scales. Alternatively, classical MD simulations can model nanoscale contacts 

accurately [58, 135], but do not include electrons and so cannot directly calculate 

conduction. There have been extensions of classical MD developed that enable calculation 

of conduction [41, 57], but the approach does not differentiate between atom types and so 

cannot be used to investigate the effect of insulating layers. Finally, a recent study by Yang, 

et al. [58] used classical MD simulations to understand the effect of small amounts of 

adsorbates on conduction in Pt nanoasperities for nanoelectromechanical switches. The 

authors showed that adsorbates can partially or completely block metal-metal contact, and 

described a balance where some adsorbates are advantageous for minimizing plastic 

deformation, but too many adsorbates will block the current flow. However, this study 

considered current flow through direct metal-metal contact and did not attempt to include 

contributions due to tunneling, which may play a significant role in the case where one or 

more of the metals has at least a full monolayer of oxide coverage.  

 

In the present study, we used MD simulations to model the nanoscale contact between a 

platinum tip with an oxide and a pristine platinum substrate, where conductance was 

approximated using an empirical model that included both direct metallic and tunneling 

conduction. The goal was to evaluate the accuracy of contact area measurements obtained 

using conventional experimental c-AFM techniques with ballistic transport theories when 

a thin oxide layer is present. The approach consisted of five steps: (1) Identify channels of 

platinum atoms across the interface; (2) approximate total conductance based on an 

empirical model relating conductance to atom distance in the channels; (3) calculate 

contact area from the conductance using ballistic transport and tunneling theories; (4) 

calculate the true contact area  using positions of atoms in the contact; and (5) determine 

the difference between contact area calculated from conductance and that from atom 

positions as a function of oxide thickness. The contact area calculated from conductance is 

comparable to the approach used in a typical c-AFM experiment, so the difference between 

this value and the area obtained from atomic positions reflects the error that might be 

expected in an experiment. 

 

4.2 Methods 

 

Figure 4.1(a) shows a snapshot of a model oxide-coated platinum tip and atomically flat 

platinum surface. The Pt tip was parabolic with a radius of 2 nm and a height of 5 nm. The 

tip radius and height were chosen to be big enough to minimize the effects of boundaries 

on the contact stress distribution [142]. The crystalline region of the tip had a 

crystallographic orientation of [1 -42 31] in the z-direction. This orientation was randomly 

chosen, but was selected to ensure a rounded tip apex could be achieved for this small tip 

size. The dimensions of the flat Pt substrate were 9.0 × 8.8 × 3.0 nm3 in x-, y-, and z-

directions, respectively, with a crystallographic orientation of [1 1 1] in the z-direction. 

Periodic boundary conditions were applied along the x- and y-directions and the boundary 

was fixed in the z-direction. 
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Figure 4.1 (a) Snapshot of the model of an oxide-coated Pt tip and a flat Pt counter-

surface; (b) Cross-sections of the Pt tips with varying oxide thickness: 0 nm (no 

oxide), 0.16 nm (approximately one monolayer), 0.64 nm, and 1.22 nm. The 

outermost radius of all model tips is 2 nm. The grey color represents platinum atoms, 

the blue color represents oxygen atoms and the brown color represents rigid platinum 

atoms.  

 

The topmost 0.5 nm of the tip and the bottommost 0.5 nm of the substrate were treated as 

rigid bodies. A Nosé-Hoover thermostat was applied to the 2-nm region adjacent to the 

rigid layers in both tip and substrate to maintain the temperature of the system at 300 K. 

The remainder of the tip and the substrate were integrated using the NVE (constant number 

of atoms, volume, and energy) ensemble, which ensured interactions of the atoms between 

the tip and the substrate without a significant effect of the thermostat [70]. All interatomic 

interactions were modeled using the ReaxFF potential [143] with a time step of 0.25 fs. 

This potential was previously shown to predict the bulk properties of Pt, as well as oxygen 

adsorption and oxide formation on Pt surfaces, in reasonable agreement with both density 

functional theory calculations and experiment observations [143, 144]. Simulations were 

carried out using the large-scale atomic/molecular massively parallel simulator (LAMMPS) 

[145]. 

 

Seven model tips were created by combining a crystalline Pt core with amorphous Pt oxide 

shells of varying thickness. First, a periodic box containing amorphous platinum dioxide 

was created by heating α-PtO2 to 2000 K and then quenching to room temperature. α-PtO2 

was used since the surface oxide for platinum usually has a Pt-to-O ratio of 1:2 [139, 146]. 

Then, a thin shell of oxide was cut from the box where the inner radius of the shell was the 

same as the outer radius of the crystalline Pt core. Simulations were run at 500 K until the 

potential energy reached steady state, which required an average of 7 ps. After the oxidized 

Pt tips equilibrated, the thickness of the oxide layer 𝑡 was re-characterized by calculating 

the average distance between the crystalline profile and the oxide profile at 40 positions on 

a cross-section of the tip. Seven Pt tips were created with varying oxide thickness: 0 nm 

(no oxide), 0.16 nm (approximately one monolayer), 0.40 nm, 0.64 nm, 1.00 nm, 1.15 nm, 

and 1.22 nm; four of these are shown in Fig. 4.1(b).  
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Each Pt tip was initially placed such that the center of the bottommost atom of the tip was 

1 nm above the center of the topmost atom of the substrate. This distance is larger than the 

cutoff distance of the potential which ensured that there was no interaction between the tip 

and the surface at the start of the simulation. The tip was then brought into contact with the 

surface at a speed of 10 m/s. During this process, the penetration of the tip into the substrate 

𝛿 was calculated as the instantaneous distance between the center of atoms in the rigid 

layers subtracted from the sum of the initial heights of the tip and substrate. This calculation 

of penetration depth is consistent with the definition used in typical contact mechanics 

models [147], where zero corresponds to the point at which the tip and substrate would 

first come into contact if they were rigid bodies. At various times, the tip movement was 

stopped and the model was relaxed for 50 ps to ensure stable energy and force. 

 

4.3 Results and discussion 

 

To approximate the conductance of the contact between the Pt tip and substrate, we 

assumed conduction occurred through “channels” of Pt atoms that spanned from the 

substrate to the crystalline region of the tip. Figure 4.2(a) shows a representative 

conduction channel for the model with 1.15 nm oxide. To identify a conduction channel 

for a given substrate atom (atom 1 in Fig. 4.2(a)), we first found the nearest Pt atom (atom 

2) in the tip. Then we searched for the next Pt atom (atom 3) which was closest to atom 2 

in the tip. This process continued until the next Pt atom (atom 7) was within the crystalline 

region of the tip. After identifying a metallic chain, we searched for O atoms between Pt 

atoms in each chain based on the following criteria: the vertical position of the O atom is 

between those of two Pt atoms, and the distance between the O atom and each Pt atom is 

smaller than the distance between the two Pt atoms. Figure 4.2(a) shows an O atom 

identified between Pt atom 5 and Pt atom 6. This process was repeated for every atom on 

the surface of the substrate. Once all possible channels were identified, we approximated 

conduction as described below. 

 

Figure 4.2 (a) A representative conduction channel (Pt in yellow) was identified with 

an oxygen atom (red) present for the contact model with 1.15 nm oxide. (b) 

Conductance was plotted as a function of distance d between individual atoms. The 

original data were taken from Ref. [56] (solid squares), Ref. [148] (half solid 
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triangles), and Ref. [53] (hollow circles). Conductance is approximated using an 

empirical model (dotted lines) that includes both metallic and tunneling conduction, 

where blue, pink, black lines are the fitting empirical model without oxygen present, 

red line represents the empirical model with oxygen.   

 

Conduction along an atomic channel can occur through two mechanisms, direct metallic 

contact conduction or tunneling, depending on the distance between atoms. Direct metallic 

conduction occurs when atoms are close enough for electron transport to occur by ballistic 

or diffusive mechanisms [26]. The direct metallic conductance of a single Pt atom chain 

has been found to be 1.5~2.5 𝐺0 [53, 122, 148–150], where 𝐺0 is the quantum conductance 

(𝐺0 = 2𝑒2/ℎ ). As the distance between atoms increases, the conduction shifts from 

metallic conduction to tunneling conduction [136]. Previous density functional theory 

(DFT) calculations have shown that conduction between atoms decays exponentially as 

their distance increases [53–56].  

 

Here, we used DFT data from Refs. [53, 56, 148] to develop an empirical model (Eq. 4.3) 

for atom-atom conductance Ga as a function of atom center distance d that captures both 

the constant conductance of direct metallic conduction and the distance-dependent 

conductance of tunneling conduction. For atom-atom distances less than 0.27 nm, the 

conductance was taken to be 1.89 G0, the average of values reported from previous DFT 

calculations for direct metallic conductance [53, 56, 148]. For distances larger than 0.27 

nm, two exponential decay functions were used, chosen to fit the available DFT data [53, 

56], where the decay rate was larger for distances greater than 0.4 nm when conduction 

occurs via pure tunneling. Further, studies have shown that the conduction in silver and 

copper atom chains decreases if oxygen is present [151, 152]. This effect has also been 

shown for platinum with a hydrogen molecule or carbon and oxide atoms embedded in the 

chain [150, 153, 154]. Unfortunately, no previous data is available for platinum chains with 

oxygen. Therefore, we developed an approximate function based on the expectations that 

(i) the conductance will decay more quickly with oxygen than without, and (ii) for the 

thickest oxide (1.22 nm) the total conductance should be consistent with the prediction of 

classical tunneling theory (Eq. 4.2). The complete set of equations used to estimate 

conductance based on atom distance is the following: 

 

𝐺𝑎
𝐺0
=

{
 
 

 
 
1.89,                                    for 𝑑 ≤ 0.27 nm                                                   (4. 3a)

𝑒(1.46𝑑−0.43𝑑
2−0.24),         for 0.27 < 𝑑 ≤ 0.4 nm and without O           (4. 3b)

𝑒(−2.13𝑑+7.21),                    for 𝑑 > 0.4 nm and without O                         (4. 3c)

𝑒(−23.00𝑑+61.47),                for 𝑑 > 0.27 nm and with O                              (4. 3d)

 

 

The available DFT data and empirical approximations are shown in Fig. 4.2(b). We note 

that these equations are approximations based on previous DFT data and limiting behavior 

predicted by classical tunneling theory, but are not expected to provide exact quantitative 

predictions of conductance. 
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Eq. 4.3 was used to calculate the conductance for all atom-atom pairs and the conductance 

for each channel Gchannel was taken as the minimum conductance for atom-atom pairs Ga 

in that channel, based on the assumption that ballistic transport though an atomic-sized 

ballistic contact is independent of length[26]. Then, the total conduction for the system G 

was calculated as the sum of the conductance of all channels acting as resistors in parallel, 

i.e. G=Gchannel,1+Gchannel,2+…+Gchannel,N. The total conductance was calculated using this 

approach for all model tips as they were brought into contact with the substrate. 

 

Figure 4.3 shows the conductance as a function of time for six different oxide thickness 

models at a penetration depth of 𝛿 = 0.06 nm. At 0 ns, the tip started moving toward the 

substrate. Then, at 0.073 ns, the downward motion was stopped and the tip was held in 

place until the system equilibrated. In all cases, the conductance increased during loading 

and then fluctuated about a constant value during equilibration. Tips with thicker oxide 

layers exhibited a slower increase in conductance with time and a smaller steady state 

value. 

 

 

Figure 4.3 The total conductance as a function of time calculated for six different 

oxide thickness. The tips were brought to the same vertical position (𝛿 = 0.06 nm) 

and held at that position to allow equilibration.   

 

Figure 4.4(a) shows the conductance as a function of oxide thickness at three penetration 

depths: 𝛿 = 0.06 nm, 0.14 nm, and 0.19 nm, which correspond to average normal loads of 

-3 nN, 28 nN, and 37 nN, respectively, for the no-oxide tip. The error bars on the 

conductance reflect the standard deviation of the data during the relaxation period. The 

position and shape of the tip relative to the substrate at each depth are illustrated in Fig. 

4.4(b). In general, the conductance is larger as the tip moves further into the substrate. This 

is due to both an increase in contact size and a decrease in the distance between atoms in 

the conduction channels. Also, at all depths, the conductance decays rapidly with 
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increasing oxide thickness, consistent with observations from experimental studies of 

insulating films between metal-metal junctions [18, 40, 41]. 

 

 

 

Figure 4.4 (a) The conductance as a function of oxide thickness for three different 

penetration depths (𝛿 = 0.06, 0.14, 0.19 nm). The error bars represent the standard 

deviation during the relaxation period. (b) Profiles of the tip at different distances. 

The dashed lines are the profiles of the tip and the black solid line is the original 

position of the substrate. These profiles are from the tip without an oxide, but are 

representative of the other cases. 

 

To mimic a typical c-AFM experiment, the conductance (determined as described above) 

was used to calculate a measured contact area assuming both ballistic transport and 

tunneling theory. First, the Sharvin equation (Eq. 4.1) was used to calculate measured 

contact area  𝐴𝑠, where the resistivity (ρ = 10.6 µΩ cm) and mean free path (lf = 7 nm) were 

the values for bulk Pt [135]. Second, the tunneling theory (Eq. 4.2) was used to calculate 

measured contact area 𝐴𝑇 , where the mean barrier height was 𝜙  = 0.31 eV (reported 

previously for contact between an oxidized Pt tip and a Pt surface [158]) and the oxide 

thickness 𝑡 was measured directly from the simulations. We also calculated a true contact 

area 𝐴𝐴𝑡𝑜𝑚 directly from the positions of centers of atoms. Specifically, the true contact 

area was the average of the number of atoms in contact times the approximate area of an 

atom[47, 48, 50]. Contact atoms were identified as tip atoms within 0.28 nm, the first peak 
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distance of the radial distribution function of crystalline Pt, of an atom in the substrate, and 

atom area was approximated as the area of a circle with radius 0.28 nm[47]. 

 

The ratio between the contact areas calculated from conductance (𝐴𝑠 or 𝐴𝑇) and the true 

contact area obtained from the atom positions (𝐴𝐴𝑡𝑜𝑚) is shown in Fig. 4.5. If there is no 

oxide, the Sharvin prediction is consistent with that calculated from atom positions. 

However, as oxide thickness increases, the accuracy of the Sharvin equation decreases, as 

indicated by the decrease of 𝐴𝑠/𝐴𝑎𝑡𝑜𝑚  from 1 to 0. By contrast, tunneling theory is 

accurate for the thickest oxides, but underestimates the contact area for thin films, i.e. 

𝐴𝑇/𝐴𝑎𝑡𝑜𝑚 increases from 0 to 1 with increasing oxide thickness. Importantly, for oxides 

between 0.2 and 1.0 nm thick, neither theory appears to be able to capture the actual size 

of the contact. This thickness range is highly relevant to the studies of c-AFM [135] and 

MEMS/NEMS devices [159–161]. 

 

      

Figure 4.5 (a) The ratio of contact area calculated from conductance using the 

Sharvin equation (𝐴𝑆, black solid symbols) and tunneling theory (𝐴𝑇, red hollow 

symbols) to the area calculated from atom positions at different tip-substrate depths 

(indicated by marker shape). (b) Correction factor for measurement of contact area 

as a function of oxide thickness, where the symbols have the same meaning as in (a) 

and the lines correspond to Eqs. 4(a) for ballistic transport (black line) and 4(b) for 

tunneling (red line). 

 

 

To quantify the effect of an oxide on the contact area calculation, we calculated the 

normalized difference between the true contact area calculated from atom positions and 

area calculated from conduction as 𝑐𝑆/𝑇 = 1 −
𝐴𝑆/𝑇

𝐴𝑎𝑡𝑜𝑚
. This term represents a correction 

factor that could be used to calculate true area from a conduction measurement. Figure 

4.5(b) shows the correction factor as a function of oxide thickness. We fitted empirical 

functions to the contact area data obtained using the Sharvin (𝑐𝑆 ) and tunneling (𝑐𝑇 ) 

theories: 
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𝑐𝑆 = 1 −
1

1 + (
2.10𝑡
𝑡0

)5.42
                                                          (4.4a)

𝑐𝑇 =
1

1 + (
0.15𝑡
𝑡0

)5.66
                                                                 (4.4b) 

where 𝑡0 = 0.15 𝑛𝑚  is the thickness of a monolayer oxide. The coefficient of 

determination R2 is 0.99 for 𝑐𝑆  and 0.96 for 𝑐𝑇 . For an infinitely thick oxide, these 

equations predict 100% difference for the Sharvin equation and 0% difference for tunneling 

theory; in the absence of an oxide, the reverse is true. Further, these functions predict that 

the accuracy of the conventional theories drops off quickly for oxides with intermediate 

thickness between 0.2 to 1 nm. For a monolayer oxide (𝑡 = 0.15 𝑛𝑚), the deviation from 

the true contact area is 98% for the Sharvin equation and 99% for tunneling theory. 

 

The feasibility of using these functions to correct contact area measurements was tested by 

comparing predictions to previous experimental observations. First, recent experiments 

using transmission electron microscopy (TEM) of a conductive Pt probe showed that 

contact area was 95% smaller than predicted by the Sharvin equation and proposed this 

was due to the presence of a 0.23 nm thick insulating layer, where the thickness was 

estimated from the resolution of the TEM[135]. Eq. 4.4(a) predicts that the difference 

between the true area and Sharvin calculation for an oxide of this thickness should be 99%, 

approximately consistent with the 95% deviation obtained in the experiment. Also, for an 

approximately 1.5-nm film, experimental measurements showed that the electrical contact 

area was less than 10% of the physical contact area estimated using continuum contact 

mechanics[162]. This observation correlates to over 90% difference between physical area 

and that measured from conductance, which is consistent with the model prediction of 99% 

for a 1.5 nm film. 

 

This study has shown that the Sharvin equation for ballistic transport can be used to 

calculate contact area from conductance if there is no insulating layer (or a layer assumed 

to be less than ~0.1 nm thick) and tunneling theory applies for insulating layers thicker 

than approximately 1 nm. However, for a contact with an insulating layer between these 

limits, neither theory is expected to provide accurate results. However, in this intermediate 

range, the functions proposed here can be used to correct results obtained using the Sharvin 

or tunneling theories. For example, if the thickness of an insulating film is measured or 

estimated, contact area can be calculated from conductance using tunneling theory and then 

corrected using Eq. 4.4(b). Although the correction factors were developed using data for 

loads up to only tens of nanonewtons, we observe no statistically significant trend in 𝑐𝑆 or 

𝑐𝑇  with load, so anticipate that they will be applicable to higher loading conditions. 

Therefore, this approach should provide a better measure of contact area than the typical 

approach of simply assuming ballistic transport using the Sharvin equation.  
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4.4 Conclusions 

 

This study investigated the effect of oxide thickness on the contact area that is obtained 

from conductive AFM. Seven models of platinum tips were created with oxide thicknesses 

varying from 0 nm (no oxide) to 1.22 nm. The conduction between the tip and the substrate 

was approximated by identifying atomic channels across the oxide layer, where the 

conduction through each channel was computed using a DFT-derived current-separation 

relationship, which accounts for both direct metallic conduction and tunneling conduction. 

We found that the total conductance dropped rapidly with increasing oxide thickness due 

to the increasing contribution of tunneling and decreasing contribution of direct metallic 

conduction. To mimic a c-AFM measurement, the computed contact area was obtained 

from this conductance using a simple application of the Sharvin equation and/or tunneling 

theory. This computed contact area was compared with the true contact area calculated 

from atom positions at the contacting interface. The difference between the computed and 

true values of contact area was analyzed as a function of oxide thickness. The Sharvin 

equation for ballistic conduction was accurate for the case with no oxide, while tunneling 

theory provided accurate results for the thickest oxides tested. However, for oxides 

between 0.2 and 1 nm thick, both theories significantly underpredicted the contact area. 

This regime of oxide thickness is important for real-world devices because pure platinum 

typically contains a native surface oxide layer that has been estimated to be less than 0.5 

nm thick.[135, 139] However, to develop a correction factor for contact area measurements 

more generally, additional studies will be needed. First, DFT data for conductance through 

platinum atom channels with oxygen will enable a more accurate empirical model for atom-

atom conductance to be developed. Second, simulations of a wider range of tip sizes and 

loading conditions can capture more possible experimental conditions. Regardless, this 

work presents a framework for developing predictive models for contact area. Importantly, 

the results shown here emphasize that significant error may be associated with estimating 

contact area in c-AFM using conventional approaches, even for noble metals with only 

slight (sub-monolayer) coverage of surface layers. 
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Chapter 5 Pressure-dependence of work of adhesion at the nanoscale 

 

5.1 Introduction  

 

Adhesion is governed by atomic-scale interactions between surfaces, including van der 

Waals attraction, electrostatic interactions, and covalent bonding. These effects are 

typically captured by the work of adhesion Wadh, the energy required per unit area to 

separate two flat surfaces[163]. This property is fundamental to mechanics models that 

describe the contact between bodies[50]. Models based on adhesive spheres[12, 13, 15], 

and other, more-complex geometries[43, 164, 165] are widely used to predict surface 

properties of nanoscale contacts in scientific investigations and technological 

applications[166–168]. 

 

The assumption underlying these models is that the work of adhesion between the surfaces 

of the bodies remains constant. Recent work has suggested that this may not be the case 

and, instead, work of adhesion may depend on the loading conditions. Milne et al.[59] 

conducted nanoscale sliding and pull-off experiments to show that work of adhesion 

increases with stress and with speed of sliding prior to pull-off. In particular, it was shown 

that the measured work of adhesion is a result of a constant contribution due to van der 

Waals interactions, a term due to interfacial covalent bonding, and an extra term which 

increases with stress and the smoothness of the sliding probe. Complementary molecular 

dynamics simulations using silicon probes and diamond substrates revealed that adhesion 

is impacted by plastic rearrangements in the probe during sliding, i.e., smoothing, and by 

the presence of probe-substrate covalent bonds at the time of probe pullback[59]. 

Furthermore, the simulations showed that hydrogen termination of the diamond, applied 

load, sliding distance, and initial probe roughness all impact the simulated adhesion. 

Another recent study[60] examined the contact size of a silicon probe on diamond during 

loading and unloading and showed how the loading data could only be fit using a value of 

work of adhesion that increased with load up to the maximum force that was applied. Here, 

we use simulation study to characterize the variation of work of adhesion with applied 

pressure for nanoscale silicon/diamond contacts use and compare with extensive 

experiment. All the experimental data in this chapter are provided by Professor Tevis 

Jacobs’ research group in University of Pittsburgh. Single-asperity adhesion tests at 

varying loads using nanoscale silicon probes against flat diamond surfaces were simulated 

using and molecular dynamics (MD) simulation.  

 

5.2 Methods 

 

5.2.1 Molecular dynamics simulations 

 

Molecular dynamics simulations were used to model nanocontacts of the same material 

system as the experiments. A schematic of the atomistic model is shown in Fig. 5.1a and a 

representative force-time curve is shown in Fig. 5.1b. A parabolic silicon probe was created 

with a radius of 3 nm and was fully terminated with hydrogen. A Nosé-Hoover thermostat 

was applied to control the temperature of the system at 300 K. All interactions were 
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modeled by the ReaxFF potential[169] with the parameter set from Ref. [170] using a time 

step of 0.25 fs. The force was calculated as the sum of the forces on the probe atoms[40]. 

The probe moved towards the substrate at 5 m/s until it reached the desired force, remained 

at this position until the energy reached steady state, and then retracted from the substrate 

at 5 m/s. The simulation loading/unloading speed was much faster than that in the 

experiments due to the small timestep required by the atomistic simulation method. The 

maximum forces in the simulation ranged from 3 to 150 nN, resulting in a range of mean 

applied pressures from 3 to 11 GPa, consistent with the applied pressures in the 

experiments. Simulations were carried out using the large-scale atomic/molecular 

massively parallel simulator (LAMMPS)[171]. 

 

 
 

Figure 5.1 The adhesion tests were performed using atomistic simulations. 

Molecular dynamics simulations with a paraboloidal silicon probe and a flat diamond 

substrate (a), were used to measure force during loading and pull-off (b). 

 

 

5.2.2 Calculation of the mean applied pressure using the elastic-plastic model 

 

The elastic-plastic model of Kogut and Etsion [172] is used to measure the mean applied 

pressure at the maximum force for all the tests. This model is an extension of the Hertz 

model, to describe behavior after the body is predicted to exhibit local plastic deformation.  

 

In this model, the transition from the elastic to elastic-plastic (yielding inception) occurs at 

the critical interference (deformation) 𝜔𝑐 . At the transition, the critical pressure 𝑝𝑐  is 

calculated as 𝑝𝑐 =
2

3
𝐾𝐻 , where H is the hardness, K is a hardness coefficient that is 

calculated as 𝐾=0.454+0.41, and  is the Poisson Ratio. For silicon, which has a Poisson 

ratio of 0.28 and a hardness of 13 GPa[173], the calculated critical pressure is 4.9 GPa.  

  

Using the Hertz model, the normalized interference (𝜔/𝜔𝑐) can be related to the normalized 

pressure (𝑝ℎ/𝑝𝑐) by:[172] 
𝜔

𝜔𝑐
= (

𝑝ℎ

𝑝𝑐
)
2

        (5.1) 

 

The mean Hertz pressure 𝑝ℎ at the maximum force 𝐹𝑚𝑎𝑥 for a given probe radius R is 

given by:[69] 
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𝑝ℎ =
2

3
(
6𝐹𝑚𝑎𝑥𝐸𝑒𝑓𝑓

2

𝜋3𝑅2
)
1/3

             (5.2) 

 

where 𝐸𝑒𝑓𝑓 = [
(1−𝜐1

2)

𝐸1
+
(1−𝜐2

2)

𝐸2
]
−1

is the effective modulus and 𝐸 is the elastic modulus, and 

subscripts 1 and 2 refer to the two materials in contact. 

 

For 
𝜔

𝜔𝑐
< 1, the applied pressure is less than the critical pressure (4.9 GPa), and the contact 

is purely elastic. In this case, the mean pressure 𝑝𝑚 is given by the mean Hertz pressure 

(Eq. 5.3).  

 

For applied pressures greater than 4.9 GPa, the contact transitions into elastic-plastic and 

the mean pressure is given by the following empirical equations:[172] 

 

For 1 ≤
𝜔

𝜔𝑐
≤ 6, which corresponds to the prediction of the local yielding just below the 

surface with the contact being elastic, the mean pressure is given by:[172] 

                                                   𝑝𝑚 = 1.1075 × 𝑝𝑐 × (
𝜔

𝜔𝑐
)
0.289

      (5.3) 

For 6 ≤
𝜔

𝜔𝑐
≤ 110, which corresponds to the global yielding with the contact area being 

elastic-plastic for 6 ≤
𝜔

𝜔𝑐
≤ 68 and fully plastic for 68 ≤

𝜔

𝜔𝑐
≤ 110, the prediction for the 

mean pressure is given by:[172] 

                                                      𝑝𝑚 = 1.4894 × 𝑝𝑐 × (
𝜔

𝜔𝑐
)
0.1170

   (5.4) 

 

5.3 Results and discussion 

 

Previous work on nanoscale diamond contacts showed that the work of adhesion depends 

on the hydrogen coverage[59, 174–176]. Because the termination of the experimental 

surfaces was unknown, the flat diamond substrate was investigated at hydrogen coverages 

ranging from 0 to 100%. The adhesion results are shown in Fig. 5.2. The surface 

termination was chosen to most closely match the work of adhesion measured in the 

experiments, where the precise surface termination is unknown. A coverage of 85% was 

chosen for this study to best match the experimental results in terms of the magnitude of 

the work of adhesion.  
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Figure 5.2 The work of adhesion from the simulation varied with increasing 

hydrogen coverage (a), consistent with prior results[176], but data from all coverages 

exhibited increasing trends with applied pressure. Work of adhesion was also 

measured with three different probe sizes (b) with a hydrogen coverage of 100% and 

the trends in work of adhesion were again consistent. 

 

 

The work of adhesion Wadh was computed using the Maugis-Dugdale model of adhesive 

contact from the adhesive force 𝐹𝑎𝑑ℎ as:[177] 

𝑊𝑎𝑑ℎ =
𝐹𝑎𝑑ℎ

𝜒𝜋𝑅
        (5.5) 

where 𝜒 is a dimensionless parameter ranging from 1.5 to 2. The adhesive force 𝐹𝑎𝑑ℎ was 

measured as the maximum adhesive force during pull off from the force-time data in the 

simulation (Fig. 5.1b). The radius 𝑅 of the apex of the probe was measured before and after 

the test by tracing the outer contour of the probe from the high-resolution TEM image or 

side view of the atom positions in the simulation, and the extracted profile was fit with a 

parabola of form 𝑧 = 𝑥2 2𝑅⁄ , where z is the vertical height and x is the lateral dimension. 

 

The value of 𝜒 in Eq. 5.5 depends on the nature of contact. Its limits correspond to the 

Derjaguin–Müller–Toporov (DMT) model[12] (𝜒 = 2), which assumes weaker and longer-

range adhesive interactions and is applicable for stiffer materials, and the Johnson-Kendall-

Roberts (JKR) model[13] (𝜒 = 1.5), which assumes short-range adhesion and is applicable 

for softer materials. To determine its value, we used the model of Maugis[15] and the 

numerical method of Carpick-Ogletree-Salmeron (COS)[177]. The Maugis parameter[15] 

was calculated as: 

𝜆 = 2𝜎0 (
9𝑅

16𝜋𝐸𝑒𝑓𝑓
2 𝑊𝑎𝑑ℎ

)
1/3

            (5.6) 

where 𝜎0 is the theoretical cohesive stress and 𝑧0 is the equilibrium separation between the 

materials. The cohesive stress 𝜎0 was determined by equating it to the minimum adhesive 

stress of the Lennard-Jones potential, which gives 𝜎0 = 𝑊𝑎𝑑ℎ/0.97𝑧0.[177] For a silicon-

diamond contact, the equilibrium separation 𝑧0 is 0.25 nm[9, 37, 73, 178, 179] and the 
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effective modulus 𝐸𝑒𝑓𝑓  is 124.5 GPa, calculated from the elastic modulus of [1 0 0] 

diamond (E = 1050.0 GPa, 𝜈 = 0.1)[77] and [1 0 0] silicon (E = 130 GPa, 𝜈 = 0.28).[78] 

Using these values of 𝑧0  and 𝐸𝑒𝑓𝑓 , and the vales of 𝐹𝑎𝑑ℎ  and 𝑅  measured in the 

experiments and simulations, the COS method was applied to simultaneously measure the 

Maugis parameter 𝜆 and work of adhesion Wadh for all the tests. It was observed that the 

Maugis parameter 𝜆 lies in the range of 0.23−1.56, thus representing an intermediate case 

between the DMT and JKR limits. All reported work of adhesion values were subsequently 

determined based on this implementation of the Maugis-Dugdale model.  

 

The results from the adhesion tests are shown in Fig. 5.3. Together, the experimental and 

simulation data show an increase in work of adhesion from approximately 1 J/m2 at zero 

applied pressure up to 6-8 J/m2 at high pressures. The increase is gradual at low pressures 

where deformation is expected to be elastic and then increases rapidly at the higher 

pressures of elastic-plastic deformation. The results at zero applied pressure agree well 

with those of Ref. [59], in which sliding and pull-off experiments were conducted under 

the action of adhesive stress only. Simulations performed in that study with Si probes and 

diamond surfaces showed that larger loads increased smoothing of the probe and interfacial 

covalent-bond formation, both of which increase adhesion. The present results show that 

the work of adhesion continuously increases with applied pressure up to very high values. 

Simulated testing with other probe sizes and other hydrogen coverages (Fig. 5.2) show that, 

while the absolute values of work of adhesion vary between conditions, the trends of 

increasing work of adhesion with applied pressure are consistent across all simulated 

contacts. 

 

 

Figure 5.3 The measured work of adhesion from experiments and simulations 

increases approximately seven-fold with applied pressure, where the most significant 

increase occurs above 5 GPa. The work of adhesion is calculated using the Maugis-

Dugdale model; the mean applied pressure is calculated using an elastic-plastic 

model of contact. Experimental data is provided by Professor Tevis Jacobs’ research 

group in University of Pittsburgh. 
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These results demonstrate a significant increase in work of adhesion with applied pressure. 

To support that these changes arise from atomic bonding, rather than other physical origins, 

we sought to rule out other common explanations for varying adhesion, including: shape 

change by inelastic deformation[180] (such as fracture or gross plastic flow); and time-

dependent deformation[22–24] (such as viscoelasticity or creep). 

 

First, while large-scale shape change from inelastic deformation (fracture or gross plastic 

flow) could potentially lead to an increase in contact size and therefore adhesive force, this 

was ruled out by examining the probes before and after testing. From side-view images of 

the probes, the exterior profile was extracted and a parabola was fit to the probe’s apex (see 

Fig. 5.4 a,c). In all cases, the average change in radius of the probe apex was just 1%, with 

no single radius deviating by more than 9% from the pre-test value. To assess any smaller-

scale changes, the best-fit parabola was subtracted from the measured profile leaving only 

the sub-nm-scale roughness. In all cases, the roughness was approximately equivalent 

before and after testing: the average change in root-mean-square (RMS) roughness of all 

the probes was 1%, with no single value of RMS roughness deviating by more than 9% 

from the pre-test value. Furthermore, images of the probes taken immediately after testing 

(Fig. 5.4 b,d) showed no evidence of dislocations or other defects in the crystal lattice.  

 

Figure 5.4 The increase in work of adhesion with applied pressure is not due to the 

shape change by inelastic deformation. Comparison of the probe shapes before and 

after the test suggest no significant shape change in both the experiments (a) and 

simulations (c). TEM images of the probes (b) and crystallographic analysis of the 

model (d) after the test showed no evidence of defects in the silicon lattice. 

Experimental data is provided by Professor Tevis Jacobs’ research group in 

University of Pittsburgh. 
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Second, to rule out time-dependent phenomena such as creep or viscoelasticity, the 

adhesion tests were repeated with variation in hold time and pull-off rate. Simulation tests 

were conducted for different hold times from 2 to 12 ns at three maximum forces of 132.2 

± 2.0, 21.8 ± 0.8, and 2.2 ± 0.4 nN. Similarly, experimental tests were conducted for five 

different hold times. The adhesive force showed no significant trends with hold time in 

both experiments (Fig. 5.5 a) and simulations (Fig. 5.5 b). Further, the contact tests were 

conducted at different rate of pull-off was varied from 2 to 10 m/s. The pull-off force did 

not show any significant change with unloading rate in the range of 0 to 2 nm/s in the 

experiment (Fig. 5.5 c) and in the simulations (Fig. 5.5 d). Therefore, the tested range of 

hold times and speeds had no effect on measured adhesion and cannot explain the increase 

of work of adhesion with applied pressure. 

 

Figure 5.5 The increase in work of adhesion with applied pressure is not due to time-

dependent phenomena. In both experiments (a,c) and simulations (b,d), the adhesive 

force shows no dependence on hold time nor pull-off rate, and hence, time-dependent 

flow such as creep or viscoelasticity can be ruled out. In (b) and (d), the black 

squares, red circles, and blue triangles refer to maximum applied forces of 132 nN, 

21.8 nN, and 2.2 nN, respectively, for a probe radius of 3 nm. Although the 

timescales of the experiment and simulation differ significantly, these plots confirm 

that the adhesive force does not depend on the hold time or pull-off rate within the 

range of times and rates accessible to each method. Experimental data is provided by 

Professor Tevis Jacobs’ research group in University of Pittsburgh. 

(a)

(c)

Experiment Simulation

(b)

(d)
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Since the possible effect of the common explanations for varying adhesion—shape change 

by inelastic deformation, and time-dependent deformation—were excluded, the present 

results are attributed to chemical bonding across the interface that is facilitated by stress as 

suggested by prior experiments and MD simulations[59, 60]; we show that these trends 

continue and are accelerated with applied pressure. Specifically, the increase in measured 

work of adhesion corresponds to a stress-driven increase in interfacial bond density, 

requiring a larger energy per unit area to separate the surfaces. TEM images before and 

after contact were compared and no material transfer was identified within the detection 

limits of the instrument (0.2 nm on the probe based on the TEM resolution and 1 nm on 

the diamond based on vibration of the indenter). Additionally, there was not more than a 

few atoms of material transfer in the simulated testing. Therefore, while the bond density 

appears to increase with applied load, the separation of the bodies still occurs at the original 

interface between the materials.   

 

5.4 Conclusions 

 

In summary, this study quantified the increase of the work of adhesion between silicon and 

diamond with externally applied pressure. Using compression-and-adhesion tests 

performed on well-controlled silicon-diamond interfaces inside a TEM and complementary 

atomistic simulations, we found that the strength of adhesion increases with applied 

pressure. After systematically ruling out other explanations for varying work of adhesion, 

the increase is attributed to changes in atomic bonding across the interface. This effect 

causes a seven-fold increase in adhesion with externally applied pressures up to 11 GPa. 

In general, the findings reported here support newer models of contact, in which the work 

of adhesion is not represented as a static property of the interface, but instead as having a 

well-defined functional dependence on applied pressure. 
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Chapter 6 Summary and future work 

 

6.1 Summary 

 

Contact area and adhesion at the nanoscale were investigated using molecular dynamics 

simulations designed to complement experimental measurements. 

 

First, a contact between a silicon tip and a diamond flat surface was simulated with a model 

that matched experiment, including materials, geometry, structure, crystal orientation and 

applied force. Further, the adhesion of the interface was tuned using the Buckingham 

potential to reproduce the value observed in the experiment. The contact area was then 

computed by (a) identifying the contact atoms; and (b) converting contact atoms to contact 

area. The contact atoms were identified using a distance criterion or a force criterion. The 

contact area was then computed as atomic or apparent area. The results demonstrated that 

the choice of method for computing contact area can lead to significant variations in 

measured results. Further, variation of contact area during loading and unloading was 

observed. Such variation cannot be explained by the continuum theories, which suggests 

the failure of continuum theories to describe a complete contact process.  

 

Next, contact area can be determined from electron transport theories for conductive 

contacts. To evaluate this method, atomistic simulations were used to model metallic 

contact of a platinum tip and a platinum flat surface with matched conditions as mentioned 

above. The contact area computed from the simulations was then compared with the 

measurements from the conductance and electron transport theories of the same conductive 

test. The application of electron transport theories to the measured conductance yielded 

measurements of contact size that were 95% smaller than the simulation values. The 

physical mechanism for this deviation from electron transport theories was shown to be 

due to the presence of monolayer insulating surface species that either reduced the metal-

metal contact area or eliminated it entirely, requiring tunneling.  

 

To further understanding the contribution of monolayer insulating species on metallic 

conduction, different models of platinum tips were created with oxide thicknesses varying 

from 0 nm (no oxide) to 1.22 nm. The conduction between the tip and the substrate was 

approximated by identifying atomic channels across the oxide layer, where the conduction 

through each channel was computed using a DFT-derived current-separation relationship, 

which accounts for both direct metallic conduction and tunneling conduction. We found 

the total conductance dropped rapidly with increasing oxide thickness due to the increasing 

contribution of tunneling and decreasing contribution of direct metallic conduction. The 

results demonstrated that the ballistic model of the electron transport theories was accurate 

for the case with no oxide, while tunneling theory provided accurate results for the thickest 

oxides tested. However, for oxides between 0.2 and 1 nm thick, both theories significantly 

underpredicted the contact area. A correction of the electron transport theories is needed to 

describe conduction where there is a sub-nm insulating layer on the contact surface. 
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Finally, the strength of adhesion between surfaces, which significantly affects contact area 

at the nanoscale, was investigated. We tested the hypothesis that work of adhesion is 

constant for a given material pair with a silicon and diamond contact. Results showed that 

work of adhesion increased with applied pressure. After ruling out other explanations for 

varying work of adhesion, such as inelastic deformation and time-dependent material 

creep, we proposed the increase was attributed to changes in atomic bonding across the 

interface. 

 

6.2 Future Work 

 

6.2.1 Limits of the applicability of continuum contact mechanics models 

 

Continuum contact mechanics models have been used to describe contact at the nanoscale 

using AFM experiments [16, 19–21]. However, these experiments are typically limited to 

specific conditions and certain materials. Continuum contact mechanics models may break 

down at the nanoscale due to the surface roughness [44, 45] or reversible plasticity [181, 

182]. Also, Chapter 2 showed continuum contact mechanics models fail to predict the 

adhesion hysteresis behavior for contact bodies approaching and separating. However, 

despite evidence of a breakdown of contact mechanics models at the nanoscale, these 

models are still widely used in both basic science and engineering applications. Therefore, 

further investigation is required to determine under what conditions continuum contact 

mechanics models can be applied to calculate contact properties. 

 
Continuum contact mechanics models relate the contact area with geometry of contact 

bodies, material properties and the applied load. The DMT, JKR, or Maugis-Dugdale 

models describe the contact of spherical bodies [147], and they have also been extended to 

non-spherical geometries by describing the behavior of bodies with the shape of an 

analytical power-law function of arbitrary exponent [183]. Regarding the size of the contact 

bodies, previous studies have found the continuum models may underestimate the contact 

area at small loads and this underestimate decreases with increasing load and radius of 

contact bodies [44]. Other experimental studies have also demonstrated continuum theories 

could be used to describe contact for radius of contact bodies over 100 nm [19, 20].  For 

the effect of the properties of the contact bodies, DMT model is applicable for stiff 

materials with weak and long-range adhesion, while JKR model is suitable for soft 

materials with strong and short-range adhesion. However, previous research suggests that 

some metallic materials, like gold or silver, exhibit cold-welding or liquid-like behaviors 

at contact [184, 185], which could not be described by continuum theories. Further, recent 

studies have shown that reversible plasticity may cause deviations from the predictions of 

continuum elasticity [181, 182]. Therefore, to determine the limits of continuum models at 

the nanoscale in term of geometry of contact bodies, materials, and applied load, we 

propose future research using the contact models described below. 

 
First, we propose models consisting of atomically smooth, hemispherical bodies to 

eliminate the geometry and roughness effects. Surface roughness has been found to affect 

the predictions of contact pressure and area by continuum theories [44, 45]. Second, to test 
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the tip size effect, tips with different radii will be modeled and the radius ranges from 1 nm 

to 100 nm. This range of the tip radius covers range of realistic experimental tips. 

Regarding the materials of the contacting bodies, cold-welding materials (gold, silver) 

should be avoided, so ideal starting materials are silicon and diamond. These materials 

have relatively large elasticity modulus to retain elasticity at large applied force and also 

have been widely studied. Further, the contact bodies should be be fully passivated to 

minimize adhesion hysteresis resulting from bonding across the contact. The area-load 

relation can be analyzed and compared the results with continuum mechanics predictions. 

We hypothesize that the area from MD simulations will be consistent with continuum 

models for larger tips and small loads, but continuum contact mechanics will fail for 

smaller tips and higher loads. Results will be analyzed to identify the limits of the 

continuum mechanics models in terms of a range of the tip size, and the responding 

maximum applied stress. 

 

6.2.2 Origin of load dependence of contact and work of adhesion   

 

Continuum mechanics models assume a constant interfacial energy, or work of adhesion. 

However, as reported in Chapter 4, the work of adhesion increases with the applied load. 

The changing work of adhesion is typically attributed to capillary effects [22] or to 

viscoelasticity in soft material [23, 24], or to plastic deformation [80]. However, these 

factors have been ruled out and the hypothesis of reversible dislocations and stress-driven 

chemical reactions in the contact has been proposed.  

Recent studies of contact between a platinum tip and a platinum surface have demonstrated 

that contact softening leads to a larger contact area than continuum predictions due to a 

fully-reversed dislocation activity caused by the discrete surface steps at the interface [181, 

182]. This reversible plasticity increases the contact area above the fully elastic predictions 

for a stepped surface and then requires larger force to separate the contact. It has also been 

experimentally observed that pull-off forces are often strongly dependent on the maximum 

applied load [186]. This is typically attributed to an increase in the area of contact between 

the bodies. In soft materials, this is explained by flow of the soft material, to achieve more 

complete contact [187–189] with the other side. In hard materials, this is explained by an 

increase in the area of contact due to inelastic deformation – either of the global geometry 

of the bodies [80] or of the surface roughness [190–192]. Therefore, this results in a larger 

contact area and then stronger interaction in the separation process than in the approach 

process, which would lead to a larger work of adhesion.  

Previous research has also shown that contact aging-which describes the phenomenon 

where contact area increases with the time that the two surfaces are held in contact-would 

result in a larger contact area at the separation process. This contact aging has been 

attributed to asperity creep [193, 194] and to thermally activated bond formation across the 

interface [195] and which leads to a stronger interaction across the interface. Therefore, we 

propose that the increasing work of adhesion with applied load may be caused by a) 

reversible plasticity at loading and/or b) changes in the strength of the interactions across 

the interface as the contact is loaded. To access the reversible plasticity effect, we will 

monitor and analyze the dislocations at the contact interface and relate them with the 
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applied load and contact properties. For the variation of strength of the interaction, it is 

represented by work of adhesion. This variation of the work of adhesion may be explained 

by increased formation of bonds across the interface. This would correspond to an increase 

in the energy required to separate that unit of area. Therefore, further study using a reactive 

potential will be needed to fully understand the formation and breaking of bonds across the 

contact.  

To address these questions, we suggest simulation of contact models with different material 

pairs to further confirm the present of load dependent work of adhesion. The dislocations 

and covalent bonds across the interface can be characterized at different applied loads. The 

dislocation length and bond density at the interface can be correlated to work of adhesion 

as well as contact area. Finally, the simulations can be used to identify a mechanism that 

explains the origin of the load dependence of work of adhesion.   

 

6.3 Concluding Remarks 

 
This dissertation has (a) demonstrated simulations methods for defining and computing 

nanoscale contact properties using atomistic simulations, (b) quantified the limitations of 

continuum mechanics models for nanoscale contacts, and (c) shown that the work of 

adhesion, which was previously assumed to be a material property, is dependent on applied 

load.  

 

Contact properties are important for engineering applications and basic science, but their 

measurement is challenging and requires use of continuum theories. The assumptions 

underlying those theories may break down and cause inaccurate measurement of the 

contact properties at the nanoscale. With the methods developed in this dissertation, the 

applicability and of such continuum theories can be determined, which will improve the 

accuracy of the nanoscale contact property estimates and thus reliability of contact 

measurements and calculations. 

 

Further, the work of adhesion is an important characteristic for nanoscale surfaces. For 

example, the operation of nanoswitches mainly relies on the work of adhesion of the 

contact surfaces and such work of adhesion is usually measured by atomic force 

microscopes with the assumption that the work of adhesion is a constant. However, our 

results suggest that the work of adhesion depends on the externally applied load. This 

means AFM-based measurement of work of adhesion may result in different values when 

measured at different loads. This inconsistency can adversely affect the function of 

nanoscale devices such as nanoswitches. However, the methods developed here can be 

used to understand why adhesion changes with load and account for that during design. 

 

Overall, this dissertation has defined contact at the nanoscale and demonstrated limits of 

continuum theories. The findings will benefit both engineering applications and basic 

science. First, the resolution, accuracy, and reliability of nanoscale applications, including 

scanning probe microscopy, probe-based nanomanufacturing and nanodevices, depend on 

the contact properties, e.g. contact area and adhesion. Second, fundamental studies of 

friction, wear, and transport phenomena at the nanoscale rely on the measurement of the 
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contact properties at the nanoscale. Third, the principal of contact at larger scales can be 

better explained with a fundamental understanding of contact at the nanoscale. 
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