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Abstract of the Thesis

Energy Optimization Framwork for

Wireless Sensor Networks

by

Niloufar P. Esfahani

Master of Science in Electrical Engineering and Computer Science

University of California, Merced, 2016

Professor Alberto E. Cerpa, Chair

We present a holistic framework for energy management in sensor networks.

Our framework is based on a model-driven approach that attempts to (a) es-

tablish functional relationships across different modules of the software stack and

the interrelated parameters based on empirical data, (b) use the maximum sensor

value and time-synchronization errors acceptable by the users of the sensor net-

work application as input to establish minimum quality of service requirements,

and (c) do cross-layer optimization of the parameter values of all the software

modules within the node’s application stack to minimize total energy consump-

tion for each sensor node. We explore the trade-offs of the design space by using

a non-trivial application that includes sensing, time synchronization and rout-

ing modules, in multiple different testbeds, and with different routing software

modules. We show that when using our framework, we can provide average en-

ergy savings from 38% to 62% when compared with the software modules default

values, and from 11% to 33% when compared with the state-of-the-art AODC

duty-cycle optimization scheme while still maintaining quality of service both in

terms of the expected sensing and time-synchronization errors. We further show

xii



that we can slightly decrease latency (1.5%-3.5%) and slightly improve reliability

(1%-3%).
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CHAPTER 1

Introduction

Energy management and efficiency has been a well studied problem in the wireless

sensor network (WSN) literature, since in many applications, wireless nodes are

untethered from the energy infrastructure and are battery operated [YHE02].

Since the cost of replacing batteries is expensive or very difficult to achieve,

extending system lifetime has been paramount.

There have been many efforts geared towards improving energy efficiency of

different WSN system software modules, including data sampling [DM06,KPS05,

JC04,AAG07], data storage and query processing [LSK10,FZS08,MDc13,CPR03,

MFH03], routing [GFJ13,LGD12,SZH04,SS01,DLV13,SR02,MA00,MA01,GGS01]

and time synchronization [MKS04,GKS03a,ZCH11].

All these software modules are designed to do different works. They share

the same hardware resources and as they are not coordinated, they will consume

more energy. We can optimize the energy if we find a way to make it coordinated.

Radio and CPU are some of the hardware resources that are shared with all the

modules. As radio communication has high energy consumption, we need to

optimize the radio consumption based on hardware and software constraints.

Hardware constraints are maximum and minimum hardware rates that a system

can provide. Software constraints are the quality of service that a user needs to

provide. In our work we also consider the computational cost to be minimum

while having a high accuracy.
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However, these individual modules may not be flexible to adapt to changing

network and application dynamics. Perhaps more importantly, each module is

designed to optimize energy consumption from a module-centric point of view,

without considering the inter-relationships among the different modules in the

sensor stack. Moreover, there is a trade-off between energy use and the maximum

sensing and timing errors admitted by the application’s users. This trade-off has

not been generally considered in past work.

We take a fresh look at this problem by developing an Energy Optimization

Framework (EOF) scheme, which considers the energy trade-offs caused by the

use of multiple software modules simultaneously, and optimizes the overall system

energy consumption in a holistic way, based on the inter-relationships among

software modules and the user constraints that bound the expected application

quality of service.

In many applications, most of the system energy consumption comes from

radio communication [PK00]. It is the use of the radio by different software mod-

ules’ needs that dominates the energy consumption. Since the RF transceivers

commonly used in WSN also consume energy while listening [DL03], we use the

radio duty-cycling ratio as a proxy that approximates energy consumption. Our

goal is to reduce this ratio while maintaining quality of service constraints based

on user input. We do this by finding functional parametrized relationships based

on empirical data among the different modules of the sensor software stack, and

minimize the energy based on user constraints. We want to find the optimal

parameters that allow minimization of the system energy consumption while still

satisfying the user needs.

In our work, we consider an application stack consisting of data sampling,

routing and time synchronization software components. These components are

2



representative of multiple data collection sensor network applications [WLR06,

AAG07, JC04] and provide a representative sample of the design space to show

the benefit of our EOF scheme. We evaluate our architecture using two differ-

ent routing components, in two different testbed environments. We develop our

EOF scheme in the following manner. First, we analyze how different param-

eters that control the software modules behavior, like data sampling frequency

and error threshold for data sampling, beacon frequency and sleep interval for

routing/MAC, and time synch frequency for time synchronization affect the duty-

cycling ratio. Then, we establish functional relationships that approximate this

behavior using data-driven approaches. Finally, using the functional relationships

derived above, we optimize the parameter values in order to minimize energy con-

sumption while satisfying the user constraints.

We would like to highlight the contributions of our work:

a) We designed and developed the Energy Optimization Framework (EOF)

for wireless sensor network applications, which considers the energy trade-offs

caused by the use of multiple software modules simultaneously, and optimizes

the overall system energy consumption in a holistic way, based on the inter-

relationships among software modules and the user constraints that bound the

expected application quality of service.

b) We derived the functional relationships for sensing, routing and time-

synchronization software modules parameters with respect to the radio duty-

cycling in two different environments and with two different routing/MAC schemes.

This includes the closed-form formulae, as well as the analysis of the amount of

data required in order to derive a function with low error.

c) We extensively tested EOF and compared them with the default values used

in the different software module as well as the state-of-the-art AODC framework.

3



Our results show average energy savings from 38% to 62% when compared to

default parameter values, and from 11% to 33% when compared with AODC for

a wide range of data and time synchronization errors accepted by the user. We

also see slight (1%-3%) increases in data delivery reliability and lower latency

(1.5%-3.5%) when compared to both default values and AODC.
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CHAPTER 2

Background and Related Work

In WSNs, improving energy efficiency of different system software modules has

been a relevant research topic for multiple different components, including data

sampling [DM06,KPS05,JC04,AAG07], data storage and query processing [LSK10,

FZS08,MDc13, CPR03,MFH03], routing [GFJ13, LGD12, SZH04, SS01, DLV13,

SR02,MA00,MA01,GGS01] and time synchronization [MKS04,GKS03a,ZCH11].

The majority of these efforts have not considered a cross-layer optimization of

multiple module parameters simultaneously, in order to holistically reduce the

overall energy consumption. In our work, we leverage some of these works,

like a MauveDB [DM06] data sampling sensing module, FTSP [MKS04] time-

synchronization module, and CTP [GFJ13] and ORW [LGD12] routing modules,

but we combine them together using EOF in order to optimize the different mod-

ule parameters to minimize energy consumption while satisfying user data error

and timing requirements.

In the remainder of this chapter, we will review some literature related to

different components of our system: MAC-layer, data prediction, routing, and

time synchronization techniques. There are some works for each component that

are energy efficient and have cross-layer techniques similar to our work.
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2.1 MAC-layer techniques

2.1.1 Non adaptive duty cycling ratio

Polastre et al. [PHC04] presented B-MAC, a MAC-layer protocol that outper-

forms LPL [SHL13] MAC protocols in terms of throughput, latency, and often

energy consumption. B-MAC extends LPL techniques by having a user-controlled

sleep interval. Each node periodically goes to sleep, with a predefined constant

sleep interval. When a transmitter sends a data packet, it sends a preamble long

enough to cover one sleep interval. X-MAC [MLT08] is another MAC-layer pro-

tocol which outperforms B-MAC. Instead of sending a long enough preamble, the

transmitter sends a special control packet called a strobe to the receiver. When

the receiver receives the right packet strobe, it sends an ack to the transmitter.

Once the transmitter receives the ack message, it sends the data message to the

receiver. X-MAC reduces energy consumption by using the ack mechanism in-

stead of sending a long wake up preamble compared to B-MAC. X-MAC finds

an appropriate sleep interval which reduces the energy consumption. However,

it does not consider the reliability and delay constraints of the system.

2.1.2 Adaptive duty cycling ratio and no energy minimization

Jurdak et al. [JRO10] present an adaptive duty cycling technique of a preamble

sampling protocol. The authors compute the energy consumption of each node.

As a routing decision, each node sends the data packet to it preferred node. The

preferred node is chosen based on the computed energy consumption. Energy

consumptions are calculated based on the radio duty cycling ratio and the ratio is

proportional to the number of transmitted packets. The authors do not guarantee

to minimize the energy consumption of the whole system nor consider meeting

6



the delay and reliability constraints.

2.1.3 Energy efficiency with no reliability and delay constraints

Park et al. [PPL09] present an effective framework for optimizing the energy con-

sumption of WSNs in which the nodes use an asynchronous wakeup schedule.

The authors present two convex optimization problems to minimize the energy

consumption of the network and maximize the network lifetime constraint to their

design objectives. They use a broadcast algorithm which allows each node to have

a different wake up interval. Similar to our work, they present an architecture

to minimize the energy consumption of the system considering the MAC-layer

parameter. In addition to the MAC-layer of the network, our objective function

also contains the relationship between the components and the energy consump-

tion of the system. The paper does not consider the reliability and delay of the

system. However, we have declared different time and data error constraints and

we have shown that we can meet the delay and reliability requirements. Unlike

our work, some of the results of this paper are based on simulation and not real

experiments.

Other papers have been written on reducing the number of sent packets and

energy consumption of the system. They focused more on minimizing the energy

consumption and packet delivering ratio of the system. The protocols find optimal

MAC-layer parameters for energy consumption minimization. However, there is

no adaptive duty cycled protocol that helps the system meet some constraints

like reliability and delay constraints at the same time. In [LP08], the authors

presented an architecture to select a routing path from every node to the sink

for the duty-cycled WSNs. Similar to our work, the selection of the routing path

is based on an optimization problem. In this case, the optimization problem is
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to minimize an objective function which shows the energy consumption of the

system based on latency constraints which should not exceed a threshold. The

optimization tries to find some optimal sleeping schedule parameters. The results

of this paper are gained based on different simulations and no experiments have

been done. However, all of the results of our work are based on experiments on

large enough testbeds. Similarly, in our work we optimize the energy consumption

of the system. Our objective function formulation is not only based on sleeping

schedule parameters (MAC-layer parameters), but also considers sensing and

routing parameters.

In [MH10], the authors presented two techniques to reduce the number of

delivered packets at one side and the energy consumption of the system at the

other side. The first technique changes the sleep interval for each node according

to the packet delivering ratio of the node. If a node successfully sends more than

5 consecutive number of packets, it’s sleep interval will be decreased. Otherwise,

it will increase the sleep time. In this paper authors use LPL MAC protocol.

The second technique tries to reduce the energy consumption by considering

the reliability constraints. Our work performs better than this paper in many

ways. First of all, all of their results are based on simulations. In the paper,

the authors have not focused on optimizing the system in an holistic manner

considering different constraints. Their results do not guarantee to reduce the

energy consumption and meet the delay and reliability constraints at the same

time.

2.1.4 Energy efficiency considering reliability and delay constraints

Other works have investigated performing MAC-layer optimization to achieve

higher energy efficiency subject to reliability and delay application constraints.
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ZeroCal [MWZ10] presented the first scheme to perform MAC-layer optimization

to reduced energy consumption based on application reliability constraints. The

scheme used X-MAC [MLT08] and optimized the Sleep Interval (SI) based on

the reliability constraints. In pTunes [ZFM12], the authors propose a framework

to dynamically adapt the MAC level parameters based on routing topology, link

dynamics and traffic load. They set up a specific objective function for their

LPP [MLT08] MAC parameters (i.e. the number of successful/failed unicast TX

(transmit) before success, the time for success/failed unicast transmissions, and

the fraction of time in TX and RX (receive) mode), in order to reduce energy con-

sumption subject to reliability and latency constraints. In [NC10], the authors

presented two dynamic sleep time control approaches to reduce the control packet

energy waste incurred in LPL [SHL13] MAC-layer technique. Unscheduled MACs

using LPL include B-MAC [PHC04], WiseMAC [ED04] and X-MAC [BYA06a],

and so on. Both approaches dynamically compute the sleep time based on some

network constraints. The first approach finds the optimal sleep time based on

the delay constraints and second approach finds the optimal sleep time in order

to minimize the energy consumption. Similarly, a MAC-layer parameter opti-

mization framework is proposed by [PEF13]. The authors presented the AODC

algorithm to minimize the energy consumption while guaranteeing application

reliability and delay requirements, by defining an objective function that finds

the optimal SI for the BoX-MAC [ML08] medium access control. Our work dif-

fers from these work in multiple ways. First, our quality of service guarantees

are data-centric and based on maximum data sensing and time synchronization

errors accepted by the users, instead of the more network-centric reliability and

delay used previously. We show that we can slightly improve network-centric

quality of service guarantees. Second, and perhaps more importantly, our ob-

jective function is truly cross-layer, integrating software modules that deal with

9



data sampling sensing, time-synchronization and routing/MAC to holistically

minimize energy consumption while satisfying applications constraints. Finally,

we establish rule of thumb bounds for the practitioners as to how much data is

necessary to collect to define the functional relationships among the different pa-

rameters of the system for multiple different software modules and environments.

Our work is also quantitative compared to AODC. In a recent work in practical

data prediction, Raza et al. [RCM15] propose extending the system lifetime

by minimizing data communication from source nodes, by using a BDP model-

predictive approach at the sensing module. While the authors do not perform

cross-layer optimization, they show how the performance changes as a function

of the Sleep Interval (SI) parameter in the MAC layer. Our work not only shows

the performance change as a function of SI, but also approximates empirically

the functional relationships among all the different software modules to perform

a global parameter optimization to reduce energy consumption while satisfying

quality of service constraints.

2.2 Data Prediction

There have been lots of research in the data prediction area. Data prediction

techniques are used to reduce the transmitted data in the network. They use

different models to predict the data; constant, linear, non-linear, and correlation

models. Raza et al. [RCM12], Gaura et al. [GBA13], Palpanas et al. [PVK08],

and tulone et al. [TM06b] (PAQ) present some linear models for data prediction.

Raza et al. use BDP model and help the system reduce the energy consumption.

Gaura et al. has presented edge mining, which transforms the sensed data to a

sparse form in order to minimize the packet transmissions, energy use, and storage

space. Palpanas et al. present a method which does the on-line approximation
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of streaming time series. PAQ shows that autoregressive (AR) models which

are linear models reduce the amount of data needed to be sent in an application.

SAF [TM06a] proposes an energy-efficient framework using the non-linear models

to reduce the amount of communication in the network. They detect data simi-

larities by comparing the local model form of the data instead of the raw data.

DKF [JCW04] proposes an idea for reducing data communication in a multiple

data streams environment by using Dual Kalman Filter. Huang et al. [HJA13]

compares the techniques from each model category. The authors have concluded

that linear and constant models will have better results than non-linear models

if the sensed data has a small variation.

The idea of MauveDB [DM06] is to change the real-world data of a network to

a model-based view, which will be a usable data and can be stored in database,

since the real-world data tends to be incomplete, imprecise, and erroneous. As

our sensing module is inspired by this paper, we have named our first sensing

application, MauveDB. In our sensing application, we have changed the temper-

ature and time data to a time vs. temperature model. MauveDB has used linear

regression methods to find the models like our sensing module.

Similar to our work, the goal of all these papers is reducing the amount of

data reported, and therefore the energy consumption of the network. However, in

addition to considering data reduction which is related to the sensing application,

we have also considered different components like MAC-layer, routing, and time

synchronization and we have minimized an objective function which consists of

several components.

11



2.3 Routing Protocols

There are lots of applications which use the multi-hop network topology [PSM04]

[XRC04] [WLJ06]. The routing protocol creates the network tree topology con-

sidering the wireless link quality such that the cost of the path of sending a packet

from a sender node to the root is minimal.

CTP [GFJ13] presents a default tree based routing protocol implemented on

TinyOS. The tree is created based on the ETX [CAB05] link quality metric.

Each node updates its ETX value and estimates the ETX of neighbors with the

link estimator, then the node finds the best path with the lowest ETX cost in

order to send the packet to the root. CTP contains three main components:

link estimator which estimates the link quality of a hop to its neighbors, routing

engine which is used to find the routing path, and the forwarding engine that is

for sending the data packet in the network. The link estimator method used in

the CTP protocol is 4bit [FGJ07]. Other protocols [BKY10] and [BZV10] also

can be used as a CTP link estimator.

2.3.1 Opportunistic Routing

GeRaF [ZR03] is the first publication proposing the any-cast routing. GeRaF

presents an any-cast forwarding technique based on the geographical location of

the nodes and a practical scheme for selecting the relaying node to ensure a unique

forwarder. ExOR [BM05] pioneered the concept of opportunistic routing. ExOR

is a uni-cast routing technique for multi-hop wireless networks. The algorithm

sends a packet through a sequence of nodes and chooses the best forwarding node

from all the nodes that successfully received the packet. CMAC [LFS07] combines

the concept of GeRaF and ExOR. Its technique includes finding prioritized for-

12



warders, and choose a best forwarder based on geographical routing. However, it

doesn’t address the key challenges for opportunistic routing in duty-cycled WSNs.

More theoretical aspects in Opportunistic Routing is proposed in [DGV11] [KLS10]

[KLS11] [BC08]. ORW [LGD12] presents a practical opportunistic routing scheme

for wireless sensor networks. In a duty-cycled setting, packets are addressed to

sets of potential receivers and are then forwarded by the neighbor that wakes

up first and successfully receives the packet. All of these papers show that OR

reduces the energy consumption of a network considering the delay and reliability

constraints. They all show that OR reduces energy while maintaining the routing

efficiency of a system.

2.4 Time Synchronization

There are two popular time synchronization methods used inWSN: TPSN [GKS03b]

and RBS [EGE02]. TPSN is based on a simplistic approach for sender-receiver

time synchronization, while RBS presents a receiver-receiver time synchroniza-

tion method. TPSN has gained an additional performance over RBS, since TPSN

adds time stamps to radio messages multiple times and averages them. TPSN

is implemented on mica (a wireless platform), which makes it harder to be im-

plemented on later platforms. FTSP [MKS04] protocol uses low communication

bandwidth and is robust against node and link failure. It utilizes the network

of mica2 motes. FTSP causes less network traffic and less resource allocation

that TPSN and RBS. If a time synchronization period is T seconds, 1 message

for FTSP, 2 messages for TPSN, and 1.5 messages for RBS will be sent in T

seconds. As a conclusion, FTSP produces less traffic load compared to those two

protocols. As a result, we use the FTSP time synchronization protocol in our

work as one of our software modules.
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CHAPTER 3

EOF System Description

Figure 3.1 shows the overall EOF system description. Our WSN software stack

consists of sensing, time synchronization, routing and MAC software modules.

We collect data measuring the duty cycling ratio as a function of the different

software module parameter values. Once the data is collected, we proceed to

calculate the functional (parametrized) relationships between the duty cycling

ratio and each parameter (function variable) in the software stack.

Our objective function that represents the duty cycling ratio when all the

software modules are run concurrently is derived by fitting multiple linear and

non-linear models. The variables in this objective function are the software mod-

ule parameters that affect the behavior of each module. In addition, the user’s

maximum data error and time synchronization error are input as constraints in

the optimization process.

Node Application 
Software Modules

Objective

Optimizer

Constraints

Objective 
Function 

Function

Calculation

Data

Optimal Module 
Parameter

Sensing  
MauveDB

Routing
CTP / ORW

Time Synch
FTSP

MAC
Box – MAC / X - MAC

Figure 3.1: Energy Optimization Framework System Description
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Fsr Et Fb Fd Si

Time synch Error Beacon Data Sampling Sleep

Frequency Threshold Frequency Frequency Interval

Table 3.1: Parameter Description

We then proceed to solve the non-linear optimization problem and find the op-

timal software module parameter values (the variables of the optimization prob-

lem) that minimize the duty cycling ratio subject to the user constraints the

bound the quality of service requirements.

In the following sections, we provide further details of each step in the pro-

cess, describing the different software modules used to build a data collection

application, the experimental setup to collect the data, the derivation of the dif-

ferent functional relationships between the duty cycling ratio and the module

parameters, and the final optimization process.

3.1 Software Modules

We have used a non-trivial application consisting of three core components: time

synchronization, sensing, routing and MAC modules. These components are

representative of multiple data collection sensor network applications and pro-

vide a good sample of the design space. In order to evaluate our system more

thoroughly, we use two different routing modules and use two different testbeds

(see below). We have also used two different sensing applications: One of the

sensing applications is similar to MAUVEDB [DM06]. Sensor nodes sense an

environmental parameter (i.e. temperature in our application) over time, and

build their own temperature model. Each node builds a simple linear regression

model between temperature and time, and calculates the best fit. If the difference

15



between a value sensed by the node and the model prediction is larger than a

specific threshold defined by the user, then the application forwards the out-lier

data sample towards the sink, and the node recalculates the temperature model.

While a sensor node could send every sample value for maximum accuracy, there

is a trade-off between the number of transmissions required (and their energy us-

age), and the accuracy that can be achieved. By optimizing only for the required

user’s accuracy needed, we can minimize the overall energy consumption.

Another sensing application (POR(Polynomial Regression)) is same as the

first one but the only difference is the time vs. temperature curve fitting model.

We use second order polynomial curve fitting model which is a nonlinear regres-

sion model for the second sensing application.

For time synchronization we use FTSP [MKS04]. This is in general useful

when the users of the application need to understand the spatio-temporal dy-

namics of the phenomena being sensed. For routing, we used two commonly used

routing modules, CTP [GFJ13] and another one uses ORW [LGD12]. Finally, we

used the BoX-MAC [ML08] module for medium access control when using CTP,

and the X-MAC [BYA06b] when using ORW.

3.2 Experimental Setup

We run experiments in two different testbed. The first testbed (Local) is an

indoor testbed in a building with 60 Tmote Sky motes placed along an corridor

of a typical office building. The motes are divided into 20 groups. The distance

between each node group ranges from 6 to 7 meters, except for the node group

in the far left which sits around a corner at the end the corridor. The root node

is denoted as sink.
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Fsr Et maxF Fb (1024/maxF) Fd ∗ 103 Si

2 2 40000 0.0256 0.4 0.05

1 3 100000 0.0102 0.8 0.5

0.5 4 150000 0.0068 2.4 1

0.3 5 512000 0.002 2.8 2

0.25 10 550000 0.0018 3.3

0.2 20 600000 0.0017 4.2

0.1 30 700000 0.0014 5.5

0.05 40 900000 0.0011 8.3

0.03 50 12

0.025 60 16.7

0.1 80

100

Table 3.2: Parameter values tested

The second Indriya testbed is a three-dimensional wireless sensor network de-

ployed across three floors of the School of Computing, at the National University

of Singapore. The Testbed comprises of 139 TelosB sensor ”motes”, each of which

built of TI-MSP430 microcontroller with 10KB of RAM, internal and external

flash memories of size 48KB and 1 MB respectively, and a Chipcon CC2420 radio

operating at 2.4GHz with an indoor range of approximately 20 to 30 meters.

We run extensive experiments in each of the above testbeds and using differ-

ent routing/MAC layer software modules in order to understand the functional

relationships between the radio duty cycling ratio and the different parameters

of the all the software modules in our application stack. Table 3.1 shows all the

software module parameters that can affect energy consumption. Table 3.2 shows

all the values for different parameters that are tested in the system in order to

create the formulations. For each parameter value tested (45 for CTP and 38

for ORW), we run 24 hours experiments in the Local testbed for each CTP and

ORW, and 24 hours experiments for CTP in the Indriya testbed. We experi-

mented for a total of 215 days (many experiments were carried out in parallel on
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both testbeds), and sent more than 130K packets.

3.3 Model Learning

We want to be able to understand the relationship between the radio duty cy-

cling ratio (a proxy for energy consumption), and the different software module

parameter values. The goal is to derive from empirical data, parametric approxi-

mate functional relationships that are suitable to use in an optimization process.

A secondary goal is to determine the minimum amount of data required in order

to get good approximations that are useful in practice.

To achieve this goal, we collected extensive experimental data as explained

above. Figures 3.2, 3.4, 3.5, 3.6, and 3.7 show the results of these experiments.

These results are used as the training data to derive functional relationships

between the radio duty cycling ratio and the software module parameters. We

applied different linear and non-linear regression models with different polynomial

degrees on the data in order to find an adequate fit. We compared all the results

and, not surprisingly, we noticed that the non-linear models have smaller RMSE.

The model finally selected had a smallest RMSE of 0.05. Among all the non-linear

models, we tried to use lower degree polynomials. The reasons are three-fold: (a)

Lower degree polynomials in the functional model make the optimization process

less complex and faster, (b) while having higher degree polynomials may provide

a better fit for the training data, they may not generalize well with testing data,

and (c) even if in some cases higher polynomials perform better for also testing

data, the optimal values will not change as we make the model more complex,

as the goal is finding the accurate optimal values and having faster optimization

model in our framework. Ultimately, this is a design decision between the model

error and complexity due to the bias-variance trade-off.
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Figure 3.2: Radio duty cycling ratio vs. parameters (MauveDB – CTP/BoX-MAC

– Local Testbed) repeated for three times.
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Figure 3.3 compares the actual relationship of different parameters and r,

with the predicted model for one case of experiments, while the experiment length

is 15 hours. From the figure we can see the great performance of our predicted

model.

We derive the generic parametrized functional relationship between the radio

duty cycling ratio (energy consumption) and the different module parameters for

CTP on both Local and Indriya testbeds:

r(Et, Fd, Fb, Fsr, Si) = r1(Et) + r2(Fd) + r3(Fb) + r4(Fsr) + r5(Si)

r =
a

Et

− bF 2
d + cFd + dF 2

b

− eFb + fFsr + gS2
i − hSi + i

a, b, c, d, e, f, g, h > 0

Similarly, we do the same for ORW for the Local testbed. Please note that

we cannot control the beacon frequency in this case.

r(Et, Fd, Fsr, Si) = r1(Et) + r2(Fd) + r3(Fsr) + r4(Si)

r =
a

Et

− bF 2
d + cFd

+ dFsr + eS2
i − fSi + g

a, b, c, d, e, f > 0

Since we would like to understand the model dynamics derived as a function

of the amount of data collected (experiment time length), Figures 3.2, 3.4, 3.5,

3.6, and 3.7 show the different relationships established as a function of the
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Figure 3.3: Comparing actual relationship and predicted model (MauveDB –

CTP/BoX-MAC – Local Testbed) for 15 hours time experiments.
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time (h) a b c d e f g h i

0.5 0.015 490 9.2 152 3 0.18 0.006 0.008 -0.002

1 0.02 400 7.4 120 2.34 0.2 0.005 0.007 -0.0002

2 0.04 340 6.47 136 2.94 0.2 0.004 0.006 0.004

5 0.04 323 5.96 146 3.45 0.2 0.005 0.007 0.02

10 0.02 352 7.85 144 3.46 0.2 0.005 0.007 0.006

15 0.009 400 10 158 4 0.2 0.01 0.01 -0.0007

20 0.009 381 9.3 156 3.8 0.2 0.01 0.01 -0.0008

Table 3.3: CTP: Objective function coefficient results

time (h) a b c d e f g

5 0.06 500 9.4 0.2 0.06 0.03 -0.03

10 0.017 6.7 1.14 0.3 0.008 0.01 0.0002

15 0.02 120 4.6 0.3 0.01 0.02 -0.006

20 0.04 308 8 0.3 0.01 0.02 -0.02

Table 3.4: ORW: Objective function coefficient results

experiment time length. We modify the time length from 30 minutes to 24 hours.

Each of the figures above is obtained by modifying the module parameter being

tested while leaving all other module parameters with a constant value. Tables 3.3

and 3.4 show the specific coefficients for formulas optimized for each specific data

collection time length.

We now proceed to provide insights as to each parameter component that

form the functional model derived above.

Data sampling frequency (Fd):

The sensing application can sense the environment at different data sampling

frequencies. A sensor can improve the accuracy by sampling at higher frequen-

cies, at the cost of more energy consumption. In our case, for the temperature

sensing application used, since the temperature does not fluctuate too much in a

few seconds, we defined the maximum data sampling frequency to be one minute.

Figures 3.2a, 3.4a, 3.5a, and 3.6a show how the radio duty cycling ratio changes
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Figure 3.4: Radio duty cycling ratio vs. parameters (MauveDB – CTP/BoX-MAC

– Indriya Testbed) repeated for three times.
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Figure 3.5: Radio duty cycling ratio vs. parameters (MauveDB – ORW/X-MAC

– Local Testbed) repeated for three times.
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Figure 3.6: Radio duty cycling ratio vs. parameters (MauveDB – ORW/X-MAC

– Indriya Testbed) repeated for three times.
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Figure 3.7: Radio duty cycling ratio vs. parameters (POR – CTP/BoX-MAC –

Local Testbed) repeated for three times.
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as Fd changes by using the first sensing application (MauveDB). From the figures

we can see that by reducing the sampling frequency towards zero, the energy con-

sumption for sensing also gets reduced, since there is less data to send, even when

the model is not accurate and the sensing error is large. By increasing Fd from

close to zero, as the sensing error is relatively large due to the small sampling rate,

sending more data packets results in increase energy consumption. As Fd gets

larger, the sensors sense the environment more often, and hence model accuracy

is improved. At some point, increasing Fd results in an increase in accuracy. By

increasing the accuracy, less data packets are sent in the network and as a result

the radio duty cycling ratio decreases. Figure 3.7a shows the relationship be-

tween radio duty cycling ratio and Fd for the second sensing application (POR).

By using nonlinear regression model in our second sensing application, we have

a better time vs. temperature model fit than using linear regression model. By

having a better model, the differences between predicted temperature value and

actual temperature value decreases. As a result, we have less sent data packets.

Furthermore, the radio duty cycling decreases. By comparing 3.7a with 3.2a,

we see that we have a lower radio duty cycling ratio by using POR. Another

difference is that when Fd gets large enough the radio ratio drops faster by using

POR rather than using MauveDb.

From Figure 3.2a, we see that there is a similar trend for all curves except

the 30 minutes one. This shows that a 30 minutes experiment is not enough for

finding the relationship between Fd and duty cycling ratio (r).

Error threshold (Et):

In the sensing component the nodes send data packets with their new sensing

model (temperature in our case) if the difference between the predicted and actual

data sensor value is greater than the error threshold. Figures 3.2d, 3.4d, 3.5c,
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Figure 3.8: L1 distance vs. time experiments (CTP – Local – MauveDB)

3.6c, and 3.7d show that by increasing Et, less data packets are likely to be sent

to the sink so the radio will be off more often. As a result, there will be less

energy consumption.

Time synchronization frequency (Fsr):

Figures 3.2c, 3.4c, 3.5b, 3.6b, and 3.7c show that as Fsr increases, more time

synchronization packets are sent and the radio will turn the radio on more often,

increasing energy consumption. From Figure 3.2c we see that the minimum time

experiments of 10 hours is needed in order to find the relationship between Fsr

and r.

Sleep Interval (Si):

By putting nodes in sleep mode for longer periods, we obtain lower duty cycle. A

larger sleep time reduces the cost of idle listening at the receiver. As the trans-

mitter uses a longer preamble, the transmission cost increases. Therefore, there

is a trade-off between the receiving cost and the transmission cost. Figure 3.2e,

3.4e, 3.5d, 3.6d, and 3.7e show how changing sleep intervals changes the energy

consumption. Figure 3.2e shows a similar trend for time experiments of 10, 15,

and 20 hours. Lower sleep intervals do not show the same trend.

When using CTP we also have another parameter:

27



10 12 14 16 18 20

Time Experiment(h)

0

0.02

0.04

0.06

0.08

l1
 d

is
ta

n
c
e

SI

Et

Fsr

Fd

Figure 3.9: L1 distance vs. time experiments (ORW – Local – MauveDB)

Beacon frequency (Fb):

This is frequency in which beacon packets are sent by the routing module in

order to create efficient routing paths. This parameter is the maximum beacon

frequency interval in the CTP routing engine implementation. In our work, we

define transmission cost as the number of attempts for each data packet to be

transmitted in the network and routing cost as the number of sent beacon packets

in the network. Increasing Fb decreases the transmission cost and increases the

routing cost. As a result, there is a trade-off in energy consumption by increasing

Fb. From Figures 3.2b, 3.4b, and 3.7b we see that when Fb is close to 0, less

efficient paths are being created, thus the radio will be on more in order to send

the inefficient number of data packets in the network and hence the energy con-

sumption increases. By increasing Fb, the energy consumption decreases as more

efficient routing paths are created. In this case higher transmission cost is more

effective than the lower routing cost. When Fb gets larger than a certain value

(where more efficient paths can not be created), energy consumption increases.

In this case higher routing costs dominate the energy consumption over the trans-

mission cost. From Figure 3.2b we can see that the minimum experiment time

needed for finding the functional relationship trend is 5 hours.
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Figure 3.10: L1 distance vs. time experiments (CTP – Indriya – MauveDB)
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Figure 3.11: L1 distance vs. time experiments (ORW – Indriya – MauveDB)
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Figure 3.12: L1 distance vs. time experiments (CTP – Local – POR)
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We would like to gain a deeper understanding on the amount of data that is

required to establish reasonable approximations for the functional relationships

when deriving the overall model. Figures 3.8, 3.9, 3.10, 3.11, and 3.12 show

the L1 distance between the values of adjacent parameters as we increase the

experimental time (one curve for each parameter). These figures provide an idea

on how long it takes to converge to a small distance. When L1 converges to a small

value over time, there is no much to be gained by running longer experiments.

From the figures, we can state that a minimum of 15 hours is required in order to

get meaningful values that can lead to a good functional approximation without

too much error due to a small sample size. This results are consistent for both

CTP/BoX-MAC and ORW/X-MAC in both testbeds. In the remaining of the

paper, we use 15 hours of data to determine all the functional relationships in

the objective function and user constraints (see below).

3.4 Objective Function and User Constraints

In EOF, we have different objective functions by changing the time of experi-

ments, routing, and sensing applications. Here we show the objective function

as we have 15 hours time experiments, CTP and ORW routing applications, and

MauveDB sensing application.

CTP:

r = −0.0007 +
0.009

Et
+ 10Fd− 400Fd2

− 4Fb+ 158Fb2 + 0.2Fsr − 0.01Si + 0.01S2
i

ORW:
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r = −0.006 +
0.02

Et

+ 4.6Fd − 120F 2
d

+ 0.3Fsr − 0.01Si + 0.01S2
i

The maximum time synchronization and data errors acceptable by the appli-

cation’s user can be provided to ensure that minimum application requirements

are met while energy is minimized.

The data error is related to the sensing module. From the data collected,

we have established the data error using 15 hrs of data and MauveDB sensing

application as: The data error should be less than a threshold which is defined

by the user (N1).

Errd = 0.3Et +
0.003

Fd

− 0.5 ≤ N1

Similarly, the time synchronization error depends on the time synchronization

module, and the formula is as follows: As another constraint, the time error

should also be less than an user defined threshold (N2).

Errt = 0.2 +
0.5

Fsr

≤ N2

All the other parameters are also changing in closed or open intervals:

2 ≤ Et ≤ 100, 0.001 ≤ Fb ≤ 0.025, 4×10−4 ≤ Fd ≤ 0.16, 0.05 ≤ Si ≤ 2, 0.025 ≤ Fsr ≤ 0.4

3.5 Optimization

Finally, we have all the components to solve the following optimization problem:

Et → x1, Fd → x2, Fb → x3, Fsr → x4, Si → x5
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minimize
x1,x2,x3,x4,x5

r(x1, x2, x3, x4, x5) =
a

x1

− bx2
2 + cx2 + dx2

3

− ex3 + fx4 + gx2
5 − hx5 + i

a, b, c, d, e, f, g, h > 0

subject to

Errd ≤ N1 → Errd = jx1 +
k

x2

+ l ≤ N1 → jx1 +
k

x2

≤ N1′

→
j

y
+

k

x2

≤ N1′ → 0 ≤ N1′x2y − ky − jx2

Errt ≤ N2 → Errt =
m

x4

+ n ≤ N2 →
m

x4

≤ N2′ →
m

N2′
≤ x4

0 ≤ α1′ ≤ x1 ≤ β1′ →
1

β1′
≤

1

x1

≤
1

α1′
→ 0 ≤ α1 ≤ y ≤ β1

0 ≤ α2 ≤ x2 ≤ β2

0 ≤ α3 ≤ x3 ≤ β3

0 ≤ α4 ≤ x4 ≤ β4

0 ≤ α5 ≤ x5 ≤ β5

with r() being the objective function and N1 and N2 being the quality of service

constraints provided by the user.

There are different methods that can be used for optimizing the objective

function:

• Quadratic penalty method and gradient projection, exact solution.

• SQP: Sequential quadratic programming is an iterative method for nonlin-

ear optimization. SQP methods are used on mathematical problems for

which the objective function and the constraints are twice continuously

differentiable.
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• Eliminating parameters that appear separately in both objective functions

and constraints. We have used this method in our optimization:

We solved the above functions in a closed form. From the function we can see

that the parameter x5 is not related to other parameters in both function and

the constraints. As a result, we can find the optimal value for x5 separately. We

found the optimal Si value with a method similar to [PEF13].

Another parameter which can be solved separately, is x3. x3 is not related

to the other parameters in the formulas, so it can be solved easily by optimizing

the nonlinear part of the function. The x4 parameter is not related to other

parameters but it is part of one of the constraints. It can be solved individually

from other parameters. x1 and x2 values are related to each other in the data error

constraint formulation. We have eliminated the parameters which are seperate

from other parameters and found the optimal values for them seperately.

F3(x3) = dx2
3 − ex3, 0 ≤ d → Convex

x3∗ = median(e/2d, α3, β3)

F4(x4) = fx4, 0 ≤ f → Linear

x4∗ =
m

N2′

F5(x5) = gx2
5 − hx5, 0 ≤ g → Convex

x5∗ = median(h/2g, α5, β5)

Then our remaining objective function will be:
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minimize
x2,y

r(y, x2) = ay − bx2
2 + cx2

subject to

0 ≤ N1′x2y − ky − jx2

0 ≤ α2 ≤ x2 ≤ β2

0 ≤ α1 ≤ y ≤ β1

KKT method:

L(x, λ) = f(x)− Σ
i∈(I∪ε)

λici(x)

a)∇L
x
(x∗, λ∗) = 0

b)ci(x∗) = 0 ∀i ∈ ε

c)0 ≤ ci(x∗) ∀i ∈ I

d)0 ≤ λi∗ ∀i ∈ I

e)λici(x∗) = 0 ∀i ∈ (I ∪ ε)

λ1(β2 − x2) = 0

λ2(x2 − α2) = 0

λ3(β3 − y) = 0

λ4(y − α3) = 0

λ5(N1x2y − jx2 − ky) = 0

Then we tried all the 32 different possible states and alot of them were elim-
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inated. Here we show some of the important KKT steps:

First active, others non− active

λ2 = λ3 = λ4 = λ5 = 0

x2 = β2

L(x, λ) = ay − bx2
2 + cx2 − λ1(β2 − x2)

∇L
x
(x∗, λ∗) = 0

− 2bx2 + c+ λ1 = 0

⇒ a = 0 X

First and forth active, others non− active

λ2 = λ3 = λ5 = 0

x2 = β2

y = α3

L(x, λ) = ay − bx2
2 + cx2 − λ1(β2 − x2)− λ4(y − α3) = 0

∇L
x
(x∗, λ∗) = 0

− 2bx2 + c+ λ1 = 0

a− λ4 = 0 ⇒ a = λ4

2bx2 − c = λ1 ⇒
c

2b
≤ x2

⇒ y = α3, x2 = β2 if
c

2b
≤ x2

Last active, others non− active

λ1 = λ2 = λ3 = λ4 = 0

N1x2y − jx2 − ky = 0

L(x, λ) = ay − bx2
2 + cx2 − λ5(N1x2y − jx2 − ky)

∇L
x
(x∗, λ∗) = 0

a+ kλ5 − λ5N1x2 = 0

− 2bx2 + c− λ5N1y − j = 0
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N1 N2 Et Si Fb Fsr Fd ∗103

(%) (µs) (s) (hz) (hz) (hz)

0.1 3 1 0.5 0.01 0.3 16

4 3 5 0.5 0.01 0.3 1

8 3 8 0.5 0.01 0.3 0.5

12 3 21 0.5 0.01 0.3 0.5

16 3 35 0.5 0.01 0.3 0.5

20 3 48 0.5 0.01 0.3 0.5

Table 3.5: CTP: Optimization results when changing data error

N1 N2 Et Si Fb Fsr Fd ∗103

(%) (µs) (s) (hz) (hz) (hz)

8 2 8 0.5 0.01 0.3 1.6

8 4 8 0.5 0.01 0.1 1.6

8 6 8 0.5 0.01 0.1 1.6

8 8 8 0.5 0.01 0.25 1.6

Table 3.6: CTP: Optimization results when time error changes

Tables 3.5, 3.6, 3.7, and 3.8 show the optimization results for CTP and

ORW applications while having different user constraints (time and data errors).

As the optimization results for CTP (for both sensing applications) and ORW

on the Local and Indriya testbed were similar, we just show the results on Local

testbed.

N1 N2 Et Si Fsr Fd ∗103

(%) (µs) (s) (hz) (hz)

0.1 3 1 1 0.3 16

4 3 5 1 0.3 1

8 3 8 1 0.3 0.5

12 3 21 1 0.3 0.5

16 3 35 1 0.3 0.5

20 3 48 1 0.3 0.5

Table 3.7: ORW: Optimization results when data error changes
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N1 N2 Et Si Fsr Fd ∗103

(%) (µs) (s) (hz) (hz)

8 2 8 1 0.3 1.6

8 4 8 1 0.1 1.6

8 6 8 1 0.05 1.6

8 8 8 1 0.025 1.6

Table 3.8: ORW: Optimization results when time error changes

3.6 Summary

In this Chapter, we have focused on our overall architecture, which contains the

software module, experimental setup, finding the relationships between differ-

ent parameters of the system components as an objective function and adding

some user constraints which are data and time errors to our objective function,

and in the end, optimizing the function and finding the optimal values for each

application tested in the system.
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CHAPTER 4

Experimental Evaluation

In the experimental evaluation we want to determine how the inclusion of our

optimized operational modules parameters affect the amount of radio transmis-

sions that occur, as well of the merits of choosing a non-linear objective function.

From the previous section we saw that the experiment length of 15 hours is

enough in order to provide good approximations in the functional relationships.

After finding the relationship formulations, we evaluate the overall application

in experiments that run for 24 hours each. We evaluated the system in 2 differ-

ent testbeds; Local testbed and Indriya testbed with two different routing/MAC

modules (CTP/Box-MAC and ORW/X-MAC) and two different sensing appli-

cations (MauveDB and Pork). We compare three different results: results with

default parameter values in each module, results obtained by EOF (optimiza-

tion), and results of paper AODC [PEF13] while data and time error changes.

For all the experiments that time error changes, data error is 8% and for the ones

that data error changes, time error is 3 µsec. As mentioned in the Related Work,

the scheme in [PEF13] finds the optimal value for SI by considering the reliabil-

ity and latency constraints. By increasing sleep time, the reliability, throughput,

and delay degrade because of increasing traffic. They propose a framework to

optimize the system energy consumption by getting the optimal value of sleep

time/interval while meeting the minimum requirements of reliability and delay

constraints. In our work we find the optimal value of all the parameters including
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Data Time Et SI Fb Fs Fd∗103

Error (%) Error (µs) (s) (hz) (hz) (hz)

0.1 3 1 2 0.002 0.3 16

4 3 4 2 0.002 0.3 16

8 3 4 2 0.002 0.3 16

12 3 20 2 0.002 0.3 16

16 3 20 2 0.002 0.3 16

20 3 20 2 0.002 0.3 16

Table 4.1: CTP: Default results when data error changes

Data Time Et SI Fb Fs Fd∗103

Error (%) Error (µs) (s) (hz) (hz) (hz)

0.1 3 1 0.5 0.002 0.3 16

4 3 4 0.5 0.002 0.3 16

8 3 4 0.5 0.002 0.3 16

12 3 20 0.5 0.002 0.3 16

16 3 20 0.5 0.002 0.3 16

20 3 20 0.5 0.002 0.3 16

Table 4.2: CTP: AODC when data error changes

SI.

In the following sections, we will use the parameters obtained from our EOF

optimization framework, AODC framework, and default values in order to explore

the results gained for different testbeds, software modules and sensing applica-

tions:

Data Time Et SI Fb Fs Fd∗103

Error (%) Error (µs) (s) (hz) (hz) (hz)

8 2 4 2 0.002 0.3 16

8 4 4 2 0.002 0.3 16

8 6 4 2 0.002 0.1 16

8 8 4 2 0.002 0.05 16

Table 4.3: CTP: Default results when time error changes
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Data Time Et SI Fb Fs Fd∗103

Error (%) Error (µs) (s) (hz) (hz) (hz)

8 2 4 0.5 0.002 0.3 16

8 4 4 0.5 0.002 0.3 16

8 6 4 0.5 0.002 0.1 16

8 8 4 0.5 0.002 0.05 16

Table 4.4: CTP: AODC results when time error changes

4.1 CTP/BoX-MAC on Local Testbed using

MauveDB

First we will show the parameter values which will be used as default values

and values gained by the AODC framework for applications using CTP from the

tables; 4.1, 4.2, 4.3, and 4.4. The results of ORW and CTP (Pork and MauveDB)

on Indriya testbed is similar to the results on local testbed. As a result, we just

show the table results for ORW and CTP.

Figure 4.1a shows the results as the data error user requirements change

and Figure 4.1b shows the results as the time error user requirements change.

According to [PEF13], we used AODC framework and optimized the functions

by considering reliability and delay for finding the SI optimal value . This is

because by increasing SI value, the network traffic increases and reliability of the

system decreases.

AODC technique finds the optimal value for SI at which we have a good

reliability and latency. From Figure 4.1 we see that the energy consumption

decreases as the errors increase. As admissible data error increases, we have

energy reduction in the average of 38% by using our EOF framework compared

to just using the default values. We also get an energy reduction in average of

14% by using EOF compared to the AODC framework. As time error admissible

increases, we have energy reduction in average of 55% by using EOF compared
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Figure 4.1: Radio duty cycling ratio vs. a) data error and b) time error (MauveDB

– CTP – Local).

to just using the default values. We also get an energy reduction on average of

33% by using EOF compared to the AODC framework.

We also evaluate the reliability and latency of the system. Figures 4.2 and 4.3

show that by using EOF we even have a higher reliability and lower latency com-

pared to the results of AODC and default values. This is because the optimization

results cause the system to have lower traffic, hence we have higher reliability and

lower delay. Figure 4.2 shows how the reliability of the system changes based on

different time and data errors. In general, as data and time errors increase, the

reliability of the system increases. The reason is that by increasing the error in

this specific application, the number of data packets decreases as well, so we have
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Figure 4.2: The reliability vs. data error and time error (CTP – Local)

less traffic in the network. By having less traffic, the reliability of the system

increases. Figure 4.3 shows that as data and time errors increase, the network

traffic increases and as a result, the latency of the system decreases. By com-

paring the 3 mentioned techniques, we obtain that reliability of the system by

using EOF is about in the average of 4% larger than the default value and 2%

larger than the values obtained by the AODC framework and we also saw that

the average latency of the system is 0.06 seconds less than using default values

by using our framework and 0.02 seconds less than the average latency of the

system by using AODC framework.
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Figure 4.3: The delay vs. data error and time error (CTP – Local)

4.2 CTP/BoX-MAC on Indriya Testbed using

MauveDB

After finding the relationship formulations for Indriya testbed, minimizing the ob-

jective function, and finding the optimal values for different parameters, we have

evaluated the system for results gained for Indriya testbed. Figure 4.4 shows us

how the radio duty cycling ratio of system changes as time and data errors of

the system change. From the figure we can see that as time and data errors in-

crease, the radio duty cycling ratio of the network decreases. Figure 4.4a displays

that we have obtained in the average of 44% reduction in energy consumption by

using EOF compared to using the default values and 16% reduction compared
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Figure 4.4: Radio duty cycling ratio vs. a) data error and b) time error (MauveDB

–CTP – Indriya).

to AODC framework for different data errors. Figure 4.4b shows that we have

in the average of 62% reduction in energy by using EOF compared to using the

default values for parameters and 32% reduction compared to using AODC.

4.3 ORW/X-MAC on Local Testbed using

MauveDB

At this section we evaluate the framework by using results gained by optimizing

ORW formulations. First we will show the parameter values which will be used as

default values and values gained by the AODC framework for applications using
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Data Time Et SI Fs Fd∗103

Error (%) Error (µs) (s) (hz) (hz)

0.1 3 1 2 0.3 16

4 3 4 2 0.3 16

8 3 4 2 0.3 16

12 3 20 2 0.3 16

16 3 20 2 0.3 16

20 3 20 2 0.3 16

Table 4.5: ORW: Default results when data error changes

Data Time Et SI Fs Fd∗103

Error (%) Error (µs) (s) (hz) (hz)

0.1 3 1 1 0.3 16

4 3 4 1 0.3 16

8 3 4 1 0.3 16

12 3 20 1 0.3 16

16 3 20 1 0.3 16

20 3 20 1 0.3 16

Table 4.6: ORW: AODC results when data error changes

CTP from the tables; 4.5, 4.6, 4.7, and 4.8. The results of ORW and CTP (Pork

and MauveDB) on Indriya testbed is similar to the results on local testbed. As

a result, we just show the table results for ORW and CTP.

By testing the application using ORW on our local testbed, we see that like

the other application, the radio duty cycling ratio decreases as the time and data

errors increase. figure 4.5a shows that running EOF on the other application

(using ORW rather than CTP), we have gained reduction in energy consumption

Data Time Et SI Fs Fd∗103

Error (%) Error (µs) (s) (hz) (hz)

8 2 4 2 0.3 16

8 4 4 2 0.3 16

8 6 4 2 0.1 16

8 8 4 2 0.05 16

Table 4.7: ORW: Default results when time error changes
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Data Time Et SI Fs Fd∗103

Error (%) Error(µs) (s) (hz) (hz)

8 2 4 1 0.3 16

8 4 4 1 0.3 16

8 6 4 1 0.1 16

8 8 4 1 0.05 16

Table 4.8: ORW: AODC results when time error changes

in the average of 50% compared to using the default values and average of 11%

reduction compared to using the results gained by running AODC framework as

data error changes. We have also obtained reduction in energy consumption in the

average of 60% compared to using default values and average of 13% compared

to using the results of AODC framework as time error changes.

After evaluating the energy consumption of the application using ORW, we

have evaluated the reliability and latency of the system. From the figures 4.6

and 4.7 we can see how the reliability and latency of the system change over data

and time errors. Similar to the previous application (application with CTP),

as the errors increase, the reliability of the system increases and the latency

decreases. Figure 4.6a shows that the reliability of the system after using the

architecture is 3% larger than the reliability of system by using default values

and 1% larger than while we use the AODC framework as data error changes.

We also have the average of 3.5% and 1.5% larger reliability while time error

changes. Another metric that needs to be evaluated after experimenting this

application is latency of the system. Figure 4.7 shows how the latency of the

system is behaving as data error and time error change. By increasing the errors,

the latency of the system decreases as we have less traffic in the network. We see

that the latency of the system by using the optimized values for the parameters

is 0.08 seconds smaller than the latency of the system using default values and

0.01 seconds smaller while using AODC framework over different data errors from
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Figure 4.5: Radio duty cycling ratio vs. a) data error and b) time error (MauveDB

– ORW – Local).

figure 4.6a and 0.05 and 0.02 seconds smaller over different time errors as shown

in figure 4.6b.

4.4 ORW/X-MAC on Indriya Testbed using

MauveDB

We obtained all the relationships between radio duty cycling ratio and compo-

nents of the system and optimized the energy consumption from the section ??.

By using the optimal parameters, we have evaluated the energy consumption of

the system. Similar to the other sections in this chapter, we see energy con-
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Figure 4.6: The reliability vs. data error and time error (ORW – Local)

sumption reduction as time and data errors increase. Figure 4.8a shows that as

data error increases we have energy reduction of about 13% by using the optimal

values compared to using the AODC and we have in the order of 33% energy

reduction compared to using the default values. Figure 4.8b shows that as time

error increases, we have 60% energy reduction by using EOF compared to using

default values and around 30% energy reduction compared to using AODC.

4.5 CTP/BOX-MAC on Local Testbed using Pork

After deploying the second sensing application (Pork) on the local testbed and

finding the relationships between different parameters of each component, we use
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Figure 4.7: The delay vs. data error and time error (ORW – Local)

the optimal results in order to evaluate the energy consumption of the system.

Similar to the other applications, as we increase the time and data errors, we

have lower duty cycling ratio. By using Pork, we obtain a better fit for time vs.

temperature model at each node. By having a better model, we have a lower

difference between predicted and actual temperature. As a result, less packets

will be sent in the network. Furthermore, The energy consumption of the network

decreases. Figure 4.9 shows the radio duty cycling results as we increase time

and data errors. By comparing the figure with figure 4.1, we have a lower energy

consumption by using Pork. Also figure 4.9a shows that as the errors increase,

the energy consumption decreases faster than the results of the figure 4.1a. This

is also because of having a better model fit and having less data error by using
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Pork.

4.6 Summary

In this chapter, we have used the optimal results gained by chapter 3. We have

evaluated the five tested applicaitons (MauveDB – CTP – Local, MauveDB –

CTP – Indriya, MauveDB – ORW – Local, MauveDB – ORW – Indriya, and Pork

– CTP – Local). For each application, we have compared the radio duty cycling

results of testing the application with EOF optimal values, default values, and

AODC framework. From all the results we can conclude that using EOF results
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Figure 4.9: Radio duty cycling ratio vs. a) data and b) time error (POR – CTP

– Local).

has a better energy consumption than default and AODC results.
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CHAPTER 5

Conclusion

We have presented an architecture for energy management of the wireless sensor

nodes in a holistic manner. Our framework is based on a model-driven approach

which has 3 steps: 1) Calculating the functional relationships among different

software modules and their parameters. 2) Using the user constraints in the

objective function. 3) Building an objective function based on the functional

relationships among components and optimizing based on user constraints. We

have used a non-trivial application consisting of three main components: sens-

ing, routing and time synchronization. In order to build the EOF framework,

we have tested our application with two different sensing modules (MauveDB

and POR), two routing modules (ORW and CTP), and one time synchroniza-

tion (FTSP) module on two different testbeds (Local and Indriya) with different

time experiments. Radio communication is the most important source of energy

consumption, as a result it can be a good metric for calculating the energy con-

sumption of a system. We have created the functional relationship between the

software modules and radio duty cycling ratio by considering the time and data

errors as the user constraints. We have concluded that 15 hours experiments are

enough for finding accurate relationships. We have evaluated the system after

optimizing the objective function and finding the optimal values. We show that

when using our framework, we can provide average energy savings from 38% to

62% when compared to the default values, and from 11% to 33% when com-
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pared to the state-of-the-art AODC duty-cycle optimization scheme while still

maintaining quality of service both in terms of the expected sensing and time-

synchronization errors. We further show that we can slightly decrease latency

(1.5%-3.5%) and slightly improve reliability (1%-3%).

By using EOF, we can minimize the energy consumption of a system in an

holistic manner when we have more than two components working together. We

used our architecture for different combinations of modules. We have shown that

our framework worked for any combinations of applications. However, it needs

plenty of experiments in order to create the functional relationships for each.

The most important limitation is that our framework needs huge amount

of training data and so, more experiments for each set of modules in order to

be created. In our work we have created the framework for 3 different sets

of applications at 2 different environments. As we create the system for more

conditions, we will need less hours of experiments for different applications that

have similar modules to our application. We will need to do all the experiments

again if we have completely new modules.

There are several possibilities for future improvements. At this time we have

done around 130 hours of experiments in order to create the EOF framework.

We need to minimize the number of experiments in order to obtain the accurate

formulations. One thing that we can do in order to make the system less costly,

is to use on-line training model instead of using an off-line trainer. We should

train the model at run-time. As a result the formulations will be created on-

line and will make the framework less costly with less numbers of experiments.

Right now the framework is devoted to the applications with the three basic

software modules (routing/MAC, sensing, and time synchronization). Although

our framework worked for four different applications, we have done hours of
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experiments for each setof components. We need to have few hours of experiments

to create EOF, as a result the framework will work for any application with any

software modules with less numbers of experiments than now.
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