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○E

Broadband (0–5 Hz) Fully Deterministic 3D
Ground-Motion Simulations of a Magnitude
7.0 Hayward Fault Earthquake: Comparison
with Empirical Ground-Motion Models
and 3D Path and Site Effects from Source
Normalized Intensities
by Arthur J. Rodgers, N. Anders Petersson, Arben Pitarka, David B.
McCallen, Bjorn Sjogreen, and Norman Abrahamson

ABSTRACT

We report on high-performance computing (HPC) fully deter-
ministic simulation of ground motions for a moment magni-
tude (Mw) 7.0 scenario earthquake on the Hayward fault
resolved to 5 Hz using the SW4 finite-difference code. We
computed motions obeying physics-based 3D wave propaga-
tion at a regional scale with an Mw 7.0 kinematic rupture
model generated following Graves and Pitarka (2016). Both
plane-layered (1D) and 3D Earth models were considered, with
3D subsurface material properties and topography interpolated
from a model of the U.S. Geological Survey (USGS). The
resulting ground-motion intensities cover a broader frequency
range than typically considered in regional-scale simulations,
including higher frequencies relevant for engineering analysis
of structures. Median intensities for sites across the domain are
within the reported between-event uncertainties (τ) of ground-
motion models (GMMs) across spectral periods 0.2–10 s
(frequencies 0.1–5 Hz). The within-event standard deviation
ϕ of ground-motion intensity measurement residuals range
0.2–0.5 natural log units with values consistently larger for
the 3D model. Source-normalized ratios of intensities (3D/
1D) reveal patterns of path and site effects that are correlated
with known geologic structure. These results demonstrate that
earthquake simulations with fully deterministic wave propaga-
tion in 3D Earth models on HPC platforms produce broad-
band ground motions with median and within-event aleatory
variability consistent with empirical models. Systematic inten-
sity variations for the 3D model caused by path and site effects
suggest that these epistemic effects can be estimated and
removed to reduce variation in site-specific hazard estimates.

This study motivates future work to evaluate the validity of
the USGS 3D model and investigate the development of path
and site corrections by running more scenarios.

Supplemental Content: Animation of ground motions from the
3D subsurface model with topography.

INTRODUCTION

The Hayward fault (HF) dominates seismic hazard in the eastern
San Francisco Bay area (SFBA), also referred to as the “East Bay.”
Currently, the HF and its northern extension, the Rodgers
Creek fault, represent the most likely fault in the SFBA to rupture
with a moment magnitude (Mw) 6.7 or greater in the next 30 yrs
according to the Uniform California Earthquake Rupture
Forecast, Version 3 (Field and 2014 Working Group on
California Earthquake Probabilities, 2015). Figure 1 shows the
area of interest for this study. The HF is capable of earthquakes
up to Mw 7.0 and presents significant ground-motion hazard to
the heavily populated East Bay cities, including Oakland, Berkeley,
Hayward, and Fremont. The last major HF rupture occurred on
21 October 1868 with an Mw 6.8–7.0 event (Toppozada et al.,
1981, 2002; Bakun, 1999). Instrumental observations of this
earthquake are not available; however, historical triangulation
data inform the moment magnitude and fault length (7.0 and
52 km, respectively; Yu and Seagall, 1996). Reported intensities
were used to create a ShakeMap for the 1868 event (Boatwright
and Bundock, 2008). Modified Mercalli intensities of VII–IX

doi: 10.1785/0220180261 Seismological Research Letters Volume XX, Number XX – 2019 1

SRL Early Edition

Downloaded from https://pubs.geoscienceworld.org/ssa/srl/article-pdf/doi/10.1785/0220180261/4653430/srl-2018261.1.pdf
by Lawrence Livermore Natl Lab, 13719 
on 27 February 2019



were experienced near the HF and associated with structural dam-
age in Hayward and Oakland. Recently, Hough and Martin
(2015) reanalyzed intensity data in the context of modern felt
reports and concluded a lowerMw range of 6.3–6.7 for this event.

2018 marked the 150th anniversary of the 1868 event, and
we are currently well within the estimated recurrence interval of
large earthquakes on the HF. Paleoseismic evidence indicates that
11 large events occurred on the HF before the 1868 rupture with
a recurrence interval of∼140–160 yrs (Lienkaemper et al., 2002,
2010). Consequently, another damaging HF rupture is more
than plausible. Ground motions for a potential large event on
the HF are of high interest to residents, governments, and emer-
gency managers as well as earthquake scientists and engineers.
Such an event could have dramatic and grave consequences for
the nearly 2.5 million residents of Alameda, Contra Costa, and
Santa Clara counties and the economy of the region and state.

Simulation of ground motions for another large earthquake
on the HF with physics-based fully 3D wave propagation is

timely, particularly with modern computational
methods and platforms that enable increased
resolution and realism of computed motions.
Previous studies computed relatively low-fre-
quency motions (≤1 Hz) with 3D Earth models
and wave propagation (Larsen et al., 2000;
Harmsen et al., 2008; Aagaard et al., 2010).
Recently, our team computed ground motions
for HF earthquakes to 2.5 Hz (Johansen et al.,
2017) and 4.2 Hz (Rodgers, Pitarka, et al., 2018)
with the state-of-the-art SW4 summation-
by-parts time-domain finite-difference code and
world-class high-performance computing (HPC)
resources at the Department of Energy National
Laboratories.

Numerical simulation provides a valuable
tool for generating earthquake ground motions
in 3D Earth models for seismic hazard and risk
studies (e.g., Graves et al., 2008; Olsen et al.,
2009; Cui et al., 2013). They can provide
motions when empirical data are lacking for
large events and short distances. Simulated
ground-motion time series can be used to analyze
the response of engineered structures or geotech-
nical models (e.g., buildings, bridges, site
response, liquefaction, and soil–structure interac-
tion). Advances in numerical methods, computa-
tional efficiency, and the inexorable growth in
computational power have led to wider use of
computed seismic motions for seismic hazard
and risk studies. Various methodologies emerged
for computing seismic motions in realistic 3D
Earth models, including the finite-difference
method (e.g., Boore, 1972; Virieux, 1986;
Levander, 1988; Vidale and Helmberger, 1988;
Olsen et al., 1995; Graves, 1996; Pitarka, 1999;
Sjogreen and Petersson, 2012; Cui et al., 2013;
Moczo et al., 2014), pseudospectral methods

(Furumura et al., 1998; Igel, 1999), finite-element methods
(Bao et al., 1998; Tu et al., 2006; Taborda and Bielak, 2011),
spectral element methods (Komatitsch and Tromp, 1999;
Komatitsch et al., 2005; Chaljub et al., 2007; Peter et al.,
2011; Afanasiev et al., 2018), and the discontinuous Galerkin
method (Käser and Dumbser, 2005; Dumbser and Käser,
2006; Etienne et al., 2010; Wenk et al., 2013). Although each
method may have advantages and disadvantages for any specific
problem, comparisons of different methods have proven insight-
ful and have generally improved implementations (Bielak et al.,
2010; Chaljub et al., 2010; Moczo et al., 2011).

Simpler methods allow simulation of motions in 1D
(plane-layered) media (e.g., semianalytic wavenumber integra-
tion, Bouchon, 1981; Zhu and Rivera, 2002) or from the sto-
chastic method (Hanks and McGuire, 1981; Boore, 1983,
2003). Although these methods allow computation of ground
motions to high frequency on single processor computers, 3D
modeling of wave propagation has the important advantage of

▴ Figure 1. Orientation map of the San Francisco Bay area showing the computa-
tional domain (rectangle) and major active faults (lines and labels) along with surface
topography (bar). The Hayward fault rupture considered is shown with a thick line
showing the surface projection of the top of rupture and dashed line for the down-
dip edge. City locations are shown: R, Richmond; B, Berkeley; Or, Orinda; O, Oakland;
OAK, Oakland Airport; SL, San Leandro; WC, Walnut Creek; Ma, Martinez; CV, Castro
Valley; H, Hayward; SRm, San Ramon; F, Fremont; P, Pleasanton; L, Livermore; SJ,
San Jose; PA, Palo Alto; SFO, San Francisco Airport; SF, San Francisco; SRf, San
Rafael; Na, Napa. Geographic features are also shown: SF Bay, San Francisco Bay;
SP Bay, San Pablo Bay; SB, Suisun Bay; MD, Mount Diablo; DR, Diablo Range. Two
sites (Oakland and Livermore) where waveforms are shown in Figures 3 and 4 are
indicated by the triangles. The location of the domain in the State of California is
shown in the inset (upper right). The color version of this figure is available only in the
electronic edition.
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including scattering, mode conversion, and focusing effects
caused by material heterogeneity in the Earth (e.g., Vidale and
Helmberger, 1988; Olsen, 2000; Hartzell et al., 2010). Motions
computed with stochastic Green’s function methods cannot
represent proper P-, S-, and surface-wave modes and polariza-
tions. Furthermore, waveforms obtained with these methods at
adjacent sites are likely to be uncorrelated even at long periods,
which violates wave propagation physics. Motions from a 1D
Earth model are likely to be more spatially correlated than
those from a 3D model because lateral homogeneity and a lack
of scattering maintain coherence of the computed wavefield.
Hybrid methods combine deterministic motions for low
frequencies from either 1D or 3D modeling with high-fre-
quency motions from the stochastic method with a transition
frequency around 1 Hz. Motions from hybrid methods suffer
from not including the effects of wave propagation in realistic
3D Earth models across a broad frequency band or from the
vagaries of stochastic motion at high frequencies. Accounting
for path- and site-specific intensity corrections to ground-
motion models (GMMs) is important for improving hazard
estimates (Anderson and Brune, 1999). Recent analysis of spec-
tral correlation properties of ground motions suggests the sto-
chastic method generates less correlation between amplitudes
at different frequencies compared to observed motions, which
impacts building response and risk (Stafford, 2017; Bayless and
Abrahamson, 2018).

3D numerical simulation of wave propagation results in
more realistic motions obeying wave propagation physics.
However, 3Dmodeling is computationally intensive: each dou-
bling of the maximum resolved frequency (f max) requires halv-
ing the grid spacing or mesh element size in three dimensions
as well as a halving of the timestep. This results in a factor of 16
(24) increase in the computational effort to double f max for a
given domain and seismogram duration. Path and site effects
result from wave propagation in the heterogeneous 3D Earth,
and these phenomena have been studied with physics-based
wave propagation modeling (Kawase, 1996; Graves et al.,
1998; Olsen et al., 2006; Day et al., 2008; Frankel et al., 2009).
Running simulations on HPC platforms is necessary for
resolution of higher frequencies, particularly those of relevance
to engineering analysis (well above 1 Hz). Although low-
frequency (up to 1 Hz or higher in some cases) waveform sim-
ulations with 3D models have shown promise fitting wave-
forms from moderate earthquakes (e.g., Rodgers et al., 2008;
Taborda and Bielak, 2013; Taborda et al., 2016), the extension
of simulations to compute higher frequency motions and
improvement of source and Earth models to fit higher frequen-
cies remains a current challenge in seismology. Unfortunately,
3D seismic models based on geologic and geophysical data can-
not consistently fit details of observed waveforms particularly
for higher frequencies (>1 Hz), and this motivates improve-
ment of models with waveform inversion (e.g., Tape et al.,
2009). However, there is still value in computing the higher
frequency 3D response to large earthquake forcing to evaluate
the extent to which engineering ground-motion intensity mea-
surements (GMIMs) can be predicted with current models. For

the SFBA, the U.S. Geological Survey (USGS) 3D geologic and
seismic model (USGS, 2018) represents the current best esti-
mate of subsurface structure for the region, although compar-
isons with observed moderate earthquake ground motions
reveal strengths and shortcomings of the model (Rodgers et al.,
2008; Aagaard et al., 2010; Kim et al., 2010).

In this study, we describe ground-motion simulations for
an Mw 7.0 HF earthquake resolved to 5 Hz using fully 3D
wave propagation. We note that this is a higher resolved fre-
quency than previous studies in northern California. The sim-
ulation was made possible with advances in the underlying
finite-difference methodology and computational algorithms
as well as access to and optimization for the Cori Phase-II
supercomputer at Lawrence Berkeley National Laboratory
(LBNL). The computed motions provide new data to evaluate
seismic ground-motion hazard and risk in the SFBA, particu-
larly near the HF and the East Bay. Below, we describe the SW4
code, the computational setup, and the resulting ground
motions. Analysis of the validity of computed motions is per-
formed by comparing GMIMs to GMMs. We found good
agreement of the GMIMs with GMMs from the Pacific
Earthquake Engineering Research Center (PEER) Next
Generation Attenuation-West2 project (NGA-West2). We also
introduce the concept of source normalization to show how 3D
structure results in path and site effects that are correlated with
known geologic structure. We then discuss the implications of
this effort and next steps toward fully 3D HPC simulation of
damaging earthquake ground motions for hazard and risk, with
emphasis on path and site effects.

SW4 SIMULATIONS

SW4 is a time-domain fourth-order accurate finite-difference
code based on the summation-by-parts principle for accurate and
efficient simulation of seismic wave propagation (Petersson and
Sjögreen, 2012, 2014, 2015; Sjogreen and Petersson, 2012). It
solves the elastodynamic equations of motion for an anelastic
solid with 3D variations in material properties and surface
topography. SW4 has many desirable features for earthquake
simulations, including fully 3D material properties including
anisotropy, anelastic attenuation with P- and S-wave quality fac-
tors, surface topography with a near-surface curvilinear mesh, and
depth-dependent mesh refinement as seismic wavespeeds increase
and supergrid absorbing boundary conditions. One of the most
effective features of SW4 is its built-in curvilinear mesh gener-
ator, which automatically creates the grid from the user-supplied
topography at runtime startup. SW4 has been verified against
canonical problems, including canonical 1D problems and 3D
material models with the method of manufactured solutions
(Petersson and Sjogreen, 2018).

SW4 and its second-order predecessorWPP (Nilsson et al.,
2007; Petersson and Sjogreen, 2010) have been used for earth-
quake (Aagaard et al., 2008, 2010; Rodgers et al., 2008; Dreger
et al., 2015; Johansen et al., 2017; Rodgers, Pitarka, et al., 2018)
and explosion ground-motion simulations (Rodgers et al., 2010;
Pitarka et al., 2015; Hirakawa et al., 2016). Under a recent
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Department of Energy Exascale Computing
Project, SW4 has been modified to improve effi-
ciency on computers with many cores (central
processing units [CPUs]) per node with a hybrid
OpenMP–message passing interface (MPI) par-
allelization scheme. The simulations described
here were performed on the Cori Phase-II cluster
at the National Energy Resources Scientific
Computing (NERSC) Center at LBNL, which
has 68 cores (CPUs) per node and 9688 total
nodes. Within each node, shared memory allows
efficient multithreaded execution of loops with-
out the need to explicitly pass ghost point values
after each timestep, as is needed between MPI
tasks. We found that two OpenMP threads per
MPI tasks perform optimally on this architec-
ture. For the 3DTOPO calculation (described
later), we used 8192 nodes with 32 MPI tasks
per node and 2 OpenMP threads per MPI task.
The 1DFLATcalculation (described later) with
higher minimum shear wavespeed V Smin, and
larger grid spacing required only 600 nodes but
used the same hybrid OpenMP–MPI scheme.
On each node, 4 cores were dedicated to the
operating system, leaving 64 cores per node
for the SW4 simulation. Throughput of data
to disk was improved using Cori-II’s Burst
Buffer, which enabled 5 TB checkpoint files to be written
in less than 50 s (109 GB=s).

COMPUTATIONAL DOMAIN, EARTH, AND
RUPTURE MODELS

We used a regional-scale domain that spanned 120 × 80 km
laterally and 35 km in depth. This size was needed to encap-
sulate the Mw 7.0 rupture and compute the strong near-fault
ground motions throughout the greater SFBA. Figure 1 shows
the domain in map view along with the surface projection of
the rupture model, major active faults, and geographic loca-
tions. The rupture area was computed using the simplified scal-
ing relationship of Kamai et al. (2014), in which the area in
square kilometers A follows log10 A � Mw − 4. The depth to
the top-of-rupture zTOR was set to 1 km below sea level. Future
investigations could explore the sensitivity of shaking intensity
to this parameter and possible creep on the fault. The down-
dip fault width was set to 13 km to span the seismogenic depths
(Waldhauser and Ellsworth, 2002; Hardebeck et al., 2007;
Waldhauser and Schaff, 2008). The rupture dimensions are
77 km along strike and 13 km down dip and the sense of motion
predominantly right-lateral strike slip. The rupture is generated
with the slip distribution as a random variable governed by mag-
nitude-dependent correlation structure embedded in the
method following Graves and Pitarka (2010, 2015, 2016).
The rupture was created for a planar fault approximately follow-
ing the segment shown in Figure 1. The rupture was then draped
onto the HF geometry specified by the USGS 3D model

(USGS, 2018). It is important to honor the fault geometry
and the material discontinuity present across the HF in the
USGS 3Dmodel. The fault dips at most about 75° to the north-
east and is more vertical in the north and less so in the south
(Fig. 1). The impact of the fault dip on ground motions near the
HF is the subject of another study (Rodgers et al., 2019). We
discretized the fault with more than 100,000 subfault patches
with dimensions 100 × 100 m. The slip distribution, duration,
and rake on subfault patches are shown in Figure 2. The slip
duration increases with the slip amplitude, and the duration also
increases for a given slip amplitude in the shallower parts of the
fault as specified by Graves and Pitarka (2010, 2015, 2016). The
hypocenter was chosen to be located near the San Leandro
Salient, where the HF shows some geometric complexity and
focal mechanisms that suggest a possible fault segment boundary
(Waldhauser and Ellsworth, 2002; Hardebeck et al., 2007).
Bakun (1999) and Hough and Martin (2015) suggested the
1868 rupture initiated near this point.

We considered two earth models: a 1D plane-layered aver-
age model for the SFBA without topography (1DFLAT), sim-
ilar to Kamai et al. (2014), and the USGS 3D model (USGS,
2018) with topography (3DTOPO). Waveforms were sampled
on the ground surface throughout the domain on a 2-km grid.
The two calculations were performed with the same domain,
time duration (90 s), rupture model, and station geometry. The
1DFLAT and 3DTOPO models had minimum shear wave-
speeds of 800 and 500 m=s, respectively. For the 1DFLAT
model, a V Smin of 800 m=s represents an average hard-rock
near-surface crustal structure. For the 3DTOPO model, we

▴ Figure 2. Magnitude 7.0 earthquake rupture generated by the method of Graves
and Pitarka (2010, 2015, 2016). The panels show (a) slip, (b) duration, and (c) rake. The
hypocenter is indicated by the star. Contours of rupture time (interval 3.0 s) are
shown in each panel. Rake vectors are shown along with shade coding in (c).
The color version of this figure is available only in the electronic edition.
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used a VSmin of 500 m=s as a compromise to distinguish the
sedimentary basins from the hard-rock geology at the surface
while allowing simulation of high frequencies well above 1 Hz.
Strictly speaking, low wavespeeds associated with weak soils
(say V Smin < 500 m=s) may experience nonlinear deforma-
tion during strong-motion forcing (Hartzell et al., 2004;
Bonilla et al., 2005; Pitarka et al., 2013). SW4 does not cur-
rently model nonlinear soil response. Both simulations resolved
waves with frequencies up to 5 Hz and wavelengths as small as
100 m for the 3DTOPO case using eight points per minimum
wavelength. The 3DTOPO simulation used a grid spacing
of 12.5 m near the surface and required a total of nearly
25.9 billion grid points. SW4 uses a raster file (rfile, see
Petersson and Sjogreen, 2018) version of the USGS (2018)
3D model of the SFBA. SW4 can rapidly read and interpolate
the model in parallel while rendering the material properties
onto the computational mesh.

Without mesh refinement, the 3DTOPO calculation would
have required nearly seven times more grid points (>172 billion)
and four times more timesteps to compute the same response.
Such a calculation would require even more computational
resources (e.g., memory, cores, nodes, and run time) than the
Cori Phase-II cluster can provide. SW4’s mesh refinement fea-
ture is a key to enabling this calculation on the available com-
puting platform. Finite-element and spectral-element methods
and mesh generation algorithms such as those in the Hercules
(Tu et al., 2006; Taborda and Bielak, 2013) and SPECFEM3D
packages (Komatitsch and Tromp, 1999; Chaljub et al., 2007;
Peter et al., 2011) allow a similar approach with mesh elements
getting larger with depth as seismic wavespeeds increase.

RESULTS

To illustrate the computational effort required to simulate
regional-scale ground motions to 5 Hz and the impact on the
computed response, we show the resulting ground motions
computed in the 3D model with a range of grid spacings and
resolved f max at two locations (Oakland and Livermore, indi-
cated in Fig. 1). Each panel in Figure 3 shows the resulting
fault-normal acceleration time histories resolved to 0.3125,
0.625, 1.25, 2.5, and 5.0 Hz (minimum grid spacing of 200,
100, 50, 25, and 12.5 m, respectively). The calculations were
done for the 3DTOPO model with minimum shear wavespeed,
VSmin � 500 m=s). To double the frequency content of the
waveforms, the calculations need a factor of 16 more computa-
tional effort. Thus, the four frequency doublings shown in
Figure 3 to resolve motions from 0.3125 to 5 Hz required 164

or 65,536 times more computational effort.
The acceleration amplitudes increase as the resolved fre-

quency increases for both the near fault (Oakland at 2.6 km)
and farther station (Livermore at 37.6 km). The amplitude at
the near-fault site in Oakland shows a dramatic increase from
2.5 to 5.0 Hz, suggesting different intensity and damage for
these two time histories with different resolutions. This is likely
because of the nearby deep slip patch with short rise time (i.e.,
high stress drop) immediately below the site. The response in

Livermore (37.6 km) exhibits long-duration motions. The later
arriving converted and/or scattered waves (coda) in Livermore
show several arrivals that are predominantly long period but
include impulsive onsets at 5 Hz, comparable to or larger than
earlier direct arrivals.

Many simulations of ground motions from damaging
earthquakes in 3D Earth models resolve motions to about 1 Hz
(e.g., Aagaard et al., 2008, 2010). Hybrid methods often use
3D simulations resolved to about 1 Hz and 1D Green’s func-
tions or stochastic method time series above 1 Hz (e.g., Pitarka
et al., 2000; Crempien and Archuleta, 2015; Olsen and
Takedatsu, 2015; Graves and Pitarka, 2016). The 5-Hz time
histories shown in Figure 3 and considered herein for the
entire computational domain are based on deterministic 3D
wave propagation modeling with SW4 and include wave scat-
tering, basin amplification, and mode conversion that hybrid
methods can only represent through crude approximations.
This is a major advantage of this study and 3D broadband sim-
ulations in general. We further explore how 3D structure shapes
the response across the 0- to 5-Hz frequency band below.

An animation of the ground motions for the 3DTOPO
case is available in the Ⓔ supplemental content to this article.
This shows the magnitude of the ground velocity for the 90-s
duration of the simulation. Strong path and site effects can
be seen leading to asymmetries in the wavefield across the fault.
In particular, the sedimentary basins show amplified and long-
duration waves (San Pablo Bay, San Leandro basin, Pleasanton-
Livermore Valley, and Santa Clara Valley composed of the
Evergreen and Cupertino basins).

Ground velocity time series were output on a 2-km grid,
and these were processed to measure GMIMs. Figure 4 shows
the three-component ground acceleration, velocity, and dis-
placements for the 1DFLATand 3DTOPOmodels at the same
two locations as Figure 3 (Oakland and Livermore Valley).
The displacements in Oakland show the expected right-lateral
displacement offsets (∼20 cm), velocity pulses (several tens of
cm=s), and strong accelerations (30% of the acceleration of
gravity, g) seen in near-fault records from large earthquakes.
There are relatively small differences between the 1DFLAT
and 3DTOPO models at the near-fault location in Oakland;
however, the 3DTOPO case shows more coda. Motions in
Livermore are more complex with the 3DTOPO model show-
ing long duration and scattered arrivals coming as late as the end
of the calculation (90 s). Pleasanton and Livermore Valleys are
composed of moderately deep sediments, and the long duration
of motions from the 3D model arises from wave propagation
that cannot be captured in 1D or stochastic method synthetics.
The Livermore site is also in the forward rupture directivity zone
for slip in the southern-central part of the rupture.

We computed the RotD50 (Boore et al., 2006; Boore,
2010) spectral accelerations (SAs) for each station along with
the peak acceleration, velocity, and displacement. These were
then compared with four GMMs (also referred to as ground-
motion prediction equations) from the PEER NGA-West2
Project: Abrahamson et al. (2014; hereafter, ASK14); Boore
et al. (2014; hereafter, BSSA14); Campbell and Bozorgnia
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(2014; hereafter, CB14), and Chiou and Youngs (2014; here-
after, CY14). These GMMs use three site-specific terms: V S30,
the slowness averaged shear wavespeed of the upper 30 m and
Z1:0 and Z2:5, the depth to the shear wavespeed of 1.0 and
2:5 km=s, respectively. We did not account for directivity
effects in the GMMs. The four GMMs give very consistent
estimates of the GMIMs.

Examples of RotD50 SAs from simulations are shown in
Figure 5 for the same two locations indicated in Figure 1 with
waveforms shown in Figure 4. The GMM predictions were
computed for the source with path- and site-specific parame-
ters indicated in each panel. The SAs are shown for the full
range of GMM predictions, with three orders of magnitude
of periods 0.01–10 s (0.1- to 100-Hz frequencies). The mini-
mum resolved period of our simulations (0.2 s) and the poorly
resolved short periods (0.01–0.2 s) are indicated for reference.
The Oakland site considered for the 1DFLAT and 3DTOPO
Earth models (Fig. 5a,c) and the Livermore site for the 1DFLAT
model (Fig. 5b) show SAs generally within the 1-σ (total) uncer-
tainties of the GMMs (colored dashed lines). The Livermore site
for the 3DTOPO model (Fig. 5d) shows larger motions than
predicted by the GMMs for SAs between 1 and 10 s. This is

likely a combination of the forward directivity for slip in the
southern portion of the rupture coupling into the sedimentary
basins of the Pleasanton and Livermore Valleys. The hard-rock
geology of the Diablo Range (Fig. 1) refracts energy back toward
these valleys, and this can be seen in the ground-motion anima-
tion (Ⓔ Animation S1). Importantly, our band-limited simula-
tions at these sites produce short-period SAs and peak ground
accelerations (PGAs, corresponding to the spectral ordinates)
that are within the 1-σ uncertainties of the median predictions
of GMMs. Short-period SA and PGA are controlled by high-
frequency motions, and lower frequency simulations generally
cannot produce SA and PGA values consistent with GMMs.

The comparisons shown in Figure 5 consider only two indi-
vidual sites. To evaluate the performance of the current broad-
band 3D simulations, we plot various GMIMs versus Joyner–
Boore distance (RJB) and compare them with the ASK14
GMMpredictions. Figure 6 shows the PGA, peak ground veloc-
ity (PGV), and RotD50 SA at 0.3, 1.0, and 3.0 s versus RJB for
the 1DFLAT and 3DTOPO Earth models. In each plot, the
ASK14 GMMprediction is plotted with 1-σ uncertainties based
on the mean path and site terms. The means, medians, and
standard deviations of residuals relative to the ASK14 GMM

▴ Figure 3. Fault-normal ground accelerations for two locations: (a) Oakland and (b) Livermore Valley (both indicated in Fig. 1). Each
panel shows the waveforms computed with different maximum resolved frequency, f max: 0.3125, 0.625, 1.25, 2.5, and 5.0 Hz and with the
same amplitude scale.
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predictions for the site-specific conditions are given in each
panel. The 3DTOPO model consistently produces larger scatter
in GMIMs than the 1DFLATmodel, which can also be seen in
the reported residual statistics shown in each panel. This is no
doubt caused by path- and site-specific wave propagation effects
(e.g., diffraction, scattering, site and basin amplification, and
topographic effects). The symbols in Figure 6 are color coded to
indicate the approximate fault-normal distance with red and
blue representing locations northeast and southwest of the HF,
respectively. The GMIMs for the 1DFLAT Earth model indicate
that the motions are slightly higher northeast of the HF relative
to locations southwest of the fault. This effect is also seen in the
PGVmaps from the simulation grid (Fig. 7) and likely caused by
the east-dipping nature of the fault.

Maps of the PGVat the resolution of the simulations for the
1DFLATand 3DTOPO cases are shown in Figure 7. These maps
show that a large portion of the SFBA will experience intense
shaking compounding emergency response. The 1DFLAT case
shows a roughly symmetric pattern of intensities in the northern
section; however, south of the hypocenter, the strongest inten-
sities are above the inclined east-dipping fault (Fig. 1) and sym-
metry across the surface projection of the top of the HF is
broken. For this Earth model, the high GMIMs are above the
fault centroid and offset from the surface projection of the fault.
For the 3DTOPO Earth model, the intensities are even more
asymmetric across the surface projection of the top of the fault.
This is caused by differences in material properties across the fault
with low wavespeed sedimentary rocks of the Great Valley

▴ Figure 4. Three-component acceleration, velocity and displacements at two locations: Oakland and Livermore Valley (both indicated in
Fig. 1). Panels show motions for the 1DFLAT model in (a) Oakland and (b) Livermore and the 3DTOPO model in (c) Oakland and
(d) Livermore. Note that in the domain coordinate system, the X and Y components correspond to fault parallel and normal, respectively.
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sequence producing larger motions east of the fault and harder
Franciscan rocks, resulting in lower motions west of the HF
(Rodgers, Petersson, et al., 2018; Rodgers, Pitarka, et al., 2018).
The contributions of fault geometry and the impact of our
assumed minimum shear wavespeed (VSmin) on simulated
ground motions near the HF is the subject of a study being
revised (A. Rodgers et al., unpublished manuscript, 2019; see
Data and Resources).

Finally, for comparison, we plotted the PGV map that
would result from application of the Abrahamson et al. (2014)
GMM using a 1D Earth model with constant site properties
(VS30, Z1:0, and Z2:5, Fig. 7c) and those from the USGS 3D
model (Fig. 7d). PGVmaps from the ASK14 GMM 1D model
(Fig. 7c) show a very smooth representation of ground shaking

that depends only on the distance from the fault. Using site
properties from the USGS 3D model (without VSmin thresh-
old) shows that PGV values are modulated by the site condi-
tions including strong shaking, in which VS30 is low (Fig. 7d).
Note the differences in the spatial patterns of PGVmaps from
our 3DTOPO and the ASK14 GMM (Fig. 7b,d). Whereas the
3DTOPO case (Fig. 7b) has large PGV values caused by
deep low wavespeed material east of the HF, the ASK14
PGV map using the USGS 3D model has large values in
the near-surface low wavespeed areas west of the HF. Our phys-
ics-based simulations (Fig. 7a,b) show finer scale spatial varia-
tions than those from the ASK14 GMM because they include
the effects of the variable slip distribution, fault dip, and wave
propagation.

▴ Figure 5. RotD50 spectral acceleration (SA) at two locations (circles with lines) for the 1DFLAT model in (a) Oakland and (b) Livermore
and the 3DTOPO model in (c) Oakland and (d) Livermore. Predictions of SA for four ground-motion models (GMMs) are also shown
(squares with lines) and uncertainties (dotted lines): Abrahamson et al. (2014), Boore et al. (2014), Campbell and Bozorgnia (2014),
and Chiou and Youngs (2014). The minimum resolved period in each case (0.2 s) is shown, and the region of poorly resolved frequency
response is indicated by gray shading. The color version of this figure is available only in the electronic edition.
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The differences of the simulated motions relative to the
site-specific ASK14 GMM predictions for all stations for both
the 1DFLAT and 3DTOPO Earth models are shown in
Figure 8. These show the differences as box and whisker plots
for the natural logarithm of the ratio of the simulated GMIM
divided by the site-specific GMM prediction for each station.
The median value for each GMIM is indicated by the thick line

and boxes indicate the interquartile range (IQR,
the central 50% of the data �25% from the
median). Whiskers indicate 1.5 times the
IQR and outliers (absolute values > 1:5 IQR)
are plotted as circles. The reported aleatory
between-event uncertainties (τ) for the mean
ASK14 estimates are indicated by the dashed
red lines. Recall that the total variance of a
GMIM estimate σ2 is related to the sum of
uncorrelated between- and within-event varian-
ces, τ2 and ϕ2, respectively (Al Atik et al., 2010).
The shortest resolved period, corresponding to
f max of 5.0 Hz, is 0.2 s. Therefore, SAs are likely
poorly resolved for periods shorter than about
0.25 s. Across a broad range of periods, the
median GMIMs (SA and PGV) are within the
1-τ uncertainties of the ASK14 GMM for both
the 1DFLAT and 3DTOPO Earth models and
PGA values are slightly outside this range. The
3DTOPO earth model produces more variabil-
ity than the 1DFLAT model because of path
and site effects. Results for these simulations are
unique to the particular rupture model chosen.
Different motions would result from assuming
a different rupture model, fault segment and
geometry, and hypocenter and slip distribution,
as well as dynamic rupture properties such as
rise time and stress drop. However, the good
agreement between simulated GMIMs and this
GMM indicates that the computed motions are
consistent with empirical models and suitable for
further analysis, including engineering analysis of
geotechnical and structural models and earth-
quake early warning.

To directly compare the statistics of GMIM
residuals relative to the ASK14 GMM, we plot
the median and standard deviation of the ratios
(Sim/GMM) for the 1DFLAT and 3DTOPO
earth models on the same scale in Figure 9.
We show that the median ratio is within the
reported 1-τ between-event uncertainties for
the ASK14 GMM (Fig. 9a). The within-event
standard deviations ϕ (Fig. 9b) show that the
3DTOPO earth model consistently produces
more variation (20%–75%) than the 1DFLAT
earth model. This variation indicates that path
and site effects due to 3D wave propagation in
the USGS model cause systematic variations in
the GMIMs that are not explained by the site-

specific terms in the ASK14 GMM. Not surprisingly, our sim-
ulations produce within-event less variation that the ASK14
GMM because it does not draw from as diverse a population
as the NGA-West2 data set.

To explore path and site effects related to 3D Earth struc-
ture, we plot maps of the site-specific properties (VS30, Z1:0,
and Z2:5) and the source-normalized intensity maps (ratio

▴ Figure 6. Ground-motion intensity measurements (GMIMs; small circles coded
by approximate fault-normal distance) versus Joyner–Boore distance for the
1DFLAT and 3DTOPO Earth models: (a,b) peak ground acceleration (PGA); (c,d)
peak ground velocity (PGV); and RotD50 SA at periods: (e,f) 0.3, (g,h) 1.0, and (i,
j) 3.0 s. In each panel, the predictions from the Abrahamson et al. (2014) GMM
using the average site terms is shown (thick black lines) with 1-σ uncertainties
(dashed black lines). The mean, median, and standard deviation of residuals in
natural logarithm units relative to the site-specific ASK14 predictions are given
in each panel. The color version of this figure is available only in the electronic
edition. (Continued)
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of simulated GMIMs for 3DTOPO model divided by that for
the 1DFLATmodel). First, we present the physical properties
of the 3D model. Figure 10 shows maps of site properties (2-
km grid) with major geologic features labeled. For VS30, we
show the values from the USGS 3D model without any thresh-
olding of shear wavespeed (Fig. 10a) as well as the VS30 with
V Smin of 500 m=s applied (Fig. 10b). The USGS 3D model has
more variability in near-surface shear wavespeeds (Fig. 10a,b) than
we have included in our simulations, including very low values
along the East Bay shoreline, Santa Clara Valley, and parts of
the San Francisco Peninsula where the ASK14 GMM produces
large intensities (Fig. 7d). This indicates where our modeling can
be improved by lowering VSmin below 500 m=s. The Z1:0 and
Z2:5 maps (Fig. 10c,d) indicate the deep low wavespeeds of the
East Bay Hills and sedimentary basins (San Leandro basin, San
Pablo Bay, Dublin–Pleasanton–Livermore Valley, the Delta,
Golden Gate, La Honda, Evergreen, and Cupertino basins).
Several higher elevation locations have hard-rock geology
(Mount Diablo, Diablo Range, and Marin Highlands). Finally,
note the very high shear wavespeeds at the surface (Fig. 10a) asso-
ciated with the San Leandro Gabbro along the central HF.

Figure 11 shows maps of the natural logarithm of the ratio
of four GMIMs from the 3DTOPO and 1DFLAT models
(3DTOPO/1DFLAT) and plotted at each site. These are source
normalized ground-motion intensity maps that quantify 3D seis-
mic wave propagation path and site effects. It provides path- and
site-specific corrections that could be applied to a GMIM

computed with a 1D Earth model to account for
3D wave propagation effects. Red and blue col-
ors correspond to amplification and deamplifica-
tion, respectively, of the 3DTOPO earth model
relative to the 1DFLAT earth model. In
this figure, we show maps for PGA, PGV, and
RotD50 SA at 1 and 3 s. For reference, contours
of the Z1:0 map (Fig. 10c) are shown in each
panel (0.2-km intervals). The PGV and RotD50
SA at 1 and 3 s GMIM ratio maps (Fig. 11b–d)
are strongly correlated with geologic structure,
showing higher amplitudes for the 3DTOPO
model in the low wavespeed areas such as sedi-
mentary basins (e.g., San Leandro basin, San
Pablo Bay, Evergreen, Cupertino, La Honda, and
Golden Gate basins and in the Delta). Deep low
shear wavespeeds in the East Bay Hills result
in higher amplitudes in the 3DTOPO model
relative to the 1DFLAT model, similar to
Rodgers, Petersson, et al. (2018) and Rodgers,
Pitarka, et al. (2018) for a different rupture.
Logarithmic GMIM ratios have near-zero or
negative values (corresponding to near unity or
lower amplitudes for the 3DTOPO earth model)
in the high wavespeed areas (Mount Diablo,
Diablo Range, and Marin Highlands). The PGA
map (Fig. 11a) shows some correlation with geo-
logic structure, for example, low values on the

high wavespeed San Leandro Gabbro along the HF. Future sim-
ulations must lower VSmin and resolve even higher frequencies to
reveal effects of geotechnical properties in the USGS 3D model
that shape PGA values.

Recall that the 3D Earth model produced larger variations
than the 1D model (higher standard deviations, Fig. 9). In par-
ticular, the long-period GMIMs for 3DTOPO had more varia-
tion than those for 1DFLAT. Indeed, this is reflected in the
maps shown in Figure 11 (note different scales). The PGV
and RotD50 SA at 1 and 3 s have shown more variation than
PGA. The spatial scale of variations in these GMIM ratios is also
quite large and on par with scale of the geologic structure (e.g.,
Z1:0) as might be expected from longer wavelength waves. The
systematic variation of GMIMs for the 3DTOPO earth model
and their relationship to geologic structure demonstrate how 3D
wave propagation simulations can be used to understand path
and site effects and explore strategies for removing systematic
effects from the aleatory variability in seismic hazard analyses
as recent nonergodic GMMs do based on empirical data (Lin
et al., 2011; Landwehr et al., 2016). An important element influ-
encing acceptance of 3D simulations for seismic hazard and risk
analyses in the SFBA, such as shown herein, will be the validity
of the USGS 3D model and efforts improve it.

DISCUSSION AND CONCLUSIONS

In this study, we reported ground-motion simulations for a
hypothetical Mw 7.0 earthquake on the HF in the eastern

Figure 6. Continued.
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SFBA of northern California. We used the SW4 finite-differ-
ence code on HPC and modeled wave propagation physics in a
fully 3D Earth model with topography and fine discretization
to resolve frequencies of motions up to 5 Hz. This represents
the highest resolution fully deterministic 3D ground-motion
simulation performed in the SFBA. The 1DFLAT and
3DTOPO simulations produce GMIMs whose median values
fall within the reported 1-τ uncertainties of the PEER NGA-
West2 GMMs, which is a necessary condition for 3D ground
motions to be acceptable for engineering applications. Path and
site effects caused by wave propagation in the 3DTOPO earth
model produce more variation in the ground-motion inten-
sities than the 1DFLAT earth model. This variation is due
to repeatable wave propagation effects. Future efforts to
develop nonergodic GMMs (e.g., Lin et al., 2011; Landwehr
et al., 2016) will use systematic effects such as those seen in
Figure 11 so that they can be removed from path- and site-
specific median ground-motion intensity estimates.

These results were made possible with advances in SW4’s
numerical method, algorithmic improvements, and access to
HPC. SW4’s mesh refinement capability enables calculation
of higher frequency motions on a given computational plat-
form. Without mesh refinement and using a fixed grid spacing,

we would achieve only about 3-Hz motions on the same com-
puting resource. Refinement within SW4’s near-surface curvi-
linear mesh is currently underway. The results described in this
article were generated on the Cori Phase-II cluster at NERSC/
LBNL using a version of SW4 optimized for efficiency on mul-
ticore (CPU) nodes. Development of a version of SW4 for
graphic processing units (GPUs) is well underway, and we will
report results from this code in the near future. It is expected
that next-generation petaflop and exaflop computing platforms
will rely heavily on GPU technologies, so this development will
be key to future advancements of fully 3D seismic simulations.

The resulting ground motions are consistent with GMMs
based on empirical data; specifically, the median values of
GMIMs are within the between-event uncertainties (τ) of the
PEER NGA-West2 models, and the within-event standard
deviations (ϕ) are similar to reported values. The particular
pattern of intensities for the 3DTOPO case results from both
the specific rupture and 3D Earth structure. The HF dips to
the east along the segment considered, and this gives rise to an
asymmetry in the ground-motion intensities across the fault
seen in the 1DFLAT case. Consequently, motions at a given
distance from the top of the rupture for the 1DFLATcase are
larger to the east and lower to the west. These results and

▴ Figure 7. Maps of the PGV (bar) at the grid resolution for different methods: (a) 1DFLAT and (b) 3DTOPO Earth models from our 3D SW4
simulations and from the ASK14 GMM assuming (c) 1D constant site parameters and (d) site parameters from the U.S. Geological Survey
(USGS) 3D model. The surface projection of the top of the rupture is indicated by the thick black line and the hypocenter location is
indicated by the star. The color version of this figure is available only in the electronic edition.
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recent simulations of strong motions with the same 3D model
(Johansen et al., 2017; Rodgers, Petersson, et al., 2018;
Rodgers, Pitarka, et al., 2018) show that for the considered
frequency range (0–5 Hz), VSmin of 500 m=s and fully 3D
wave propagation approach produce higher motions east of the
HF because of fault dip and material heterogeneity. However,
it should be noted that the lowest wavespeed sediments sur-
rounding the San Francisco Bay margins provided by the
USGS 3D model are not fully resolved in our simulations. A
study to specifically assess the contributions of fault geometry
and material heterogeneity including the impact of sediments
with VS less than the assumed VSmin of 500 m=s is under revi-
sion (A. Rodgers et al., unpublished manuscript, 2019; see Data
and Resources).

The simulations described herein promise to result in
more realistic earthquake ground motions using fully determin-
istic 3D wave propagation physics to model higher frequencies.
Such motions are based on realistic rupture models and 3D

wave propagation without the need to include
high-frequency motions from 1D models or the
stochastic method. As such, these simulations
reveal site-to-site variations caused by 3D wave
propagation. The ground motions reported
here currently require world-class computing
resources to resolve high frequencies of interest
to engineering analyses. However, as numerical
and computational methods improve and the
power of HPC grows, such calculations will
become easier. These calculations will run faster
on modern and more widely accessible comput-
ing platforms including GPU-accelerated plat-
forms. This can enable new computational
approaches to seismic hazard and risk when
motions for a wide range earthquake scenarios
are simulated and assessed.

Key to this effort will be the improvement
of 3D Earth models and the validation of these
models against the available data. For the current
study, we do not have ground-motion recordings
for a large damaging event on the HF.
Comparison with existing GMMs (e.g., NGA-
West2) is important to building confidence in
the realism of simulation results. Going forward,
existing waveforms from small earthquakes can
be used to evaluate and improve geologic models,
as well as confirm our simulation predictions
of path and site effects for these simple source
events. The simulated motions shown here pro-
duce median GMIMs within the 1-σ uncertain-
ties and standard deviations obtained from
empirical data. Further consideration of interper-
iod correlations is needed for acceptance of simu-
lated motions for structural response analysis
(Stafford, 2017; Bayless and Abrahamson,
2018). Also important is statistical analysis of
the interevent variations and partitioning of

the source, path, and site variability. This will require simulation
of a large suite of ruptures for a given fault segment, requiring
even more computational resources.

Moderate earthquakes can be used to evaluate the current
USGS 3D model of the SFBA, and these have the advantage of
being simple, approximately point moment tensor sources.
Previous efforts to evaluate the USGS 3D model have shown
good agreement at relatively long periods, much lower frequen-
cies than the 5 Hz considered here. Although improvements in
the accuracy and resolution of the current 3D model are clearly
needed, the current model represents a defensible starting point.
The geometry of the major large-scale structural features (e.g.,
geologic–lithologic units, sedimentary basins, topography) is
included. The 3D structure represented in this model reproduces
the path and site effects as encoded in GMMs (including the
trends reported in Rodgers, Pitarka, et al., 2018). Further calcu-
lations extending the frequency content of simulations, consid-
ering a wide range of rupture models and lowering the assumed

▴ Figure 8. Natural logarithm ratio of GMIMs as the simulation divided by ASK14
GMM prediction using site-specific terms for (a) 1DFLAT and (b) 3DTOPO Earth
models. Median values for each GMIM are indicated by the thick black line and
boxes indicate the interquartile range (IQR, central 50% from median). Whiskers indi-
cate 1.5 IRQ and outliers (absolute value beyond 1.5 IQR) are shown as circles.
Between-event uncertainties (τ and 2τ) for the median predictions (natural log units)
are indicated by the dashed and dotted lines, respectively. Note that the shorter
period SAs (SA_0.1, SA_0.15, and SA_0.2, shaded region) may be poorly resolved.
The color version of this figure is available only in the electronic edition.
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VSmin will enable better understanding of systematic source,
path, and site effects in the SFBA. Improved representation
of path and site effects in broadband simulations and develop-
ment of nonergodic GMMs can reduce uncertainties in ground-
motion estimates (Lin et al., 2011; Landwehr et al., 2016). In
addition to validation and improvement of the (median) 3D
Earth model and running large suites of ruptures to capture
the aleatory uncertainty in motions, understanding the episte-
mic uncertainty in the 3D Earth model remains a challenge to
acceptance of simulated ground motions for seismic hazard. As
3D models and computational methods improve along with
uncertainty estimates, motions computed with fully determinis-
tic methods can be used to improve understanding of hazard and
risk for future earthquakes, including events similar to 1868, and
other previous and possible future HF ruptures.

DATA AND RESOURCES

SW4 is open source and available at github.com/geodynamics/
sw4 (last accessed February 2019) with assistance from the

Computational Infrastructure for Geodynamics
(Petersson and Sjogreen, 2017). The rupture
model was generated using the methods of
Graves and Pitarka (2016) and code written by
Robert Graves (U.S. Geological Survey
[USGS]-Pasadena). The USGS 3D model for
the San Francisco Bay area and fault geometries
were obtained from the USGS website (USGS,
2018). Figures were made with the Generic
Mapping Tools (GMT, Wessel et al., 2013)
and Python/Matplotlib. Waveforms were proc-
essed and plotted in Python with the ObsPy
package (Krischer et al., 2015). Ground-motion
intensities and ground-motion models were
computed with the pyrotd and pygmm pack-
ages, respectively, from Albert Kottke. Some
processing was done with the pySW4 package
from Shahar Shani-Kadmiel. An animation of
the 3DTOPO simulation is available in the
Ⓔ supplemental content to this article. The
ground-motion time series for the 1D and
3D simulations described herein will be made
available upon request. The unpublished manu-
script by A. Rodgers, A. Pitarka, and D. B.
McCallen (2019), “The effect of fault geometry
and minimum shear wavespeed on three-
dimensional ground motion simulations for
an Mw 6.5 Hayward fault scenario earthquake,
San Francisco Bay area, Northern California”,
submitted to Bull. Seismol. Soc. Am.
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▴ Figure 9. Summary statistics for GMIM residuals relative to the ASK14 GMM:
(a) median and (b) within-event standard deviation. All statistics are in natural log-
arithm units. The 1DFLAT and 3DTOPO statistics are shown as triangles and
squares, respectively. Uncertainties for the ASK14 GMM are shown with broken
lines for the between-event and within-event standard deviations, τ and ϕ, respec-
tively. Note that the shorter period SAs (SA_0.1, SA_0.15, and SA_0.2, shaded
region) may be poorly resolved. The color version of this figure is available only
in the electronic edition.
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▴ Figure 11. Maps of the source-normalized ground-motion intensity maps (natural logarithm of intensity ratios, 3DTOPO/1DFLAT):
(a) PGA, (b) PGV, (c) RotD50 SA at 1 s, and (d) RotD50 SA at 3 s (note different scales). In each panel, the coastline is drawn (solid
lines) with the surface trace of the Hayward fault rupture considered (dashed line) and contours of the Z 1:0 (0.2-km interval, black dotted
lines). Geologic features are labeled as in Figure 10. The color version of this figure is available only in the electronic edition.

▴ Figure 10. Maps of the site-specific physical properties of the USGS 3D model: (a) V S30 without thresholding; (b) V S30 with
V S min � 500 m= s; (c) Z 1:0; and (d) Z 2:5. In each panel, the coastline is drawn (solid lines) with the surface trace of the Hayward fault
rupture considered (dashed line). Geologic features are labeled: EBH, East Bay Hills; SLB, San Leandro basin; SPB, San Pablo Bay; DPLV,
Dublin–Pleasanton–Livermore Valley; MD, Mount Diablo; DR, Diablo Range; EB, Evergreen basin; CB, Cupertino basin; LHB, La Honda
basin; GG, Golden Gate basin; MH, Marin Highlands. The color version of this figure is available only in the electronic edition.
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