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THE LIFESPAN OF SMALL DATA SOLUTIONS TO THE KP-I

BENJAMIN HARROP-GRIFFITHS, MIHAELA IFRIM, AND DANIEL TATARU

Abstract. We show that for small, localized initial data there exists a global solution to
the KP-I equation in a Galilean-invariant space using the method of testing by wave packets.

1. Introduction

In this paper we consider the Kadomtsev-Petviashvili equation (KP-I) initial-value prob-
lem

(1.1)

{

∂tu+ ∂3
xu− ∂−1

x ∂2
yu+ ∂x(u

2/2) = 0

u(0, x, y) = u0(x, y),

on Rt × R2
x,y. The KP-I equation and the KP-II equation, in which the sign of the term

∂−1
x ∂2

yu in (1.1) is + instead of −, were derived in [18] as models for the propagation of
dispersive long waves with weak transverse effects.

The Cauchy theory for (1.1) has been extensively studied [1, 6, 11, 16, 17, 19, 21–23]. In
particular, (1.1) is known to be locally well-posed [6] in the anisotropic space H1,0 with

‖u‖2H1,0 = ‖u‖2L2 + ‖∂xu‖2L2,

and globally well-posed [16] in the energy space E1 where

‖u‖2
E1 = ‖u‖2L2 + ‖∂xu‖2L2 + ‖∂−1

x ∂yu‖2L2.

Further work was devoted to the generalized KP equation, see for instance [12, 24].
The question at hand is that of establishing global existence and asymptotics for solutions

to (1.1) with sufficiently small, regular and spatially localized initial data. To state our main
result we begin with a discussion of the symmetries of the equation (1.1):

(1) Translation: Translates of u in t, x and y are solutions.
(2) Reversal: If u(t, x, y) is a solution, then so is u(−t,−x,±y).
(3) Scaling: If λ > 0 then

(1.2) uλ(t, x, y) = λ2u(λ3t, λx, λ2y)

is also a solution.
(4) Galilean invariance: For all c ∈ R the function

(1.3) uc(t, x, y) = u(t, x− cy + c2t, y − 2ct)

is a solution to (1.1). Note that ûc(t, ξ, η) = û(t, ξ, η + cξ)e−ic2tξe−2ictη.

The first author was partially supported by the NSF grant DMS-1266182.
The second author was supported by the Simons Foundation.
The third author was partially supported by the NSF grant DMS-1266182 as well as by a Simons Inves-

tigator grant from the Simons Foundation.
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We denote by L the linear operator

(1.4) L := ∂t + ∂3
x − ∂−1

x ∂2
y .

To obtain pointwise estimates for solutions we introduce the “vector fields”

Lx := x− 3t∂2
x − t∂−2

x ∂2
y , Ly := y + 2t∂−1

x ∂y,

which commute with L. We observe that Ly∂x is the generator of the Galilean symmetry
for both the linear and the nonlinear equation. Lx, on the other hand, is not directly
associated to a symmetry of the nonlinear equation. However, it arises in the expression for
the generator of the scaling symmetry, namely

S := 3t∂t + x∂x + 2y∂y + 2 = 3tL+ Lx∂x + 2Ly∂y + 2.

In this article, following the the spirit of [13], we seek to obtain a result which is Galilean-
invariant. This is very natural, as one should not expect the global well-posedness to depend
on the reference frame of the observer. For this reason, we will avoid using the scaling
symmetry, as well as the use of conservation laws which are not Galilean invariant (e.g. the
energy). Instead, we will rely on the homogeneous scaling operator

S0 := Lx∂x + Ly∂y.

This commutes with both L and the Galilean group, but is not associated to a symmetry of
the nonlinear equation. For large t we will also use the following Galilean invariant operator

Lz := z + 3t∂2
x, z := −x +

1

4t
y2,

which relates to S0 and Ly as follows:

Lz∂x = −S0 +
1

4t
L2
y∂x −

1

2
.

For z ≥ 0, the symbol of Lz may be written as a product of the symbols of the operators

L±
z :=

√
z ± i

√
3t∂x,

which will be used repeatedly in our analysis. We note that L+
z is hyperbolic on positive

x-frequencies and elliptic on negative x-frequencies (and conversely for L−
z ).

For our global result we seek to use function spaces which are as simple as possible. Toward
that goal, we define the time-dependent space X as

‖u‖2X = ‖u‖2L2 + ‖uxxx‖2L2 + ‖L2
y∂xu‖2L2 + ‖S0u‖2L2.

Then, our main result is as follows:

Theorem 1. Assume that the initial data u0 at time 0 satisfies

(1.5) ‖u0‖X ≤ ǫ ≪ 1.

Then, there exists a unique global solution u which satisfies the bound

(1.6) ‖u(t)‖X ≤ ǫ〈t〉Cǫ,

as well as the pointwise bound

(1.7) ‖ux(t)‖L∞ . ǫt−
1

2 〈t〉− 1

2 .
2



Further, the solution u scatters in L2 at infinity, in the sense that there exists a linear wave
uscatter satisfying Luscatter = 0 and ‖uscatter‖L2 = ‖u‖L2 so that

(1.8) ‖u− uscatter‖L2 . ǫ2t−
1

48
+Cǫ.

To frame our result, we first note that the KP-I equation is integrable and admits a Lax
pair representation. This leads to an infinite number of formally conserved quantities and
allows solutions with small initial data to be studied using inverse scattering techniques
(for example see the recent survey [20] and references therein). However, it is of significant
interest to develop more robust techniques to analyze the asymptotic behavior of solutions.
In a recent paper Hayashi and Naumkin [10] prove global existence and derive asymptotics
for a certain class of rapidly decaying, smooth initial data. Our result presents a significant
improvement by not only considering a larger class of initial data that includes the Schwartz
functions, but also does so in a space that respects the Galilean invariance. Indeed, we
believe this to be the only known global result for (1.1) in a Galilean-invariant space. We
note that our initial data space has norm

‖u(0)‖2X = ‖u(0)‖2L2 + ‖uxxx(0)‖2L2 + ‖y2ux(0)‖2L2 + ‖(x∂x + y∂y)u(0)‖2L2.

To describe the difficulties in this problem, we first note that the linear evolution S(t)
associated to the L operator exhibits t−1 dispersive decay,

‖S(t)‖L1→L∞ . t−1.

This motivates the pointwise decay rate in (1.7). Unfortunately, this decay rate does not
suffice in order to obtain uniform X bounds for the nonlinear equation, and in turn close
the bootstrap for the pointwise bound. This difficulty is a familiar one, and several methods
have been used to bypass it in certain related problems.

The first such method is Shatah’s normal form method [25], which relies on the absence
of bilinear resonant interactions in order to replace the quadratic nonlinearity with a cubic
one. Unfortunately, our problem does admit three wave resonances. The symbol of L is

ℓ(τ,k) = τ − ξ3 − ξ−1η2, k := (ξ, η).

Hence the dispersion relation for (1.1) is given by

ω(k) = ξ3 + ξ−1η2.

Thus, resonances in the bilinear interactions correspond to roots of the system
{

ω(k1) + ω(k2) = ω(k3)

k1 + k2 = k3,

which gives
η1
ξ1

− η2
ξ2

= ±
√
3(ξ1 + ξ2).

The presence of these three wave interactions prevents a classical normal form analysis: the
quadratic nonlinearity is not removable on the set of resonances. Incidentally, we remark
that this also prevents any attempts to obtain global solutions via Strichartz type estimates
or Xs,b spaces. We note, however, that for the closely related KP-II equation, where such
resonant interactions do not occur, one can produce global solutions in this manner, precisely
by employing the more robust U2 and V 2 spaces, see [8].
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More recently, a significant improvement over the normal form method was achieved
with the space-time resonance method introduced by Germain-Masmoudi-Shatah [2] and
Gustafson-Nakanishi-Tsai [7], which was used to treat a good number of two dimensional
problems, e.g. [3–5]. This essentially requires a weaker assumption, namely that there are no
resonant interactions of parallel waves. However, in our problem, waves of opposite frequen-
cies are parallel and interact to yield resonant zero frequency output. Further, the symbol
of L is also singular at zero x-frequency.

Instead of pursuing a Fourier based method as above, our result makes use of the method
of testing by wave packets [9, 13–15], originally developed in the context of the 1d cubic
NLS [13] and 2d water waves [14,15], and then applied to the mKdV in [9]. This relies on an
even weaker nonresonance condition, namely that in resonant interactions it is not possible
to have all three waves travel in the same direction. To describe this in more detail, consider
the Hamiltonian flow corresponding to (1.1), which is given by

(1.9)

{

(x, y) 7→ (x− 3tξ2 + tξ−2η2, y − 2tξ−1η)

(ξ, η) 7→ (ξ, η).

In particular, for v1, v2 satisfying v = −v1 +
1
4
v22 ≥ 0, we expect solutions initially localized

spatially near zero and in frequency near ±(ξv, ηv), where

(1.10) (ξv, ηv) =

(√
v√
3
,−v2

√
v

2
√
3

)

,

to travel along the ray

(1.11) Γv=(v1,v2) := {x = v1t, y = v2t}.
This computation also directly leads to the phase function

(1.12) φ := − 2

3
√
3
t−

1

2

(

y2

4t
− x

)
3

2

= − 2

3
√
3
t−

1

2z
3

2 ,

associated to the linear propagator S(t). This satisfies ∇x,yφ(x, y) = (ξv, ηv), and also the
eikonal equation ℓ(∇φ) = 0. We remark that the kernel of the linear propagator S(t) will
essentially have the form t−1ℜeiφ in the propagation region {v ≥ 0}, with rapid decay away
from it.

To conclude our discussion, we observe that, on the one hand, waves corresponding to
different rays Γv, Γw will have little interaction as they separate in the physical space. On
the other hand, waves corresponding to the same ray Γv have a significant interaction, but
the frequency of this interaction will correspond to velocities which are away from v.

We further comment on the scattering result, which is subtly different from standard linear
scattering. Precisely, we remark that, while u approaches the linear scatterer uscatter in L2,
one property that fails in this setting is the stronger bound L(u − uscatter) ∈ L1L2, or any
other related Strichartz bound. To remedy this, we explicitly compute a quadratic correction
umod, decaying in L2, so that L(u− uscatter − umod) ∈ L1L2.

A natural question in this setting is what is the regularity of the data uscatter(0) for the
scattering solution. One might expect that uscatter(0) ∈ X(0), and we conjecture that this is
indeed the case. However, our estimates only yield the slightly weaker interpolation bound

uscatter(0) ∈ [L2, X(0)]Cǫ,
4



which is close to X(0) but not quite there.
Our strategy of the proof will be to start with the pointwise bound (1.7) as a bootstrap

assumption. The goals of the subsequent sections in the paper are as follows:

• Energy estimates, proved using the bootstrap assumption.
• Initial pointwise bounds; these are obtained from the energy estimates using Klainerman-
Sobolev type inequalities adapted to our problem.

• Final pointwise bounds, closing the bootstrap argument using the the wave packet
testing method.

• The scattering result, whose proof relies on computing the quadratic correction umod

mentioned above.

Acknowledgement. This research was carried out while the authors were visiting the Haus-
dorff Research Institute for Mathematics in Bonn.

2. Energy estimates

In this section we prove the energy estimates (1.6) under the bootstrap assumption

(2.1) |ux| ≤ Cǫt−
1

2 〈t〉− 1

2 .

Precisely, we have:

Proposition 2.1. Let u be a solution for the KP-I equation in a time interval [0, T ], so that
(i) The initial data u0 for the KP-I equation satisfies (1.5).
(ii) The solution u satisfies (2.1).
Then u also satisfies the following energy estimate in [0, T ]:

(2.2) ‖u(t)‖X . ǫ〈t〉C∗ǫ, C∗ . C.

Proof. We first observe that the L2 norm of the solution ‖u‖L2 is a conserved quantity.
Secondly, we note that we have good L2 bounds for the linearized equation

(2.3)

{

∂tw + ∂3
xw − ∂−1

x ∂2
yw + ∂x(uw) = 0

w(0, x) = w0(x).

Indeed, we have

d

dt
‖w‖2L2 = 2

∫

−w∂x(uw)dx = −
∫

uxw
2dx ≤ ‖ux‖L∞‖w‖2L2.

By Gronwall’s inequality this yields energy bounds for ux, ∂xLyu and also Su (not needed).
The function ∂3

xu solves a perturbed linear equation,

L(∂3
xu) + ∂x(u∂

3
xu) = −3uxuxxx − 3(uxx)

2

But the term on the right is bounded in L2 by

‖uxuxxx + (uxx)
2‖L2 . ‖ux‖L∞‖uxxx‖L2,

so the energy estimate for uxxx closes in the same way as in the case of the linearized equation.
A similar argument applies for the energy bound for ∂xL

2
yu. To show this, we first prove

the following interpolation inequality:

5



Lemma 2.2. For t 6= 0, we have the estimate

(2.4) ‖∂xLyu‖2L4 . ‖ux‖L∞‖∂xL2
yu‖L2.

Proof. For t 6= 0 we write f(t, x, y) = u(t, x+ 1
4t
y2, y), and observe that

‖∂xLyu‖L4 = 2t‖fy‖L4 .

For dyadic λ ∈ 2Z, we take the projection Pλ to act in the x-variable. Integrating by parts
in the y-variable we obtain

‖Pλfy‖4L4 ≤ 3‖Pλf‖L∞‖Pλfyy‖L2‖Pλfy‖2L4 . ‖Pλfx‖L∞‖Pλ∂
−1
x fyy‖L2‖Pλfy‖2L4 .

Replacing L4 by the Lorentz space L4,4 and summing over dyadic x-frequencies using the
Cauchy-Schwarz inequality, we have

‖fy‖4L4 ∼ ‖fy‖4L4,4
x L4

y
. ‖fx‖L∞‖∂−1

x fyy‖L2‖fy‖2L4,4
x L4

y
∼ ‖fx‖L∞‖∂−1

x fyy‖L2‖fy‖2L4,

from which the estimate (2.4) follows. �

We then consider the equation solved by ∂xL
2
yu,

L(∂xL2
yu) = −∂xL

2
y∂x(u

2/2) = −u∂2
xL

2
yu− (∂xLyu)

2.

Thus, using the estimate (2.4) and integration by parts, we obtain

d

dt
‖∂xL2

yu‖2L2 =

∫

−∂xL
2
yu(u∂

2
xL

2
yu+ (∂xLu)

2)dx =

∫
(

1

2
ux|∂xL2

yu|2 − ∂xL
2
yu(∂xLyu)

2

)

dx

. ‖ux‖L∞‖∂xL2
yu‖2L2.

and conclude again via Gronwall’s inequality.
It remains to obtain L2 bounds for the expression S0u. We do this differently for small t

and for large t. For small t it suffices to consider the following modification,

w = S0u− tuux.

The function w also solves a perturbed linearized equation,

Lw = −(uw)x + 6tuxuxxx.

for which we directly obtain energy estimates by using the bootstrap assumption (2.1) for
ux. By (2.1) we can also estimate the size of the modification tuux in L1L2. The above
equation for w is easily checked using the relations

L(uux) = (uLu)x + 3(uxuxx)x − u2
y + ∂−1

x uyyux,

(Lx∂x + Ly∂y)(uux) = (u(Lx∂x + Ly∂y)u)x − 9t(uxuxx)x + tu2
y − t∂−1

x uyyux − uux.

For large t we instead use the relation

(Lx∂x + Ly∂y)u = Su− Ly∂yu− 3tLu− 2u

to reduce the problem to an estimate for w = Su − Ly∂yu. Since S is a generator of a
symmetry for the system, it follows that Su solves the linearized equation (2.3). It remains

6



to compute

L(Ly∂yu) = − 1

2
Ly∂y∂x(u

2)

= − ∂x(uLy∂yu)− (Ly∂xu)(∂yu) + (Ly∂yu)(∂xu)

= − ∂x(uLy∂yu) +
1

2t
[(Ly∂xu)

2 − (L2
y∂xu)(∂xu)] + uux.

Thus we obtain

Lw = −∂x(uw) +
1

2t
[(Ly∂xu)

2 − (L2
y∂xu)(∂xu)] + uux.

Hence the energy estimate for w follows using (2.4) and the L2 bound for L2
y∂xu.

�

3. Klainerman-Sobolev Estimates

In this section we prove pointwise bounds for u, ux. Ignoring the dependence of the energy
estimates on t, ǫ, we assume that

(3.1) ‖u‖X . 1.

The expression S0u is somewhat cumbersome to use directly; instead we use Lz, for which
we have the energy estimate

(3.2) ‖Lz∂xu‖L2 . 1, t & 1.

By a slight abuse of notation we will consider v to be a function of (t, x, y) in this section,
defined via the ray Γv of the Hamiltonian flow as v = (t−1x, t−1y). In particular we will
write v = t−1z.

Parity considerations and the symbol singularity at ξ = 0 lead us to decompose u into
positive and negative x-frequencies,

u = u+ + u− = 2ℜu+, u+ = u−.

The X norm bound commutes with this decomposition,

‖u+‖X = ‖u−‖X =
1√
2
‖u‖X.

We now divide u+ into a hyperbolic and an elliptic part. The corresponding decomposition
of u− follows by taking complex conjugates. We first fix a constant δ > 0 and take an almost
orthogonal decomposition in x-frequency adapted to the lattice 2δZ,

u+ =
∑

λ∈2δZ

u+
λ .

Here δ is a small universal constant, which we will only need in order to control the “resolu-
tion” of our decomposition in Section 4. The implicit constant in our estimates will depend
on δ, but this has no impact on our analysis. This decomposition is compatible with the
X-norm, in that

‖u+‖2X ≈
∑

λ

‖u+
λ ‖2X .

7



Figure 1. The hyperbolic region Bhyp
λ .

v1

v2

O(λ2δ)

−3λ2

Bhyp
λ

For t ≥ 1 we further decompose u+ into the hyperbolic and elliptic parts,

uhyp,+ =
∑

λ

uhyp,+
λ , uell,+ = u+ − uhyp,+,

where, for λ ≥ t−
1

3 , we define

uhyp,+
λ = χhyp

λ u+
λ , uell,+

λ = u+
λ − uhyp,+

λ ,

for a compactly supported, smooth function χhyp
λ (t, z) localized spatially in the hyperbolic

region

Bhyp
λ = {v = 3λ2(1 +O(δ))},

which corresponds to the frequencies associated to uλ. We remark that here we prefer to
take χhyp

λ to have compact spatial support. Then, uhyp,+
λ and uell,+

λ are only localized at

x-frequencies λ(1 + O(δ)) modulo rapidly decaying tails. These tails have size O((t
1

3λ)−N),
and play a negligible role in our analysis.

We further note that, as defined above, the hyperbolic component uhyp is supported in
the region {v & t−

2

3}, and in particular sits outside the parabola z = 0. With the above
decomposition of u, we can now state the pointwise bounds on u and ux as follows:

Proposition 3.1. For 0 < t < 1 we have the pointwise estimates

(3.3) |u|, |ux| . t−
1

2 .
8



For t ≥ 1 we have the hyperbolic estimates

(3.4)
|uhyp| . t−1 min{v− 3

4 , v−
3

8},
|uhyp

x | . t−1 min{v− 1

4 , v
1

8},
and the elliptic improvements

(3.5)
|uell| . t−

3

4 〈t 2

3 v〉− 3

4 (1 + log〈t 2

3 v〉),
|uell

x | . t−
13

12 〈t 2

3v〉− 1

4 .

Proof. It suffices to assume that δ = 1 and prove bounds for u+. To simplify notation we
drop the superscript and take u = u+.

A. Small times t ≤ 1. We recall the Sobolev estimate

(3.6) |f | . ‖f‖
1

4

L2‖∂xf‖
1

2

L2‖∂2
yf‖

1

4

L2.

Taking f(t, x, y) = uλ(t, x+ 1
4t
y2, y) in (3.6), we have

|uλ| . t−
1

2‖uλ‖
1

4

L2‖∂xuλ‖
1

2

L2‖L2
y∂

2
xuλ‖

1

4

L2 .

From the localization, we then have the estimate

(3.7) |uλ| . t−
1

2 min{λ− 3

2 , λ
3

4}.
For 0 < t < 1 we may sum with respect to λ to get (3.3).

B. Large times t ≥ 1. Here we split our analysis into low frequencies and high frequen-
cies, depending on the uncertainty principle threshold λ = t−

1

3 for the Airy type operator
Lz.

B1. Low frequencies. Here we consider times t ≥ 1 and frequencies λ ≤ t−
1

3 . With fλ
defined as above,

fλ(t, x, y) = uλ(t, x+
1

4t
y2, y)

the L2 bounds for u and Lz∂xu yield

(3.8) ‖fλ‖L2 . 1, ‖x∂xfλ‖L2 . 1,

while the bound on L2
y∂xu yields

(3.9) ‖∂2
yfλ‖L2 . t−2λ.

We claim that the above three bounds imply the pointwise estimate

(3.10) |fλ| . t−
3

4 〈λx〉− 3

4 .

Summing this over λ < t−
1

3 yields

|f
<t−

1
3
| . t−

3

4 〈t− 1

3x〉− 3

4 log(1 + 〈t− 1

3x〉).
For ∂xfλ we similarly obtain the same bound as (3.10) but with another factor of λ. Here

summation over λ < t−
1

3 is better than above, so we obtain

|∂xf
<t−

1
3
| . t−

13

12 〈t− 1

3x〉− 3

4 .
9



Returning to u, the last two bounds imply, as desired, that

(3.11) |u
≤t−

1
3
| . t−

3

4 〈t 2

3 v〉− 3

4 (1 + log〈t 2

3v〉), |∂xu≤t−
1
3
| . t−

13

12 〈t 2

3 v〉− 3

4 .

It remains to show that the bounds (3.8) and (3.9) imply (3.10). We first observe that by

scaling (x, y) → (λx, λ
1

2y) the problem reduces to the case λ = 1. For f := f1 at frequency
1 the bounds for f and ∂xf are equivalent; precisely, from (3.8) and (3.9) one easily obtains
the equivalent form

‖〈x〉f‖L2 . 1, ‖〈x〉∂xf‖L2 . 1, ‖∂2
yf‖L2 . t−2.

At this point we localize f to dyadic spatial regions 〈x〉 ≈ r, discarding the frequency
localization. For fr = χ〈x〉≈rf we obtain

‖fr‖L2 . r−1, ‖〈x〉∂xfr‖L2 . r−1, ‖∂2
yfr‖L2 . t−2.

Applying (3.6) to fr yields

|fr| . t−
3

4 r−
3

4

and (3.10) follows.

B2. High frequencies. Here we consider times t ≥ 1 and frequencies λ ≥ t−
1

3 . The key
step in the analysis is to carry out a careful analysis of the operator Lz, depending on the
balance of v = t−1z and λ. Precisely, in the region v ≈ λ2, which corresponds to uhyp the
operator Lz is hyperbolic. Elsewhere, Lz is elliptic.

Lemma 3.2. For t ≥ 1 and λ ≥ t−
1

3 we have the estimates

‖L+
z u

hyp,+
λ ‖L2 . λ−2t−

1

2 (‖uλ‖L2 + ‖Lz∂xuλ‖L2),(3.12)

‖〈λ−2v〉uell
λ ‖L2 . λ−3t−1(‖uλ‖L2 + ‖Lz∂xuλ‖L2).(3.13)

Proof. We remark that this is a one dimensional estimate, which applies for fixed y. For
simplicity we set y = 0. By rescaling, it suffices to consider λ = 1. We note that the relation
λ > t−

1

3 is scale invariant, so after rescaling we still have t > 1.
Integrating by parts, we observe that for a smooth, compactly supported function f ,

‖
√
vf‖2L2 + 3‖∂xf‖2L2 = t−1‖L−

z f‖2L2 + 2
√
3

∫ √
vℑ(f∂xf) dx.

We apply this to f = L+
z u

hyp,+
1 . Then L−

z f = L−
z L

+
z u

hyp,+
1 can be directly estimated

‖L−
z f‖L2 . ‖Lzu

+
1 ‖L2 + ‖u+

1 ‖L2 . ‖Lz∂xu1‖L2 + ‖u1‖L2 .

where at the first step we use the spatial localization of the the cutoff function χhyp
1 to the

region {z ≈ |t|} and at the second step we have used the localization of u1 and thus Lzu1 at
frequency 1.

On the other hand, u1 is localized to positive unit frequencies. Hence v
1

4L+
z u

hyp,+
1 is also

localized to positive frequencies modulo OL2
(t−N) errors. Hence distributing the powers of

v we have
∫ √

vℑ(L+
z u

hyp,+
1 ∂x(L+

z u
hyp,+
1 )) dx =

∫

ℑ(v 1

4L+
z u

hyp,+
1 ∂x(v

1

4L+
z u

hyp,+
1 )) dx . t−N‖u1‖2L2 .

The estimate (3.12) then follows from the last two bounds.
10



For (3.13) we will use the ellipticity of the operator Lz in the support of 1 − χhyp
1 . For

that we decompose
uell
1 = χ{|v|≪1}u1 + χ{|v|≫1}u1 + χ{v∼−1}u1

for smooth cutoff functions χ{|v|≪1}, χ{|v|≫1}, χ{v∼−1} localized to the corresponding regions.
Integrating by parts, we have the identity

‖v∂xf‖2L2 + 9‖∂3
xf‖2L2 = t−2‖Lz∂xf‖2L2 + 3

∫

v|∂2
xf |2 dx.

We then apply this for f = χ{|v|≪1}u1, χ{|v|≫1}u1, χ{v∼−1}u1 respectively, using Garding’s
inequality and the localization of u1 to unit frequency in order to derive the estimates

∫

v|∂2
x(χ{|v|≪1}u1)|2 dx ≪ ‖χ{|v|≪1}∂

3
xu1‖2L2 + ‖u1‖2L2,

∫

v|∂2
x(χ{|v|≫1}u1)|2dx ≪ ‖χ{|v|≫1}v∂xu1‖2L2 + ‖u1‖2L2 ,

∫

v|∂2
x(χ{v∼−1}u1)|2dx ≤ 0.

Then the bound (3.13) follows.
�

B2(a) The hyperbolic part. Applying (3.6) with f(t, x, y) = e
− 2

3
√

3
it
− 1

2 |x|
3
2

uhyp
λ (t, x+ 1

4t
y2, y)

we have

|uhyp
λ | . t−

3

4‖uhyp
λ ‖

1

4

L2‖L+
z u

hyp
λ ‖

1

2

L2‖L2
y∂

2
xu

hyp
λ ‖

1

4

L2 .

Hence by (3.12) we obtain

|uhyp
λ | . t−1min{λ− 3

4 , λ− 3

2}.
The pointwise estimate (3.4) then follows from the fact that the uhyp

λ are supported in the
essentially disjoint regions {v ≈ 3λ2}.

B2(b) The elliptic part. Applying (3.6) with f(t, x, y) = uell
λ (t, x+ 1

4t
y2, y), we have

|uell
λ | . t−

1

2‖∂xuell
λ ‖

3

4

L2‖L2
y∂xu

ell
λ ‖

1

4

L2 .

Estimating as for the low frequencies, we apply the elliptic estimate (3.13) on dyadic
v-intervals to obtain

|uell
λ | . t−

5

4λ− 3

2 〈λ−2v〉− 3

4 .

We may then sum over λ ≥ t−
1

3 , to get

(3.14)
∑

λ

|uell
λ | . t−

3

4 〈t 2

3v〉− 3

4 (1 + log〈t 2

3v〉),
∑

λ

|∂xuell
λ | . t−

13

12 〈t 2

3v〉− 1

4 .

The estimate (3.5) then follows from (3.11) and (3.14). �

As a consequence of the localization of uhyp and the compatibility of the localization with
the X-norm, we have the following corollary:

Corollary 3.3. For t > 1, we have the estimates

(3.15) ‖v 1

2L+
z ∂xu

hyp,+‖L2 . t−
1

2‖u‖X , ‖v−1∂3
xL

2
yu

hyp‖L2 . ‖u‖X.
11



4. Wave packets

To study the global decay properties of solutions to (1.1) we apply the same idea as
in [9,13–15], which is to test the solution u with wave packets which travel along the Hamilton
flow. Since we aim to prove uniform bounds on ux, it is simpler to test ux rather than u.

A wave packet, in the context here, is an approximate solution to the linear system, with
O(t−1) errors. Precisely, for each trajectory Γv=(v1,v2) as in (1.11), we establish decay for ux

along this ray by testing with a wave packet moving along the ray with velocity v where, in
contrast to Section 3, we now consider v to be independent of (t, x, y).

To motivate the definition of this packet we recall some useful facts. First, this ray
is associated with waves that have spatial frequencies ±(ξv, ηv) as in (1.10). Thus, it is
convenient to use the phase function ±φ, with φ as in (1.12). Selecting the + sign, which
corresponds to positive x-frequencies, it is natural to use as test functions wave packets of
the form

(4.1) Ψv(t, x, y) = −i
√
3v−

1

2∂x
(

χ(λ1(z − vt), λ2(y − v2t))e
iφ(t,x,y)

)

,

where

λ1 = t−
1

2v−
1

4 , λ2 = t−
1

2v
1

4 .

Here we take χ smooth with compact support. For normalization purposes we assume that
∫

χ(α, β) dαdβ = 1.

The t
1

2 localization scale is exactly the scale of wave packets which are required to stay
coherent on the time scale t. The v factors account for the different dispersion rates in the x
and the y directions. Finally, the x derivative is used in order to simplify the computation
of LΨv. For other purposes we note that the leading part of Ψv is given by

Ψv = χeiφ +O(λ1).

To see that these are reasonable approximate solutions we observe that we can compute

(4.2)
e−iφLΨv =

1

2
t−1

[

−∂x((z − vt)χ) + (∂y +
y

2t
∂x)((y − v2t)χ)

]

− i
√
3
(

v−
1

2 (∂y +
y

2t
∂x)

2χ− v
1

2∂2
xχ

)

+O(t−
3

2v
1

4 ).

The explicit terms above are the leading ones, and, as expected, have size t−1 times the
size of Ψv; further, they exhibit some additional structure, manifested in the presence of the
outer differentiation operators (∂x, ∂y), which we will take advantage of later on. The error

term at the end has similar localization and regularity, but its size is better by another t
1

2

factor, so no further structure information is needed.
The above computation shows that our wave packet Ψv is indeed an approximate solution

for the linear equation in (1.1). To be more precise, as in [9, 13–15], our test packet Ψv is
a good approximate solution for the linear equation associated to our problem only on the
dyadic time scale ∆t ≪ t. Nevertheless, we are using these packets as test functions globally
in time, and this is where the extra structure above is relevant.

The outcome of testing solutions of (1.1) with the wave packet Ψv is the scalar complex

valued function γ(t,v), defined in the region {v ≥ t−
2

3} (this is the region where the O(t−
3

2 v
1

4 )
12



terms in (4.2) can actually be treated as error terms):

γ(t,v) :=

∫

uxΨ̄v dxdy,

which we will use as a good measure of the size of ux along our chosen ray.
For the purpose of proving global existence of the solutions we only need to consider γ

along a single ray. However, in order to obtain a more precise asymptotics we will think of
γ as a function γ(t,v).

The main purpose of the remaining part of this section is to establish qualitative properties
for γ and this will be done in the two propositions below. As a prerequisite, we need the
following estimates:

Lemma 4.1. Assume w : R2 → C is a compactly supported function. Then the following
estimate holds whenever all factors on the right are finite:

(4.3) ‖w‖
Ċ

1
4
≤ (‖wx‖L2 + ‖wy‖L2)

1

4‖wx‖
1

2

L2‖wyy‖
1

4

L2.

Proof. The proof of this lemma is fairly straightforward; we use the embedding of Ḣ
3

4 into
Ċ

1

4 and interpolation to obtain

‖w‖
L∞
x Ċ

1
4
y

≤ ‖w‖
L∞
x Ḣ

3
4
y

. ‖w‖
1

2

L2
xḢ

3
2
y

‖wx‖
1

2

L2
xL

2
y
. ‖wy‖

1

4

L2‖wyy‖
1

4

L2‖wx‖
1

2

L2 .

On the other hand, exchanging the order of the variables, we similarly have

‖w‖
L∞
y Ċ

1
4
x

. ‖w‖
L∞
y Ḣ

3
4
x

. ‖w‖
3

4

L2
yḢ

1
x

‖wyy‖
1

4

L2
yL

2
x
= ‖wx‖

3

4

L2‖wyy‖
1

4

L2 .

The two bounds above complete the proof of (4.3). �

Now we are left with two tasks. Firstly, we need to show that γ is a good representation
of the pointwise size of ux, and for this we need to compare ux to γ(t,v) as follows:

Proposition 4.2. The function γ satisfies the uniform bound

‖γ‖L∞ . t‖ux‖L∞ ,(4.4)

as well as the approximation error estimate

(4.5) ‖ux(t,vt)− 2t−1ℜ{eiφ(t,vt)γ(t,v)}‖L∞ .v−
1

16 t−
9

8‖u‖X.

Proof. The first estimate (4.4) is straightforward as
∫

|Ψv|dxdy = t.

We turn our attention to (4.5), where we will take advantage of the dyadic decomposition
of ux in Section 3.

We first observe that we can simplify the expression of Ψv in the formula for γ: the lower
order terms in Ψv are better by a factor of v

1

4 t−
1

2 , therefore we can readily replace Ψv by
χeiφ. Thus, it suffices to work with

(4.6) γ(t,v) =

∫

uxe
−iφχ dxdy.

13



Decomposing ux = uell
x +uhyp,−

x +uhyp,+
x we observe that only the last term has a nontrivial

contribution to γ

(4.7) γ =

∫

uhyp,+
x e−iφχ dxdy +O(t−N),

where N is arbitrarily large. The contributions of uhyp,−
x and uell decay as t−N since there are

no resonant frequency interactions (uhyp,−
x and uell

x are frequency localized away from (ξv, ηv)
where Ψv is localized). We can further harmlessly replace uhyp,+

x by its component uhyp,+
v,x

associated to the dyadic frequency associated to ξv (and its immediate neighbors).
Now we turn our attention to ux in (4.5). For the elliptic part uell

x we already have a
satisfactory estimate in (3.5). On the other hand uhyp

x = 2ℜuhyp,+
x . Hence, given the above

considerations it suffices to estimate the difference

D := uhyp,+
v,x (t,vt)− t−1

∫

uhyp,+
v,x e−iφχ dxdy.

Introducing the notation w(t, z, y) := e−iφ(t,x,y)uhyp,+
v,x (t, x, y) we compute

e−iφ(t,vt)D = w(t, vt, v2t)− t−1

∫

w(t, z, y)χ dzdy

= t−1

∫

[w(t, vt, v2t)− w(t, z, y)]χ(λ1(z − vt), λ2(y − v2t)) dzdy

= −
∫

[

w(t, vt, v2t)− w(t, λ−1
1 α+ vt, λ−1

2 β + v2t)
]

χ(α, β) dαdβ

= −
∫

[w̃(t, 0, 0)− w̃(t, α, β)]χ(α, β) dαdβ,

where we have used the notation w̃(t, α, β) := w(t, λ−1
1 α + vt, λ−1

2 β + v2t). Hence,

(4.8) |D| .
∫

|w̃(t, 0, 0)− w̃(t, α, β)|χ(α, β) dαdβ.

To estimate the RHS above we use the bound in Lemma 4.1. This gives

(4.9) |w̃(t, 0, 0)− w̃(t, α, β)| . (|α|+ |β|) 1

4 (‖w̃α‖L2 + ‖w̃β‖L2)
3

4 ‖w̃ββ‖
1

4

L2.

To conclude the bound for D it remains to reinterpret the result of (4.9) in terms of the
original function uhyp,+

v,x (t, x, y). For that we compute

w̃α(t, α, β) = λ−1
1 ∂zw(t, z, y) =

−ieiφ(t,x,y)v
1

4

√
3

L+
z u

hyp,+
v,x (t, x, y),

w̃β(t, α, β) = λ−1
2 ∂yw(t, z, y) =

e−iφv−
1

4

2t
1

2

[

Ly∂
2
xu

hyp,+
v

]

,

w̃ββ(t, α, β) = λ−2
2 ∂yyw(t, z, y) =

e−iφv−
1

2

4t

[

L2
y∂

2
xu

hyp,+
v,x

]

,

14



and the corresponding L2 norms in the initial variable:

‖w̃α‖L2

αβ
=
v

1

4

√
3
t−

1

2‖L+
z ∂xu

hyp,+
v ‖L2

xy
. v−

1

4 t−1‖u‖X,

‖w̃β‖L2

αβ
=
v−

1

4

2
t−1‖Ly∂

2
xu

hyp,+
v ‖L2

xy
. v−

1

4 t−1‖u‖X ,

‖w̃ββ‖L2

αβ
=
v−

1

2

4
t−

3

2‖L2
y∂

2
xu

hyp,+
v,x ‖L2

xy
. v

1

2 t−
3

2‖u‖X,

where we have used the bounds for uhyp,+ in Corollary 3.3. Thus from (4.9) we obtain

|w̃(t, 0, 0)− w̃(t, α, β)| . v−
1

16 t−
9

8‖u‖X, |α|+ |β| . 1,

which leads to a similar bound for D. We remark that we can rewrite this bound in terms
of w as

(4.10) |w(t, vt, v2t)− w(t, z, y)| . v−
1

16 t−
9

8‖u‖X , (t, z, y) ∈ supp Ψv,

which will be useful later.
�

Secondly, we need to show that γ stays bounded, which we do by establishing a differential
equation for it:

Proposition 4.3. If u solves (1.1), then we have that

(4.11) γ̇(t,v) = O(t−
13

12 )(‖u‖X + ‖u‖2X), v > t−
1

3 .

Proof. We obtain the differential equation for γ by simply testing (1.1) against our wave
packet Ψv,

(4.12) γ̇(t,v) =

∫

LΨ̄vux − Ψ̄v∂x(uux) dxdy.

First we measure the error in the linear component of (4.12). We separate u and ux into
hyperbolic and elliptic parts. The decay is slightly better in the elliptic case

∣

∣

∣

∣

∫

LΨ̄vu
ell
x dxdy

∣

∣

∣

∣

. v−
1

4 t−
5

4‖u‖X .

For uhyp
x , we further decompose into uhyp,+

x and uhyp,−
x . The contribution of the last one is of

O(t−N), due to mismatched frequencies. So we are left with the contribution of uhyp,+
x . For

LΨv it suffices to consider its leading term from (4.2), which is of order O(t−1). This yields
the following integral

∫
[

1

2
t−1

[

−∂x((z − vt)χ) + (∂y +
y

2t
∂x)((y − v2t)χ)

]

+i
√
3
(

v−
1

2 (∂y +
y

2t
∂x)

2χ− v
1

2∂2
xχ

)]

e−iφuhyp,+
x dxdy.

Using the bound (4.10) for w(t, z, y) := e−iφ(t,x,y)uhyp,+
x (t, x, y), we approximate

w(t, z, y) = w(t, vt, v2t) +O(v−
1

16 t−
9

8 )‖u‖X ,
and substitute it in the integral above. The contribution of the error term yields a v−

1

16 t−
9

8

bound, and the contribution of the leading term vanishes when we integrate by parts.
15



For the second term in (4.12) we integrate by parts and separate u and ux into hyperbolic
and elliptic parts. For example, when we estimate the hyperbolic and elliptic interaction,
we make use of bounds obtained in (3.4) and (3.5)

∣

∣

∣

∣

∫

Ψ̄v∂x(u
hypuell

x ) dxdy

∣

∣

∣

∣

. v−
1

2 t−
5

4‖u‖2X .

The same argument applies whenever one of the factors is elliptic; so we are left only with
the hyperbolic-hyperbolic interaction

∫

Ψ̄v∂x(u
hypuhyp

x ) dxdy.

By definition, the hyperbolic components are frequency localized near ±(ξv, ηv), while Ψ̄v is
localized at −(ξv, ηv). Since the three interacting frequencies cannot add up to zero, it follows
that the above integral is rapidly decreasing, i.e., is of order ǫt−N , for N large enough. �

In the last part of this section we finalize the bootstrap argument and prove (1.7). We
already have the estimate for 0 < t < 1, so we consider a time interval [1, T ] where we make
the bootstrap assumption

|ux| ≤ Cǫt−1,

with a fixed large universal constant C. Here C is chosen with the property that

1 ≪ C ≪ ǫ−
1

2 .

Under this assumption, by Proposition 2.1, u satisfies the energy estimate (2.2) in the same
time interval [1, T ]. From Proposition 3.1 we have

(4.13) |ux| . ǫt−1+C∗ǫ
[

min{|v|− 1

4 , |v| 18}+ t−
1

12

]

.

This immediately implies

(4.14) |γ(t,v)| . ǫtC∗ǫmin{|v|− 1

4 , |v| 18}.
Our goal is to prove (1.7). For this we consider the domain Ω

Ω :=
{

v : t−α ≤ v ≤ tα
}

,

where α is a sufficiently small parameter; α = 1
6
suffices. Outside Ω, the bound in (1.7)

follows from (4.13). Inside Ω we use use Proposition 4.2 and Proposition 4.3 to show that
(1.7) holds with an implicit constant which does not depend on C. From the bound (4.5)
obtained in Proposition 4.2, and (2.2) we get

‖ux(t,vt)− 2t−1ℜ{eiφ(t,vt)γ(t,v)}‖L∞ . v−
1

16 t−
9

8‖u‖X . ǫv−
1

16 t−
9

8
+ǫC∗ .

This estimate implies that inside Ω we can substitute the bound (1.7) for ux with its analogue
for γ, namely

(4.15) |γ(t,v)| . ǫ.

Our goal now is to use the ODE (4.11) in order to transition from (4.14) to (4.15) along
rays Γv. From Proposition 4.3 we have the following bound in Ω

(4.16) |γ̇(t,v)| . ǫt−
13

12
+2ǫC∗ .

We consider three cases for v:
16



(i) Suppose first that v ≈ 1, i.e., z ≈ t. Then we initially have

|γ(t,v)| . ǫ, t ≈ 1.

Integrating (4.11) we conclude that

|γ(t,v)| . ǫ, t ≥ 1,

and (4.15) follows.
(ii) Assume now that v ≪ 1, i.e., z ≪ t. Then, as t increases, the ray Γv enters Ω at some

point t0 with v ≈ t−α
0 . Then by (4.14) we obtain

|γ(t0,v)| . ǫtǫC∗

0 v
1

8 . ǫ.

We use this to initialize γ. For larger t we use (4.16) to conclude that

|γ(t,v)| . |γ(t0,v)|+ ǫt
− 1

12
+2ǫC∗

0 . ǫ, t > t0.

Then (4.15) follows.
(iii) Finally, consider the case v ≫ 1, i.e., z ≫ t. Again, as t increases, the ray z = vt

enters Ω at some point t0 v ≈ tα0 , therefore by (4.14) we obtain

|γ(t0,v)| . ǫtǫC∗

0 v−
1

4 . ǫ.

We use this to initialize γ. For larger t we use (4.16) to conclude that

|γ(t,v)| . |γ(t0,v)|+ ǫt
− 1

12
+2ǫC∗

0 . ǫ, t > t0.

Then (4.15) again follows.

5. Scattering

In this section we prove the scattering estimate (1.8). We will use what we have already
proved so far, namely that we have a global solution u which satisfies the bounds (1.6) and
(1.7).

For fixed α > 0, let

w = P
t−

α
2 ≤·≤t

α
2
u,

where the projection acts on x-frequencies. If Ω is defined as in Section 4, then for fixed v,
the ray Γv will eventually lie in Ω and hence whyp will capture the hyperbolic part of u at
infinity. For concreteness we take α = 1

6
although any sufficiently small α > 0 will suffice.

Lemma 5.1. Let t ≥ 1. We then have the estimate

(5.1) ‖uux − 2ℜ(w+w+
x )‖L2 . ǫ2t−

49

48
+Cǫ.

Proof. Let χ be a bump function, identically 1 on the region Ω. From (3.4) and (3.5) we
have the estimate

‖(1− χ)uux‖L2 + ‖(1− χ)wwx‖L2 . ǫ2t−
49

48
+Cǫ.

On the other hand, from the localization of uhyp, we have χ(uhyp−whyp), χ(uhyp−whyp)x = 0,
and from the elliptic estimate (3.5),

‖χ(uell − well)‖L∞ + ‖χ(uell
x − well

x )‖L∞ . ‖χuell‖L∞ + ‖χuell
x ‖L∞ . ǫt−

9

8
+Cǫ(1 + log t).

17



Thus we are left with estimating the difference arising for the hyperbolic parts, for which,
using uhyp = 2ℜuhyp,+, we write

χ(uhypuhyp
x − 2ℜ(whyp,+whyp,+

x )) = χ(uhypuhyp
x − 2ℜ(uhyp,+uhyp,+

x )) = χ∂x|uhyp,+|2

To bound this last term, we use (3.12) to obtain

‖∂x(|whyp,+|2)‖L2 . t−
1

2‖whyp,+L+
z w

hyp,+‖L2 . ǫ2t−
7

4
+Cǫ.

�

As 2ℜ(w+w+
x ) 6∈ L1L2, we look to find an approximate solution to the equation

Lumod ≈ 2ℜ(w+w+
x )

with error terms in L1L2. As the bulk of uhyp,±, and thus of w, is localized at frequency
±(ω(ξv, ηv), ξv, ηv), a standard frequency/modulation analysis leads to the choice of a qua-
dratic correction term

(5.2) umod =
8

3
∂−3
x ℜ(w+w+

x ).

We observe that w+w+
x is localized at x-frequencies t−

1

12 . ξ . t
1

12 , so (5.2) is well-defined
and satisfies the L2 bound

(5.3) ‖umod‖L2 . ǫ2t−
3

4 .

The scattering bound (1.8) is then a consequence of the following Lemma.

Lemma 5.2. For t ≥ 1 and ǫ > 0 sufficiently small, we have the estimate

(5.4)
∥

∥2ℜ(w+w+
x )− Lumod

∥

∥

L2
. ǫ2t−

7

4
+Cǫ.

Proof. We calculate

L∂x(fg) = ∂x

(

(Lf)g + f(Lg) + 3fxxgx + 3fxgxx −
1

2t
fg

)

+
1

4t2
(L2

y∂xf)gx +
1

4t2
fx(L

2
y∂xg)−

1

2t2
(Ly∂xf)(Ly∂xg),

which gives

4

3
L∂−3

x (w+w+
x ) = ∂−2

x

(

4

3
w+[∂t, P

+

t
− 1

12 ≤·≤t
1
12

]u+
2

3
w+P+

t
− 1

12 ≤·≤t
1
12

(u2)x + 4w+
xxw

+
x − 1

3t
(w+)2

)

+ ∂−3
x

(

1

3t2
(L2

y∂xw
+)w+

x − 1

3t2
(Ly∂xw

+)2
)

.

We observe that

[P+

t
− 1

12 ≤·≤t
1
12

, ∂t] = t−1P+

t
1
12

+ t−1P+

t
− 1

12

, [P+

t
− 1

12 ≤·≤t
1
12

, Ly] = 0.

For sufficiently small ǫ > 0, the frequency localization, (1.6) and (1.7) then yield the estimate
∥

∥Lumod − 4∂−2
x

(

w+
x w

+
xx

)
∥

∥

L2
. ǫ2(1 + ǫ)t−

7

4 .

We may write

∂2
x(w

+w+
x ) = 4w+

x w
+
xx +

1

3t
w+

x Lzw
+ − 1

3t
w+Lz∂xw

+.
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As

[P+

t
− 1

12 ≤·≤t
1
12

, Lz] = t−
1

12P+

t
1
12

+ t
1

12P+

t
− 1

12

,

we may commute the frequency localization with Lz and estimate as before to get
∥

∥w+w+
x − 4∂−2

x

(

w+
x w

+
xx

)
∥

∥

L2
. ǫ2t−

7

4
+Cǫ.

�
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