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21 Abstract

22 This research uses a longitudinal data set of commuting behavior to test the nature and
23 strength of the association between residential change and employment location. Do
24 households minimize commuting distances when they change residences and what are the
25 differences for one-worker and two-worker households? The analysis utilizes descriptive
26 measures of distance and time to work for pre- and post-residential relocations and develops
27 estimates from a probability model of work-place attraction. We extend earlier research on
28 commuting distances by using a multinodal rather than a monocentric city, by specifically
29 considering the commuting responses of two-worker households and by formally estimating
30 a model of the response to commuting distances. The findings indicate that both one- and
31 two-worker households with greater separation between workplace and residence make
32 decreases in distance and time. Overall, as other studies have shown, women commute
33 shorter distances and are more likely to minimize commuting after a move than are men.
34 The probability model fits the likelihood of decreasing distance with greater separation and
35 provides a more exact specification of the connection between residence and workplace than
36 previous analyses of this relationship. 2002 Published by Elsevier Science B.V.
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40 1 . Introduction

41 Urban areas have experienced profound social, economic, and spatial trans-
42 formations since the development of the classical monocentric models of the urban
43 structure. The decentralization of jobs and the growth of ‘edge’ cities (Garreau,
44 1991; Gordon et al., 1989a,b) have altered urban spatial structures and changed
45 commuting patterns and processes. The rise of the policentric city with a complex
46 set of employment nodes in place of the traditional attraction of the downtown
47 core has changed the connection between home and workplace. Changing
48 household structures have added to the complexity. Now the number of two-
49 worker households with two separate commutes are equal, or nearly so, to the
50 number of traditional single-worker households. Thus, the question of whether,
51 and how, commuting behavior has changed is even more relevant.
52 In a changed spatial context and for changing labor-force participation of
53 two-worker households, what is the nature of the link between residence and
54 workplace? We know that job access is influenced by both the spatial distribution
55 of jobs and individual spatial flexibility and in turn individual flexibility is related
56 to the number of workers in the household. Hence, changing spatial concentrations
57 of jobs and the ability of workers to change residences are both relevant. Do
58 households with one and two workers differ in their adjustment process to
59 commuting? In addition, the rise in female labor-force participation raises
60 questions about their commuting behavior and especially for those in two worker
61 households. How are female workers affected, by the residential relocation
62 process? It is in this context too, that the concept of commuting tolerance has been
63 used to ask at what point do commuters become resistant to further increases in
64 commute time. Empirical observations have suggested a tolerance zone in the
65 range of about 30–45 min (Getis, 1969; van Ommeren et al., 1997), but there
66 remains a lack within the literature of a formal probabilistic model of the
67 relationship between work travel before and after residential change. The guiding
68 questions for this research are whether separation matters and do households
69 reduce their commute distance (and time) when they move?
70 There are some studies that have provided models of the relationship between
71 residence and workplace (van Ommeren, 1999), but up till now this research has
72 carried out only limited empirical tests of the behavioral response tochanges in
73 residences or jobs. While we know a great deal about the actual commuting
74 distances and times of workers, we know much less about the behavioral limits on
75 these commuting distances and times. Little is known as to how they vary by
76 household type or the behavioral responses to the length of the commute. In this
77 study we examine the interdependence of job location and residential relocation at
78 the local scale in the Seattle metropolitan region, a case study for large US
79 metropolitan areas. We extend earlier research on commuting distances by using a
80 multinodal rather than a monocentric city, by specifically considering the
81 commuting responses of two-worker households, and by formally estimating a
82 model of the response to commuting distances.
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84 2 . Background

85 The connection between home and workplace has been, and remains, a central
86 part of theories of urban spatial structure. Economic models have emphasized the
87 trade-off between commuting costs and housing costs and placed this trade-off at
88 the core of models of residential location (Wingo, 1961; Kain, 1962; Alonso,
89 1964; Muth, 1969). While it is clear that the monocentric model of the city is no
90 longer a good description of the changing US metropolitan area (Berry and Kim,
91 1993) equally clearly, we need not reject the notions of accessibility and economic
92 competition (Gordon et al., 1989a,b). Indeed, it is the continuing if changing
93 separation of jobs and residences which still produces much of the commuting in
94 cities, and despite the changing urban structure, those links are as relevant in the
95 policentric city as in the monocentric city (Clark and Kuijpers-Linde, 1994).
96 However, in practice the dispersal of job opportunities has created a much more
97 complicated behavioral response to the linkage between work and residence.
98 It is clear that households do not just use commuting distance as the only reason
99 for residential relocation as accessibility to work is only one of several important
100 variables in explanations of moving behavior (Quigley and Weinberg, 1977). In
101 fact it appears that many moves within the city in effect hold the distance to work
102 as a constant. There is previous work which shows that there is an ‘indifference
103 zone’ within which commuters are relatively indifferent to access to work (Getis,
104 1969). Brown (1975) found that households with employment changes outside
105 their original work zone were much more likely to move than were households
106 within the original work zone. Clark and Burt (1980) established that there is a
107 marked tendency for households to move closer to their workplace as that
108 separation increases. Simply, if a household is a long distance from the workplace,
109 when the household moves it is likely to move nearer the workplace.
110 Cervero and Wu’s (1997) study of commuting and residential location in the
111 policentric San Francisco Bay Area found evidence that suburban employment
112 tends to generate shorter commute times than central city employment. Research
113 on policentric urban structures, at least in what have become known as edge cities,
114 confirms the link between workplace and residence but now it is a link between
115 households and a set of nodes scattered throughout the metropolitan region
116 (Gordon et al., 1989a,b; Levine, 1998). A number of studies have examined the
117 impact on the commuting times and distances for workers in firms that have
118 relocated to the suburbs (Doorn and van Rietbergen, 1990; Bell, 1991; Cervero
119 and Landis, 1992; Wachs et al., 1993). The findings are variable and suggest that
120 commuting patterns are adjusting to evolving metropolitan dispersal and may be
121 self-adjusting in a way that is decreasing congestion and commuting times and
122 may substantially affect the notion of the commuting threshold.
123 Until recently, few studies had examined the complex intersection of residential
124 location, job location and commuting in a dynamic context. Simpson (1987) notes
125 that most data sources are cross-sectional and simply do not take into account the
126 dynamic nature of residential decision making. In the absence of longitudinal data,



REGEC2412
UNCORRECTED P

ROOF

ARTICLE IN PRESS
171 4 W.A.V. Clark et al. / Regional Science and Urban Economics 1 (2002) 000–000

128 Levinson (1997) attempts to unravel the complexity of the job-commute-residence
129 nexus by focusing on job duration and residence duration. Levinson (1998) argues
130 that individuals who have recently changed their jobs or residence should have
131 shorter than average commutes if indeed these relocations are induced by the
132 desire to reduce commuting distance or time. Similarly, individuals with a long
133 duration of employment and residence should have shorter than average commutes
134 since these households have remained spatially stable. Although he finds support
135 for his hypothesis, it remains weak since commuting tolerance is only one of many
136 motivations for residential mobility. However, he does establish the interdepen-
137 dence of workplace and residential location, unlike much other research which
138 continues to treat workplace and residence choice as exogenous.
139 A recent series of Dutch papers (van Ommeren et al., 1997; van Ommeren,
140 1999; Rouwendal and Rietveld, 1994; and Rouwendal, 1999) take up the issue of
141 the residence-commuting link by examining job search behavior and job locations.
142 Using a search model framework they ask how residential changes and job
143 changes are interrelated. These studies develop sophisticated theoretical
144 frameworks to show that an increase in commuting distance increases the
145 probability of accepting a job offer or a residential offer. In other words, it
146 increases the probability of adjustment and subsequent decreases in the commute
147 distance. Additionally, this work suggests that employment location is more
148 sensitive to the residential location than the reverse, due in part to the high costs of
149 changing residence. van Ommeren et al. (1997) suggest that there is no trigger
150 effect of job change on residential change. This lies in contrast to Clark and
151 Withers (1999) who found a job change to trigger residential mobility, especially
152 for renters in the United States. It seems there is an apparent contradiction in the
153 Dutch research that has yet to be reconciled. On the one hand they identify a
154 correlation between residential and labor-market mobility and on the other they
155 downplay the role of the trigger effect of a job change. Nonetheless, this body of
156 work has served to emphasize the importance of the interrelated nature of
157 residence and job change.
158 There are few models that allow for simultaneous search in the labor market and
159 the housing market. An important exception is the research by van Ommeren et al.
160 (1996) which analyzed residential and labor market mobility in the Netherlands
161 using a bivariate duration model. Others have examined the sequence of residence
162 and workplace choice, and also found them to be related (Waddell, 1993; Gordon
163 and Vickerman, 1982; Linneman and Graves, 1983). Zax and Kain (1991) link
164 commuting distance to the propensity to quit a job or to change residence and
165 Crane (1996) shows that the connection between workplace and home is not static;
166 it is based on expectations of future employment opportunities and residential
167 aspirations.
168 The largest gap in the research on commuting and residential change is in the
169 area of dual labor market attachments. Do households with one and two workers
170 differ in their adjustment process to commuting? It is as yet unclear whether the
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172 locational constraint imposed by the primary worker (the head) restricts the
173 residential mobility of the spouse. There is some evidence that women’s earnings
174 opportunities and commuting burdens influence the residential location and
175 workplace choices of both partners (Freedman and Kern, 1997). In addition, as
176 hypothetically the probability of moving is more strongly related to commuting
177 distance for women than men, we might expect women to have a shorter commute
178 distance after a move (Abraham and Hunt, 1997). In an effort to disentangle these
179 interdependencies, Sermons and Koppelman (1999) consider the sequencing of
180 residence change and job changes for women to determine whether their
181 workplace tends to be exogenous to the residential location of the household. They
182 find that they are not exogenous and that there is evidence to support the
183 household responsibility hypothesis.
184 Over the past 30 years consistent gender differences in the journey to work have
185 been well established in the literature (Blumen, 1994; Turner and Niemeier, 1997;
186 Wyly, 1998). Within this voluminous literature most studies compare men and
187 women in the aggregate and consistently find that women tend to commute shorter
188 distances and travel less time than men. The difference is frequently explained by
189 women’s low wages, their need to balance the dual role of mother and worker, and
190 a relatively even spatial distribution of jobs (MacDonald, 1999). Johnston-
191 Anumonwo (1992) is one of the few authors that has considered variations in
192 gender differences in commuting by the number of workers in the household, and
193 she finds women’s greater time constraints lead to selecting shorter commute
194 distances and time. She concluded that women are not ‘indifferent’ to job
195 locations. Singell and Lillydahl (1986) found that in two-earner married house-
196 holds it was the male’s job location that propelled residential location decisions.
197 Moreover, they found a residence change increased female commute times. The
198 seemingly contradictory findings may well be due to the various spatial and
199 temporal scales of analysis but it is clear that there is much more that we need to
200 know about the mechanics of these processes of commuting and residential
201 mobility.
202 This review serves to reiterate that separation is a critical component of
203 residence change and job location. By examining the behavioral links in decision
204 making between these spheres we focus on a major element of the commuting
205 process and on the nature of the linkage itself. This study will provide answers to
206 the question of how sensitive households of different types are to the separation
207 within a local labor market.

208 3 . Data and hypotheses

209 To assess the connection between residential changes and commuting behavior
210 we use a unique longitudinal panel survey of households in the greater Seattle
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216 area—the Puget Sound Transportation Panel (PSTP). The PSTP was collected by
217 the Puget Sound Regional Council during the early and mid 1990s and was the
218 first application of a general-purpose urban travel panel survey in the US
219 (Murakami and Watterson, 1995). The data set is a longitudinal sample of
220 approximately 2000 households within the Seattle labor market. Commuting and
221 limited demographic characteristics for each household member were collected
222 over a series of years, including 1989–1990, 1992–1994 and 1996–1997. The
223 survey was not conducted in 1991 or in 1995 and although it would be possible to
224 construct moves for 1990–1992 and 1994–1996 we elected not to do this as it
225 would be a 2-year move interval which would introduce unknown bias into our
226 analysis. A 2-year, rather than a 1-year interval may or may not affect decisions
227 about work location. The data source provides a number of key measures required
228 for this study: the residential location (measured by census tract), the workplace
229 (also measured by census tract), and the distance and time of the journey to work
230 for each employed household member. In addition, the survey measures changes in
231 both residences and job location (Watterson, 1995). We used distance calculated
232 from tract centroids and reported time by respondents in the survey.
233 We use both distance and reported time in the descriptive analysis but distance
234 in our model construction. Distance can be measured within about a half mile
235 accuracy which is determined by the tract sizes. Reported times have significant
236 clustering at particular intervals 15, 20, 25, 30 and 35 min which raises serious

1
237 difficulties in formulating a model of continuous times. The has always been a
238 concern and debate about the use of time versus distance in measuring the
239 interaction of residence and workplace. In response to a referee’s concerns we
240 examined the relationship between distance and time. While the correlation is

2
241 substantial, it is not perfect (r 5 0.6), but it does show a general tendency for time
242 and distance to be related. However, we have chosen to formally model distance as
243 it is distance and the interaction of places of work and residence which can be
244 examined within the explicit spatial structure of the city. It is only with location
245 and distance and the associated angular relationships that we can model the
246 relationship of distance and direction. It is worth reiterating that the relationship
247 between the new and old residence does affect the distance and directions of the
248 links between the workplace and the residence, thus it is a critical spatial element
249 of the model.
250 Some measures of household characteristics are also available in the survey
251 including family size and composition. Clearly, trips beyond those by the workers
252 will likely influence the decision to change residence but these trips are reported

215
1212 A reviewer suggested the interesting idea of translating times via GIS coding of exact street

213 addresses but we have been unable to secure the detailed housing locations which would make this
214 possible.
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261 only for a smaller selection of respondents who completed a travel diary and have
2

262 not been analyzed in this study.
263 The primary focus of this research is the nature of changes in the commuting
264 link. We examine all households that experienced a residence change and we
265 examine the nature of the move in relation to the workplace destinations of
266 individuals in the household. We will examine two types of households: (1)
267 households with one worker (single persons or families); and (2) households with
268 two workers. We examine all relocations between the available pairs of years
269 1989–90, 1992–93, 1993–94 and 1996–97. There were approximately 460
270 households who changed residence and/or changed workplace in the four pairs of

3
271 years. There were 326 households who changed residences and did not change job
272 locations and this subset is used for tests of the model specification.
273 The review of the literature suggests the following preliminary hypotheses.
274 First, the most straightforward hypothesis examines the basic question: are
275 commuters distance/ time resistant?
276 Ceteris paribus, households who move will choose residences that are closer to
277 their workplace. The larger their initial separation between residence and
278 workplace the greater the likelihood of moving closer (and decreasing the
279 commute time) to the workplace.
280 Second, given the complexity of the job search and housing search process for
281 two-earner households, Freedman and Kern (1997), Waddell (1993), and van
282 Ommeren et al. (1998) found residential mobility to be negatively influenced by
283 the distance between the workplaces of the two-wage earners. These findings
284 suggest that mobility will be lower and that there will be a lower probability of
285 reducing the distance to the workplace.
286 Individuals in dual-earner households that move are likely to have higher
287 average commutes both before and after a move than single earner households
288 due to the additional spatial constraints of the second earner’s place of
289 employment and labor force attachment.
290 Zax and Kain (1991) suggests that the dominant locational constraints are
291 imposed by the workplace of the primary worker. However, numerous studies at
292 the national and metropolitan scale have found that being married increases
293 commuting times for men. There is also persistent empirical evidence that wives
294 tend to have shorter commuting times than their husbands (Gordon et al., 1989a;

257
2254 The question of whether school age children and their trips will influence residential change is an

255 important one but will require further elaboration of the model to one or more trips to schools in
256 addition to the one or two work trips. This study is beyond the scope of this present paper.

3258 The numbers are slightly different for one-worker and two-worker households. In some cases,
259 although the household is reported as a two-worker household, the data for the second worker is
260 missing.
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315 Turner and Niemeier, 1997). Consistently, these gender differences in commuting
316 times are explained by the household responsibility hypothesis.
317 In two-worker households women will have shorter commutes but ( for women
318 who remain in the workforce) commutes will, on average, increase with residential
319 changes.
320 If this hypothesis holds it suggests support for the dominance of the primary
321 worker in the residence-workplace link.

322 3 .1. Descriptive interpretations

323 A set of descriptive tables provides the first tests of the hypotheses of work
324 attraction for residential change. To provide a base line standard of commuting
325 distance we include a table which shows those distances for all individuals in the
326 sample separated by those who change residences and those who do not change
327 residences (Table 1). We note that there is no relationship between pre-move
328 distance and the likelihood of moving. The tables are organized by commuting
329 distance (Table 2) and commuting time (Table 3). The tables differentiate one-
330 and two-worker households as well as residence changes in isolation or in concert
331 with job changes. They show the number of movers who had the same or a
332 decreased commute after moving versus those households who increased their
333 commute after moving. The categorization of distance and time was designed to
334 overcome the ‘rounding’ that occurs when people record their travel distance and
335 travel times (Rietveld et al., 1999). As we noted earlier, reported commuting times
336 have serious clustering at the deciles.
337 In the aggregate more households, whether with one or two workers, reduced
338 their commutes after moving. Analyzing the results by the pre-move commute

296 Table 1
297 Commuting distance for the total sample by change of residence status
298
299 Commute All Nonmovers Movers
300 (miles) (%) (%) (%)
301
302 0–4.0 19.19 18.92 21.47
303 4.1–8.0 22.95 22.85 23.20
304 8.1–12.0 16.67 16.33 16.93
305 12.1–16.0 13.77 14.32 10.97
306 16.1–20.0 9.37 9.63 9.25
307 20.1–24.0 6.07 5.95 6.11
308 24.1–28.0 4.59 4.56 4.55
309 28.1–32.0 2.69 2.74 2.82
310 32.11 4.70 4.69 4.70

311 Sum 100 100 100
312 totaln 7953 6669 638
313
314 For movers, the commute is pre-move distance.
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340 Table 2
341 Change in distance to work for households that changed residences
342
343 Pre-move No change in work place Changed work place
344
345 distance One worker Two workers One worker Two workers
346
347 (miles) Same or Increase Same or Increase Same or Increase Same or Increase

348 decrease decrease decrease decrease
349
350 0–4.0 7 10 20 27 8 6 8 11

351 4.1–8.0 14 12 20 22 7 4 5 14

352 8.1–12.0 17 10 19 17 7 5 1 8

353 12.1–16.0 12 4 16 14 1 1 5 1

354 16.1–20.0 6 3 16 8 4 0 7 3

355 20.1–24.0 7 3 9 3 1 0 6 0

356 24.1–28.0 6 0 7 3 0 1 3 0

357 28.1–32.0 2 1 2 2 3 0 3 0

358 32.11 2 1 12 0 4 0 1 0

359 Total n 73 44 121 96 35 17 39 37
360

383 reveals a distinct pattern in which households with longer commutes before the
384 move almost always reduced their commuting distance and time. The breakpoints,
385 that is the distance or time at which more households reduced rather than increased
386 their commutes are shaded on the tables and reveal different patterns for one and
387 two workers. There are also difference patterns for households that changed
388 residences and those who changed both residences and job locations. One-worker
389 households with relatively short commutes (less than 8 miles) tended to increase

361 Table 3
362 Change in time to work for households that changed residences
363
364 Pre-move No change in work place Changed work place
365
366 time One worker Two workers One worker Two workers
367
368 (min) Same or Increase Same or Increase Same or Increase Same or Increase

369 less less less less
370
371 0–7.5 0 1 2 3 1 0 4 0

372 7.6–12.5 2 2 7 6 1 1 1 3

373 12.6–17.5 11 3 7 10 6 3 5 4

374 17.6–22.5 5 4 17 8 2 1 1 7

375 22.6–27.5 8 1 12 5 1 1 1 4

376 27.6–32.5 12 2 16 4 5 0 2 1

377 32.6–37.5 3 1 4 1 4 0 3 1

378 37.6–42.5 1 0 4 3 1 1 1 2

379 42.6–47.5 7 1 7 2 1 0 5 0

380 47.61 11 4 22 4 9 0 8 0

381 Total n 60 19 98 46 31 7 31 22
382
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407 their commuting distance. Households which commuted more than 8 miles tended
408 to decrease their commutes (Table 2). The table uses a shaded area at the
409 breakpoint of 8 miles to emphasize the difference between one- and two-worker
410 households where the breakpoint is about 12–16 miles.
411 Generally, the households that increased their commutes were those that had
412 short commutes, either in distance or time, before they moved. This finding is
413 especially true for one-worker households. For the very longest commutes before a
414 residence change there is clear evidence of a tendency to maintain or reduce the
415 commute with the residential relocation. At the same time a larger number of
416 households increase the commute time when they had relatively short commutes
417 prior to moving. Clearly, changing jobs and houses has a significant effect on the
418 amount of commuting. In terms of our first two hypotheses there is substantial
419 support for reduced commute distances and times with residential relocation.
420 An alternative way of looking at commuting change is to measure the
421 proportion of one and two-worker households who commute the same or a similar
422 distance and time and the proportion who decrease or increase their commuting
423 (Table 4). Almost 60% of all households, one or two workers, commute the same
424 distance or within plus or minus 4 miles before and after the move. For households
425 that changed both residence and jobs the results are different, especially for
426 two-worker households. Many households have the same commutes and more so
427 in time than in distance. However, for two-worker households that change jobs
428 only a little more than a third maintain a similar commute time or distance. The
429 impact of changing both jobs and residences creates additional commutes but we
430 know from the previous tables that these increased commutes are not over large
431 distances.
432 The third component of the descriptive tests is the analysis of gender differences
433 for dual earner households (Tables 5 and 6). In general, women have shorter
434 commutes than men, especially when there is no change in workplace where
435 women are more likely to decrease their commute distance. In contrast, the

391 Table 4
392 Percent of workers who commute similar distances or time
393
394 No change in work place Changed work place
395
396 One worker Two workers One worker Two workers
397
398 (a) Distance
399 Decrease 4.1 miles1 15.0 14.5 24.4 20.6
400 Same14.0 miles 58.0 57.8 56.2 34.9
401 Increase 4.1 miles1 27.0 27.8 19.4 44.4

402 (b) Time
403 Decrease 5.1 min1 19.1 19.8 34.6 20.0
404 Same15.0 min 57.0 47.7 42.3 42.2
405 Increase 5.1 min1 23.8 32.4 23.1 37.7
406
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437 Table 5
438 Change in distance to work for two-worker households that changed residences by sex
439
440 Pre-move No change in work place Changed work place
441
442 distance Men Women Men Women
443
444 (miles) Same or Increase Same or Increase Same or Increase Same or Increase

445 decrease decrease decrease decrease
446
447 0–4.0 10 9 10 18 1 6 7 5

448 4.1–8.0 8 13 12 9 3 6 2 8

449 8.1–12.0 9 10 10 7 1 3 0 5

450 12.1–16.0 6 7 10 7 3 0 2 1

451 16.1–20.0 4 3 12 5 5 2 2 1

452 20.1–24.0 6 2 3 1 5 0 1 0

453 24.1–28.0 4 2 3 1 1 0 2 0

454 28.1–32.0 1 2 1 0 1 0 2 0

455 32.11 6 1 5 0 1 0 0 0

456 Total n 54 49 66 48 21 17 18 20
457

480 findings for dual earner households who changed both workplace and residence
481 had a large number of women with increased commutes in distance or time.
482 Amongst women who had commutes which were under 27.5 min, or less than 12
483 miles more than twice as many increased as stayed the same or decreased their
484 commutes after changing jobsand residences. There is certainly an indication in
485 the data that women who are in two-worker households and where both residences
486 and jobs change are impacted in their commutes. Even so, most of the increases
487 for women as for men were less than 8 miles and 27.5 min.

458 Table 6
459 Change in time to work for two-worker households that changed residences by sex
460
461 Pre-move No change in work place Changed work place
462
463 distance Men Women Men Women
464
465 (miles) Same or Increase Same or Increase Same or Increase Same or Increase

466 less less less less
467
468 0–7.5 2 2 0 1 4 0 0 0

469 7.6–12.5 6 4 1 2 0 1 1 2

470 12.6–17.5 4 6 3 4 3 0 2 4

471 17.6–22.5 7 5 10 3 0 4 1 3

472 22.6–27.5 2 3 10 2 0 0 1 4

473 27.6–32.5 12 3 4 1 2 1 0 0

474 32.6–37.5 1 1 3 0 2 0 1 1

475 37.6–42.5 0 0 4 3 1 1 0 1

476 42.6–47.5 2 1 5 1 4 0 1 0

477 47.6 1 10 1 12 3 5 0 3 0

478 Total n 46 26 52 20 21 7 10 15
479
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495 4 . Modeling workplace attraction

496 While the frequency distributions contribute partial answers to the question of
497 workplace attraction, a specification of the links between residential mobility and
498 workplace requires a model that has testable statements regarding the probability
499 of moving closer to or further from work, produces distributions of move distances
500 consistent with our existing knowledge of residential moves, and allows us to
501 examine the effect of distance on workplace attraction. To devise this analysis it is
502 useful to use a simple diagram of the relationship between residence and
503 workplaces. In the conceptualization we show a residence and distance from work
504 followed by a new distance to work after a residential relocation (Fig. 1). The
505 figure shows two sets of relationships. In Fig. 1a we envisage the relationship
506 between residence and workplace for a household with one worker. The change of
507 residence generates two separate distances from work for the locations before and
508 after a move, and an angle of change between the old and new distances. In a
509 two-worker household, as illustrated in Fig. 1b, the two workers produce two sets
510 of distances corresponding to before and after a residential move and two angles
511 for the relationship between the residence and workplace. Clearly the commuting
512 relationship is much more complex.
513 The central question relates to the distances between workplace and residence
514 before and after the move. The conceptualization of links between residence and
515 workplace which incorporates direction and distance can be structured as a two
516 parameter model in which the move is a vector that has length and direction and
517 the distribution of moves is a joint distribution of move lengths and move
518 directions. The effect of this formulation is to discard information about the city
519 structure and to focus on the dynamic relation between the residence and the work
520 location.

490

491 Fig. 1. (a) The vector structure of work–residence relationships. A move ofX miles in the directionq
492 is made from the old residence,R , to the new residence,R . Commuting distances before and after the1 2

493 move ares ands, respectively. (b) The same vector structure for a two worker household, wheres is0 1

494 worker one ands is worker two, and Work 2 is the second work place.2
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524 The figure shows the vector structure of an initial location (R ) and initial1

525 work–residence separations , followed by a new residential location (R ) and the0 2

526 corresponding new work-residence separation following the moves.
4

527 A model that formalizes the relationship of Fig. 1 assumes, consistent with
528 empirical findings (Quigley and Weinberg, 1977; Clark and Burt, 1980), that move
529 distances are distributed exponentially:

2ax
530 f(x)5a e , x . 0 (1)

531 where x is the distance moved in miles andf(x) is the reciprocal of miles. A
532 second assumption is that move directions follow a von Mises distribution with a
533 mean direction of zero (Gaile and Burt, 1976). For a mean direction of zero the
534 density function is given by:

1 k cosu]]]535 g(u )5 e , 2p ,u #p (2)
2pI (k)0

536 whereu is the move direction in radians andg(u ) is in inverse radians.I is a0

537 modified Bessel function of the first kind and order zero. The distribution has a
538 single mode at zero and its dispersion is controlled by the parameterk (Fig. 2). As
539 the figure shows,k is not bounded. Whenk 5 0, g(u )5 1/2p and there is no
540 preferred direction,k is a measure of the degree to which movers are attracted to
541 the work location. The larger thek is, the stronger the attraction to the workplace.
542 Settingk 5 0 is thus a test of the null hypothesis of no work attraction.
543 We also assume that move distances and move directions are independent.

544 h(x,u )5 f(x)g(u ) (3)

545 If the assumption is incorrect and there is interaction between direction and
546 distance the fit between the expected and observed distributions will be lower. The
547 basic point is that dependence rather than independence can only reduce the fit
548 between the observed and the expected distribution from the model. Thus, if the fit
549 between observed and expected is good, we are confident of the results of the
550 model. There is a behavioral basis also, to expect that there is independence
551 between distances and direction. Household search for jobs at various locations
552 and distances and those distributions are increasingly scattered throughout
553 metropolitan areas. Thus the distributions of events is such that there is no a priori
554 reason to expect an interaction.
555 Given these assumptions we derive a model of the likelihood of a person
556 moving to a finite area defined by two distances (x , x ) and two angles (u , u ),1 2 1 2

557 such that:
x u2 2

558 P(x , x , x ,u ,u ,u )5E E h(x,u )du dx (4)1 2 1 2

x u1 1523
4522 The formal model is based on Clark and Burt (1980).
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561

562 Fig. 2. The von Mises distribution for different values ofk. As m increases the distribution becomes
563 more elliptical. Source: Gaile and Burt, 1976.

564 where

a k cosu2ax]]]565 h(x,u )5 e , x . 0, 2p ,u #p
2pI (k)0

566 Integrating Eq. (4) over the region wheres , s we can evaluate the distribution0

567 using the law of cosines. In effect the law of cosines is a way of evaluating
568 triangles when theta is not a right angle. A fuller discussion is contained in
569 Thomas (1966).

2 2P(s , s ) 5P(s , s )0 0
2 2 2

5P(s 1 x 2 2s x cosu , s )0 0 0

5P(x , 2s cosu )0
2s cosup / 2 0

5 E E h(x,u )dx du
2p / 2 0

570 (5)2s cosup / 2 0

52E E h(x,u )dx du
0 0

x
21]cos

2s 2s0 0

52E E h(x,u )du dx
0 0

571 After transformations and integration by parts, the above equation can be
572 transformed into the following:

1

1 1 kt 22as t0]] ]]]573 P(s , s )5 E e (12 e )dt (6)]]0 2pI (k) Œ0 12 t
0
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581 Eq. (6) does not yield a simple analytical expression forP(s , s ) as a function of0

582 s . Yet, through numerical integration, the relationship betweenP(s , s ) and s0 0 0

583 can be achieved.
584 It is important to note that even if the workplace has no effect on the move,
585 movers having a long pre-move trip will experience a higher probability of moving
586 closer to work than those who are already close to work (in effect the zone of
587 indifference). For any value ofk, the valueP(s , s ) is an increasing function of0

588 s . To illustrate, imagine the case of no bias. Ass increases the circular region0 0

589 corresponding tos , s grows larger, approaching the half plane in the limit. Even0

590 if the workplace has no effect on the move, movers having a long pre-move trip
591 will experience a higher probability of moving closer to the workplace than those
592 who are already close to work. Thus, the fact thatP(s , s ) increases withs , does0 0

593 not in and of itself indicate workplace attraction. What we must do is to compare
594 an observed curve ofP(s , s ) with one generated from the null hypothesis of0

595 k 5 0.

596 4 .1. Estimating workplace attractiveness

597 We first examine the hypotheses of observed and expected distributions for
5

598 move distance. Mean move distance is 6.28 miles. Fig. 3 shows the that the fit of

576

577 Fig. 3. Observed and expected distribution functions for move distance.

580
5578 The results are consistent with an earlier analysis of commuting in Milwaukee (Clark and Burt,

579 1980), although the work bias attraction is greater in Seattle.
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6
605 the observed and expected distributions is reasonable. According to the Kol-
606 mogorov–Smirnov test, these two distributions are the same (P50.594). The
607 second assumption focuses on the mean direction of all moves. Using directional
608 statistics in which each direction in the sample is represented by a unit vector with
609 directionu, means that the sample as a whole can be characterized by the vector
610 resulting from the addition of the sample vectors. The direction of the resultant
611 vectoru , the mean direction,R

1/nO sinui21]]]]612 u 5 tan (7)R
1/nO cosui

613 is a measure of centrality for a set of move directions just as the arithmetic mean is
614 a measure of centrality. The length of the vectorR reflects the degree of clustering
615 in the sample and can be compared to the variance in a non-directional data set.
616 Perfectly opposing vectors will sum to zero.R is standardized byn (Eq. (8)) to
617 yield an index between zero and one as follows:

]]]]]]]1] 2 2]618 R5R /n 5 (O sinu ) 1 (O cosu ) (8)œ i in
]

619 The valueR and the concentration parameterk are related by:

] ˆ ˆ620 R5 I (k ) /I (k ) (9)1 0

621 where I is a modified Bessel function of first kind and zero order.0 ]
622 For the Seattle data,u is 5.56 in degrees andR is 0.318. Distribution theory forR]
623 u andR when the parent population is von Mises are given in Mardia (1972) andR ]2 2
624 whenn is large andk 5 0 the statistic 2nR is approximatelyx distributed with
625 two degrees for freedom. The value for the Seattle data is 65.73 and we reject the
626 hypothesis of no bias. Having shown that bias exists, the question is whether the
627 bias is in the workplace direction.
628 Solving (9) numerically we find thatk 5 0.668. Interestingly the value is
629 somewhat larger than thek value computed for Milwaukee (Clark and Burt, 1980)
630 which suggests, as we noted, greater work bias in Seattle. A 95% confidence

]]]]]Œ631 interval around the work direction is 1.96/ 324? 0.668? 0.318 in radians or
632 0.0613.5 in degrees. The mean move direction 5.568 falls in the confidence
633 interval, so we accept the hypothesis that move directions are centered on the
634 workplace.
635 We can evaluate the relationship ofP(s , s ) for selected values ofs , the0 0

604
6600 Since there is a large proportion of households that move within a very short distance, the fitted

2a (x2d )0601 distribution function for move distance isf(x)5a e , wherex .0. The intercept onx-axesd is0

602 negative in this case, although this is not meaningful in the sense that one cannot commute a negative
603 distance.
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638

639 Fig. 4. Observed and expected probabilities of shortening the distance to work. The expected curves
640 arek 5 0 (no bias) andk 5 0.668 (bias).

641 pre-move distance. Observed value ofP(s , s ) were computed for specified0

642 distance intervals and plotted against the curves fork 50 andk 5 0.668 (Fig. 4).
643 We have plotted two sets of observed values forP(s , s ) for all pre-move0

644 distances . For P(s , s ) for all pre-move distances (diamonds) and forP(s # s )0 0 0

645 for values greater than 8 miles. As we cannot be more exact in our measurement
646 than centroid to centroid of census tracts we find a small number of households
647 (less than 1%) who moved within the same tract, thus have the same distance to
648 the job location before and after the move. Certainly, following the arguments of
649 the paper it is likely that a large proportion of movers at greater distances from the
650 workplace would have decreased distances after the move. We can ask the question
651 is the likelihood of reducing the distance between work and residence greater, for
652 pre-move distances above 8 miles? In this sense we are evaluating the notion of a
653 postulated critical isochrone. That is, do pre-move work residence separations
654 when they are estimated as shorter or similar work-trip distance, fit the estimate of
655 k more exactly? The plots ofs , s lie between thek 50 andk 5 0.668 but the0

656 plots of s , s for values above 8 miles are a close fit to the curve fork 5 0.668.0

657 This suggests that the workplace bias is not a constant for we find that at very
658 large values ofs the values ofP(s , s ) are even greater than the probabilities0 0

659 indicated by curve withk value of 0.668. Thus, at very large distances the bias
660 towards workplace is greater than that evaluated by the constantk. By using a
661 threshold value (in our case about 8 miles) we find that there is a difference
662 between the population within that limit and those beyond. A test of significance
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664 Table 7
665 Parameter estimates for men and women commuters
666
667 Men Women
668
669 X distance moved 6.59 5.96
670 Pre-move commute 9.31 7.56
671 Post-move commute 11.08 7.95

2 a a¯672 2 nR 22.57 46.13
673 k 0.536 0.831

b674 G 10.314
675

a676 Reject hypothesis of no bias.
b677 Reject hypothesis of no difference in work attraction.

697 for observed values ofs , 8 ands . 8 is statistically significant at the 0.05 level0 0

698 (P50.029). This is a test of those who move the same or less between work and
699 residence at this break point. The test is of those who move the same or less
700 distance, below and aboves 5 8. These results provide support for the notion that
701 those within the limit (less than 8 miles) are much less concerned about an

7
702 increase in work trip as long as it does not pass the critical limit . Those beyond
703 that limit are much more likely at worst to maintain and at best to lower their
704 commute.
705 It is possible to use the model and estimates ofk to provide additional
706 interpretations of the hypotheses. We develop separate estimates from the model
707 by gender for all men and women (Table 7), and for one and two-worker

8
708 households (Table 8). Recall that overall thek value is 0.668. How does the value
709 vary by gender and for one and two-worker households? Are there major
710 differences in thek value, or work attraction, by these measures? As expected

678 Table 8
679 Parameter estimates for one- and two-worker households
680
681 One-worker Two-worker
682
683 X distance moved 6.14 6.62
684 Pre-move commute 8.28 8.6
685 Post-move commute 9.29 9.72

2 a a¯686 2 nR 23.13 30.2
687 k 0.716 0.571

b688 G 5.05
689

a690 Reject hypothesis of no bias.
b691 Reject hypothesis of no difference in work attraction.

694
7692 This is not to suggest that 8 miles is an exact measure of the critical isochrone rather it is an

693 empirical value which separates the distributions in the case of Seattle.
8695 As the sample is relatively small we do not attempt to calculatek values for men and women in

696 two-worker households.
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719 there are important differences by gender. The mean distance to work is lower for
720 women. Moreover, when households move, men add nearly two miles on average
721 to their commute, and thus are willing to travel a somewhat greater distance, yet
722 women add less than half a mile and are clearly influenced by workplace location.
723 Mean distances moved in residential relocation do not vary markedly nor are there
724 theoretical reasons to expect significant differences in relocation behavior of

]2
725 households. Both men and women exhibit workplace bias. In every case 2nR is
726 significant but for men thek value is much lower than thek value for women. The
727 k value for women if 0.832 compared to men’sk value of 0.536. In other words,
728 work attraction is stronger for women than men. To test if the work attractions are

9
729 statistically different, we calculate the statisticG, which is normally distributed
730 with mean zero and variance unit (Mardia, 1972). The value ofG is 10.314, larger
731 than the critical value at 95% level of 1.96, so we reject the null hypothesis of no
732 difference. Work attraction for men is statistically different from that for women.
733 To reiterate, on average women commute less than men, both before and after a
734 move, a finding that is consistent with much of the literature on women’s
735 commuting.
736 The results are equally revealing and interesting for one versus two-worker
737 households. The pre- and post-move commutes are slightly higher for two-worker
738 households, which is consistent with the hypothesis that one-worker households
739 find it easier to relocate with respect to the workplace than two-worker households
740 who have two workplaces to balance. Again, the bias towards the workplace (2

]2
741 nR ) is significant. Thek value is much larger for one-worker households (0.716)
742 than two-worker households (0.571), confirming that one-worker households have
743 stronger work attraction. Similarly, we calculate theG statistic to test if the work

10
744 attraction for the two types of households are statistically same. HereG 5 5.051,
745 larger than 1.96. So we reject the null hypothesis, and work attraction for
746 one-worker households is statistically different from that for the primary worker in
747 two-worker households. Two-worker households exhibit less workplace attraction.

748 5 . Conclusions and policy significance

749 This research provides an enriched theoretical understanding of the links
750 between residential moves and job location and specifically the extent to which
751 households are sensitive to the length of commutes. By examining the way in

716
9 ¯ ¯712 According to Mardia (1972), the calculation ofG is based on the value ofR. When R , 0.45,2

21 21 21 21 1 / 2¯ ¯ ¯]713 G 5 sin (1.22474R )2 sin (1.22474R ) / (n 24) 1 (n 2 4) . In this case,R for womenu u u u] 1 1 2Œ3 ¯714 is 0.383 andR for men is 0.258, and the number of observationsn for women is 157 andn for men is
715 169. SoG 5 10.3135.

10 ¯ ¯717 For one-worker households,R 5 0.337, andn 5102; for two-worker households,R 50.274 and
718 n 5 201.
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753 which commuters respond to separation we have provided a new look at the
754 variable nature of separation for different households. We have advanced previous
755 knowledge by providing a specific model of the probability of decreasing the
756 commute with greater distance from the workplace. The findings from the
757 descriptive analysis of changes in commuting distance and time, as well as the
758 evaluation of the probability functionP(s , s ) emphasize the rational behavior of0

759 reducing the commute distance and time with greater separation. The data for
760 Seattle provide another confirmation of the importance of a critical isochrone, in
761 this case about 8 miles, beyond which the likelihood of decreasing the distance to
762 work grows rapidly.
763 This research is innovative because it extends previous model specifications to
764 include the spatial complexities of two-worker households. A number of avenues
765 for further research are suggested by this study. It is clear that there is a dearth of
766 research addressing the spatial complexity of dual-earner households, yet econ-
767 omic, social, and spatial restructuring (Crampton, 1999) indicate the continued
768 dominance of this household type for the foreseeable future. Specifically, how do
769 couples negotiate the spatial and temporal complexities of dual labor-market
770 attachments and family life and community? Green et al. (1999) find evidence that
771 longer distance commuting serves as a substitute for migration for dual-career
772 households. Within households we do not as yet know what impact a job change
773 on the part of one partner has on the other partners employment. Given that Zax
774 and Kain (1991) suggest job changes and quit propensities are related to long
775 commutes, to what extent are women moving in and out of the labor force in
776 response to dynamic spatial constraints? A great deal remains unknown as to the
777 connection between the employment dynamics of partners and the residential
778 dynamics of the household. Further longitudinal research is needed to answer these
779 questions. What remains clear is the complexity of the geography of two-worker
780 households.
781 The policy implications are less direct but no less important. Commute distance
782 does matter and households are acutely aware of the trade-off between distance to
783 work and residential location. As households in large cities struggle with the time
784 of commuting and the changing patterns of jobs, the extent to which they will
785 undertake residential adjustments to fit their job locations is an indication of the
786 sensitivity of residential behavior to job location. Now that there are a very large
787 number of two-worker households the intersection of residential location and job
788 location is likely to increase in importance as household’s struggle with the
789 changing separation of work and residence.
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