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ABSTRACT 

We discuss three formalisms for defining a phase-space representation of a wave fieldj i;e., a descrip

tion of the wave as a function of both position z and wavenumber Ie (the phase space of the associated 

geometrical optics rays). The motivation for these ideas stems from the recognition that the focusing or 

caustic singularity problems inherent in the traditional eikonal analysis of short-wavelength wave propa

gation (responsible for a necessaIjly piecewise construction of the field in ~space) are due to projection 

singularities of the ray trajectories in phase space onto configuration space. In this Report, we explore 

the possibility of treating the equation that governs the phase-space representation of the field in the 

short-wavelength regime, constructing the wave along the ray trajectories in phase space (where rays do 

not focus), and only then reconstructing the ~space representation of the wave by projectionj our hope 

is that this procedure avoids caustic singularities and produces a uniformly asymptotic solution which is 

valid over all ~space. 

We consider the mathematical concept of the symbol of an operator, the related formalism of the Weyl 

symbol, and the coherent state representation. Since caustic singularities plague both quantum mechanical 

and classical wave equations, our treatment addresses a general wave equation and is explicitly applied 

to both vector and scalar waves, allowing for the presence of weak dissipation and nonlinearities. The 

emphasis of the presentation is on the potential for each formalism to produce physically interesting results 

and to be useful as a tool for analyzing short-wavelength wave propagation. Among the results of these 

theories are a derivation of the kinetic equation governing the wave action density of a vector wave and 

the construction of a short-wavelength wave in ~space with no caustic singularities. 

Submitted to Physics Reports 
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III. 

1. Introduction 

Two of the most fundamental means for the mathematical description of physical 

phenomena are based on the interpretation of a particular process in terms of either par

ticles or waves. Often the choice of the appropriate description is not at issue, as one's 

perception and physical intuition may clearly discern the proper formalism through which 

one can most successfully analyze a given event or effect. In other situations, however, 

even though the wave description may in principle provide the exact or complete theory 

of a physical phenomenon, the particle interpretation may permit a simpler method of 

analysis and to some extent may even furnish a more insightful, advantageous (depending 

on the application) and satisfying point of view. This was the case in the history of the de

velopment of the wave theory of light (physical optics) which evolved in competition with 

the corpuscular theory (geometrical optics); the phenomena of reflection, refraction, and 

focusing of light by optical elements, for example, can be understood in terms of simple 

ray concepts whereas the description of these effects based on the wave theory of electro

magnetic radiation, while more complete, frequently involves a much more complicated 

analysis. In the same spirit, the Bohr theory of the hydrogen atom provided not only a 

simple (though to some extent, troubling) interpretation of atomic structure in terms of 

quantized electron orbits, it successfully predicted the correct frequencies observed in the 

emission spectrum; the discovery of quantum mechanics, while providing the correct the

ory, required the solution of a wave equation (and generated debate on the interpretation 

of the wave function itself). In both of these instances it is implicit that there is a definite 

correspondence between the dynamics of the particle or ray system and the associated 

wave system. 

-1-



The nature of an exact correspondence between a particular classical mechanical sys

tem and a quantum mechanical system has long been the subject of much discussion and 

can be approached from both sides: how does one "quantize" a given ray system to obtain 

a wave problem, and the inverse, how is a wave system converted to its associated ray 

system? A further question could be: is there a direct correspondence between quantities 

representative of a ray system (e.g., dynamical variables, trajectories and characteris

tic functions of these, such as particle densities and correlation times) and those typically 

associated with wave equations (e.g., amplitude, phase, field correlation and spectral func

tions)? 

In this Report we shall explore some of the aspects of the correspondence between 

rays and waves with a motivation toward the development of techniques by which the 

solutions to wave problems can be obtained or approximated from the analysis of the 

properties of the associated ray system. The standard, traditional approach to this exer

cise is based on the eikonal approximation [1,2] of the wave equation; depending on the 

field of application, this method is also known as the WKB, semiclassical, or quasiclassical 

approximation. The crux of this formalism lies in the assumption that the wave equation 

under consideration describes waves propagating in a medium which is slowly-varying in 

space and time compared with the wavelength and frequency of the wave solutions of 

interest. In the case of the Schrodinger equation, this can be realized by either consid

ering wave functions which oscillate rapidly compared with the spatial variation of the 

potential, or by letting Planck's constant h approach zero for fixed particle energy (since 

the particle momentum is inversely proportional to the wavelength, with h the constant 

of proportionality). The result of the approximation scheme is a hierarchy of equations, 

the lowest order of which is an equation for the wave phase ¢(x, t); an important step 
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in the investigation of this procedure is the recognition of this eikonal equation as the 

Hamilton-Jacobi equation of classical mechanics, with the wave phase function 4> being 

identified as Hamilton's action function. The significance of this relationship is that it 

immediately implies that the solution for the wave phase is to be obtained by examining 

the characteristic trajectories of a Hamiltonian system of rays, or classical particles. One 

of the special features distinguishing a Hamiltonian dynamical system is the existence of 

canonical variables; here, the Hamilton-Jacobi form naturally specifies that the momen

tum conjugate to the ray coordinate x is the local wave vector k, the gradient of the phase 

4>. In this way, the concept of the ray phase space is introduced as the space of elements 

(x, k) through which the rays evolve. 

The essential point to be appreciated here is that, while the wave phase and amplitude 

(governed by the higher-order equations) are properly conceived of as functions evolving in 

an N-dimensional x-space, they are determined (in the short-wavelength approximation) 

by properties of the associated Hamiltonian ray system in the 2N-dimensional (x, k) phase 

space. Due to the work of Maslov [3], Keller [4] and Arnold [5], it is now understood how 

certain aspects of the wave constructed in this fashion arise as a result of the projection of 

the ray motion in phase space onto the lower-dimensional physical configuration space. A 

particularly striking example of how wave features can be interpreted in terms of the cor

responding ray trajectories projected onto x-space is provided by the caustic phenomenon: 

these are regions of x-space in which the wave intensity is enhanced due to the focusing of 

the rays in configuration space. In the (x, k) phase space the rays do not focus since one of 

the properties of Hamiltonian systems is that phase-space volume is conserved along ray 

orbits; the focusing and accompanying high wave intensity are the effect of a singularity 

in the projection of the ray trajectories in phase space onto x-space. Indeed, the eikonal 
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approximation itself breaks down in these regions, as the manifestation of this projection 

singularity is the appearance of a singularity in the equation for the amplitude. 

The conventional eikonal procedure then can be thought of as follows. The solution 

to a wave equation is approximated with a formalism which induces a Hamiltonian phase

space structure; the space-time wave problem is thus lifted into the higher-dimensional 

phase space which is the natural setting for the corresponding dynamical ray system. 

The properties of the ray trajectories are analyzed and then projected back down onto 

configuration space in order to reconstruct the wave solution. This method sometimes 

leads to undesirable consequences (such as caustic singularities) which, although modern 

developments in the theory have been able to overcome, the typical result is a piecewise 

representation of the solution involving matching conditions. The point of view upon which 

this Report is based is that since the ray system is most advantageously investigated in the 

(x, k) phase space, perhaps the properties of the wave solution could also be more clearly 

examined if expressed in a phase-space representation. That is, can one overcome the 

difficulties encountered in the conventional eikonal method (and perhaps even construct 

an approximate wave solution which is uniformly valid, everywhere in x-space) by first 

casting the wave equation in a joint (x, k) phase-space representation (rather than the 

familiar x-space or k-space representations), applying approximation techniques (similar 

to those used in standard eikonal theory) to introduce the ray trajectories from which the 

approximate solution (in a phase-space representation) is constructed, and then project 

that solution onto configuration space to construct the space-time representation? Viewing 

the wave as a function on phase space may perhaps provide a more direct association with 

the ray trajectories. More importantly, perhaps the simplifications achieved by lifting the 

rays into phase space will have corresponding consequences for the properties of such a 
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phase-space representation of the wave. 

The concept of a phase-space representation of a wave field is not a new one. Since 

the advent of quantum mechanics, many attempts have been made to establish connec-

tions between Hilbert space operators and functions on the classical phase space; the 

Hamiltonian operator, for example, must somehow be related to the classical Hamiltonian 

function. Since the wave field itself is not an operator (rather, an element of the Hilbert 

state space), its phase-space representation is usually considered to be the phase-space 

representation of the density matrix (or projection operator). It is well-known that there 

is not a unique correspondence between wave operators and phase-space functions. Due 

to the non-commutativity of the fundamental position and momentum (or wave vector) 

operators, the order in which they appear in an operator can change its action on the 
-------

state vector (although physical observablesare generally required to be associated with 

Hermitian operators). 

In the same sense that the coordinate space representation of the Hamiltonian oper-

ator of quantum mechanics produces the Schrodinger wave equation, one can extend the 

notion of a phase-space representation for wave operators to classical wave equations (e.g., 

Maxwell's equations). This is the theory of pseudodifferential operators [6-11] in which 

the phase-space representation of an operator is known as its symbol. Again, there are 

several different ways in which the symbol of an operator can be defined. In this Report 

we shall discuss two symbol formalisms and a third technique which, although not strictly 

a pseudo differential operator method, does yield a useful phase-space representation re-

lated to the other two. An important ingredient in each scheme is the derivation of the 

equation governing the phase-space representation of the field. This is accomplished in 

the most direct fashion by viewing the original wave equation for the field in an abstract 
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(representation-free) operator form. The phase-space representation of this equation is 

then immediately obtained by introducing the symbols of both the operator and the field 

and by invoking the corresponding symbol calculus. This is nothing more than the rules 

which translate the abstract operations (e.g., compositions of operators, adjoints, etc.) 

into operations on the corresponding symbols. 

The emphasis here will be not so much on the mathematical justification and rigor 

but rather on the potential for each formalism to produce useful and physically interesting 

results in the short-wavelength limit. In general, the mathematical foundation for the 

development presented here can be found in a growing mathematical literature which is 

concerned to a large extent with the classification of pseudo differential operators on the 

basis of the properties of their corresponding symbols. Although this branch of math

ematics provides the background for the construction of phase-space representations of 

operators, its focus as an asymptotic (short-wavelength) theory is primarily on modern 

geometric interpretations of traditional eikonal theory based on an x-space representation 

of wave equations. The essentially new aspect of the treatment contained in this Report 

is the application of eikonal-like assumptions to phase-space representations of wave equa

tions, or Phase-Space Eikonal Techniques. Furthermore, we shall illustrate our methods 

in the context of a general vector wave equation when showing how the familiar concept of 

a partial differential operator is extended to that of a pseudo differential operator; this is 

so that the techniques and results can be applied to wave phenomena in fields other than 

quantum mechanics (such as those which consider electromagnetic wave propagation). 

An outline of the Report is as follows. In Section 2, we shall briefly review the 

concepts, techniques and results of conventional eikonal theory in order to illustrate its 

relationship to the ray phase space and the inherent reasons for its failure under certain 
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circumstances. An introduction to phase-space representations, symbols and pseudo differ

ential operators will follow in Section 3. The symbol formalism discussed here is probably 

the simplest, in terms of it providing a reasonable extension of partial differential oper

ators, and is the one most often encountered in the mathematical literature; from this 

discussion it should be clear that pseudodifferential operators indeed arise naturally in 

many physical wave problems. Furthermore, the calculus for this symbol is easy to de

rive and will serve as an illustration for obtaining phase-space wave equations. We shall 

see, however, that for many physical reasons this particular formalism does not produce a 

suitable representation for exploitation in the short-wavelength regime. 

A second, perhaps more advantageous, phase-space representation will be the subject 

of Section 4. This correspondence between operators and phase-space functions was intro

duced by Weyl [12] and is therefore often referred to as the Weyl symbol of an operator. 

This formalism is a popular one in that the Weyl symbol of the density matrix represent

ing the wave field is the W£gner /unct£On [13]. This object has received much attention 

[14-18] recently in connection with the study of the manifestations of chaos in quantum 

mechanical systems and has also been used in the asymptotic analysis of classical wave 

equations [19,20]. In defining this representation, we shall see that it is actually closely 

related to the symbol considered in Section 3, and this relationship will be exploited to 

give a shorthand derivation of the Weyl symbol calculus. Using this calculus, it will be 

seen how the Weyl symbol of the abstract operator equation governing the field directly 

produces the equation governing the evolution of the Wigner function in phase space. 

Even though this result is well known when the underlying wave equation is the time

dependent Schrodinger equation for a scalar wave function, the analysis given here for a 

general vector wave equation (allowing for sources and weak dissipation) should show that 
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these abstract concepts can have physically meaningful and important consequences for 

wave problems in a wide variety of disciplines. Here, the Weyl symbol of a vector wave 

field (a tensor-valued Wigner function) will be related to the more familiar notions of the 

local spectral tensor and the wave action density. The Weyl calculus provides an exact 

equation for the spectral tensor in terms of the local dispersion tensor and sources which 

account for discreteness and nonlinear effects. When eikonal-like assumptions are made, 

this exact equation is reduced to the wave kinetic equation for the wave action density; 

this could be thought of as a generalized Liouville equation associated with a general vec

tor wave system in the short-wavelength limit. Thus, the Weyl symbol formalism permits 

a direct derivation of this important equation in a way which can easily be extended to 

higher order. 

Finally, in Section 5, we shall consider the coherent state representation. Although 

this quantity is perhaps more familiar in the context of quantum field theory, [21-23] it 

will be seen to provide a useful description of a classical field as well (especially in the 

short-wavelength regime). The use of this representation for quantum mechanical wave 

functions has also become very popular [24-28] and is often referred to as a gaussian wave

packet representation. In fact, this representation will be shown to be closely related to the 

Weyl formalism and again this association is exploited in order to derive the phase-space 

equation governing it. This equation may be directly treated with a phase-space version 

of the conventional eikonal method; the result is a procedure for determining both the 

phase and the leading order amplitude of the short-wavelength wave along rays in phase 

space. These ideas are applied to the simple example of the Schrodinger equation for the 

harmonic oscillator. While traditional eikonal methods provide the correct spectrum for 

this problem, the asymptotic eigenmodes constructed in that theory suffer from caustic 
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singularities at the turning points. In contrast, the solution of the, phase-space eikonal 

equations for the coherent state representation yields not only the exact spectrum but 

the exact eigenmodes as well. Thus, the advantage of this description is that it raises 

the possibility of being a method by which the field could be constructed in the short

wavelength limit as a function on phase space to avoid caustics, and subsequntly projected 

back down onto configuration space to give a uniform approximation of the field which is 

everywhere valid. 
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2. Review of EikonalTheory 

In this Section we shall briefly review the assumptions, methods and results of the 

conventional eikonal approach to the approximate, asymptotic solution of a wave equation. 

We do not intend to give a detailed rigorous presentation of the many facets of this well

documented theory, and therefore many of the results will be provided without derivation 

or mathematical justification. The purpose here, rather, is to discuss the procedure as a 

foundation upon which the following Sections will be based and against which the phase

space techniques developed there should be contrasted. Thus, the focus will be primarily 

on the way in which the classical ray phase space is introduced by the application of the 

eikonal approximation and how the properties of the ray trajectories are related to the 

asymptotic solution. 

2.1 Eikonal Approximation for a Scalar Integral Wave Equation 

In order to more clearly draw attention to the important points and to keep the 

presentation simple, we shall treat here only the case of a scalar wave equation in one 

spatial dimension and time. In this context, we consider linear wave equations which can 

be written in the general form 

J dx' dt' D(x,tjx',t') tjJ(x',t') = 0 (2.1) 

Here, the two-point spacetime kernel D is assumed to be Hermitian (D (x, tj x', t') = 

D*(x', t'j x, t)) and may contain 6-functions and their derivatives. As examples, both the 

Schrodinger equation for one-dimensional partical motion in a potential V (x) with 

D = ih,6(x - x')6'(t - t') + [:: 6"(x - x') - V(x)6(x - x') ]6(t - t') (2.2) 

and the equation for waves on a string characterized by a nonuniform wave propagation 

-10- . 
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speed u (x) with 

[) = c5(x - x')c5"(t - t') + aa:,[u2 (x')c5'(x - x')c5(t - t')] (2.3) 

can be cast in this form. We say that these equations govern waves propagating in nonuni

form media in that the kernel depends on its spacetime arguments independently rather 

than in the special combination of the separations s = x - x' or r = t - t', which would de

scribe a uniform medium (uniform potential V(x) = Vo or homogeneous string u(x) = uo). 

To emphasize the dependence on the spacetime separation variables, we can rewrite (2.1) 

as 

J dsdr [)(x,tjx-s,t-r)tJ1(x-s,t-r) =0 (2.4) 

The basic assumption underlying the eikonal approach to the solution of this wave 

equation is that the waves of interest described by tJ1(x, t) are characterized by a typical 

wavenumber k and frequency w which are large compared with the spatial and temporal 

rates of variation of the medium described by [). If this is the case, it is reasonable to 

assume that at a point (x, t) the wave solution looks roughly like a plane wave, but over a 

larger scale the amplitude, wavenumber and frequency may vary, as do the properties of 

the medium. These concepts are embodied in the form of the eikonal assumption for the 

form of the solution: 

tJ1(x, t) = A(x, t) i' cP(a:,t) (2.5) 

In analogy with the plane-wave solutions in a uniform medium where the phase <fo(x, t) is 

simply kx - wt, the local wavenumber and frequency are defined to be the measure of the 

local rate of variation of the phase 

k(x, t) = aa:<fo(x, t) w(x, t) = -at<fo(x, t) (2.6) 

-11-



H the length and time scales of variation of the medium are Land T respectively, we define 

the small dimensionless parameter e 

and impose 

k(x, t)L ,..... w(x, t)T = e- 1 ~ 1 

A-1(8zA) ,.... k- 1(8zk) ,..... w- 1(8zw) ,..... L- 1 

A-1(8tA) ,..... k- 1(8tk) '" w- 1(8tw) '" T- 1 

(2.7) 

(2.8) 

by which the foregoing assumptions about the variation of the amplitude A(x, t), wavenum-

ber and frequency are made explicit. * All higher derivatives are assumed to be of corre-

sponding higher order in e. 

Substituting (2.5) into (2.4), we expand the amplitude and phase of tf;(x - s, t - r) 

around the point (x, t) by 

A(x - s, t - r) ~ A(x, t) - s8zA(x, t) - r8tA(x, t) 

4>(x - s, t - r) ~ 4>(x, t) - k(x, t)s + w(x, t)r + !s28;¢ + !r28;4> + sr8z8t 4> (2.9) 

eit/>(Z-",t-T) ~ eit/>(z,t) e-i (k,,-wT)[l + ~s28zk - ~r28tw + ~sr(8tk - 8zw)] 

Here we have kept all terms which will contribute to our final result through 0 (e). Fur

thermore, we have used the cross derivatives of (2.6) to express 8 z 8 t ¢ = !(8tk - 8zw). 

We now have 

A(x, t)eit/>(z,t) {f ds dr D(x, tj x - s, t -r) e-i (k"-WT) 

~ f dsdr D(x,tjx-s,t-r) [s28zk-r28tw+sr(8tk-8zw)e-i(kll-WT) 

- A -1 f ds dr D(x, tj x - s, t - r) [s(8zA) + r(8tA)] e-i (kll-WT)} = 0 

* In general, the amplitude should also be expressed as a power series in e: A = 

En en An. As we shall consider only the lowest two orders in the approximation treatment, 

this expansion is not necessary. 

-12-



." 

If we use the identity se-ik8 = i8ke-ika and a similar one for reiWT , the integrals with 

powers of s and r can be performed in terms of derivatives with respect to k and w giving 

Aeit/>{ 1 + ~ [-(8a;k)8i + (8t w)8: + (8t k - 8a;w)8k8w 

- 2A- 1 [(8a;A)8k - (8t A)8w]] } f ds dr V(x, t; x - s, t - r) e-i(ka-wT) = 0 

(2.10) 

Given the form of the kernel V the remaining integral in (2.10) could now be computed; 

indeed it is, to within a phase factor, just the Fourier transform of V with respect to the 

second set (x', t') of its arguments. We define the result of this transform to be the local 

dispersion function 

d(x,t,k,w) = f dsdr V(x,t;x-s,t-r)e-i(ka-wT) (2.11) 

As examples of this construction, the kernel for the Schrodinger equation (2.2) inserted 

into (2.11) gives 

h2k2 
d(x,t,k,w) = hw - - - V(x) 

2m 

while the string wave equation kernel (2.3) yields 

(2.12) 

(2.13) 

Evidently, the local dispersion function for the Schrodinger equation is just the difference 

E - H(x,p), where E = hw is the classical particle energy and H(x,p) is the classical 

Hamiltonian (with particle momentum p = hk). While this is perhaps a familiar and 

expected result, the form of d for the string wave equation may appear somewhat unusual in 

that it is not real-valued. The first two terms -w2+k2u,2(x) are real and identifiable as the 

difference which, when set to zero, gives the expected dispersion relation for these waves. 

The imaginary part of (2.13) is unexpected because the kernel itself (2.3) is Hermitian. 
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As we shall see in Section 3, this is a general property ofd(x,t,k,~) as defined by (2.11) 

and is related to the fact that the local dispersion relation w2 = k2u2 (x) for these waves 

contains a product of x and k (note that such a product is not present in the typical 

classical particle Hamiltonian H = p2/2m + V (x)). For the present development however, 

let us merely note that this imaginary term, being proportional to the derivative of the 

local wave speed, is of the same lower order as the quantities in (2.8). 

In view of the possibility that in general d( x, t, k, w) may be complex, we split it into 

its real and imaginary parts by writing 

d = d' + id" d' = ~(d + d*) d" = -~(d - d*) (2.14) 

With this definition, we can proceed to order the terms in (2.10) by powers of c. In 

addition to (2.7,2.8), we need to make the following assumptions on the nth derivatives of 

d': 

(2.15) 

which appear reasonable considering the examples (2.12,2.13). Furthermore, being led by 

the discussion of the imaginary part of (2.13), we take 

d" "" cd' (2.16) 

and its derivatives correspondingly smaller. Now the lowest two orders of (2.10) are 

and 

O(c) : 

0(1) : d'(x t k w) A(x t) ei 4>(a;,t) - 0 , , , , - (2.17) 

(8wd')8tA - (8kd')8a;A + d" A+ 

~ [(8:d')8tw + (8w8kd')8tk - (8~d')8a;k - (8k8wd')8a;w] A(x, t) = 0 

(2.18) 

-14 -
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2.2 The Eikonal Equation 

As in the solution of a wave problem for a uniform medium where a condition similar 

to (2.17) is obtained (in the Fourier-transform k-space), one concludes that either the field 

.,p or the dispersion function must vanish at every spacetime point. Thus, setting the real 

part of the local dispersion function to zero generates the local dispersion relation 

d'(x,t,k,w) = 0 w' n(x,k,t) (2.19) 

governing wav~s propagating in ~he system. For the Schrodinger equation (2.2,2.12) this is 

just the relation between the energy and the Hamiltonian function E = H(x,p), while for 

the string waves (2.3,2.13) it is the relation between frequency, wavenumber and position 

w2 = k2 u2 (x). For more complicated wave equations (such as those which arise in plasma 

physics), the condition d' = 0 is in general not invertible for the dispersion relation and is 

therefore only implicitly defined. 

Recalling that the local wavenumber and frequency are by (2.6) derivatives of the 

phase </>, the lowest order condition (2.17) is in fact a nonlinear, first order partial differ-

ential equation for the phase 

d'(x, t, 8a; </> (x, t), -8d)(x, t)). 0 (2.20) 

Again considering the dispersion function for the Schrodinger equation (2.12), the eikonal 

equation (2.20) can be recognized as the Hamilton-Jacobi equation of classical mechanics, 

with the phase </> identified with the action function of the classical system [29,30j. The 

solution of this equation is constructed in terms of the characteristic trajectories defined 

by 

(2.21) 
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where the dot notation denotes total derivative with respect to time. Using the standard 

relations following from (2.19) 

(Bl£d')k,t,w + (Bwd')I£,k,t(Bl£n)k,t = 0 

(Bkd')I£,t,w + (Bwd')I£,k,t(Bkn)l£,t = 0 

(Btd')I£,k,w + (Bwd')I£,k,t(Btn)l£,k = 0 

(2.22) 

(the variables to be held fixed during partial differentiation being denoted as subscripts), 

these ray equations can also be written in the usual Hamiltonian form 

k = -Bl£n(x, k, t) w = Btn(x, k, t) (2.23) 

A single ray trajectory evolves in the four-dimensional extended phase space (x, t, k, w) 

on the three-dimensional dispersion sur/ace defined by (2.19). If the medium is stationary 

so that the local dispersion relation is time-independent (as in our examples), one can 

view the trajectory as evolving in the familiar two-dimensional (x, k) phase space on the 

one-dimensional surface of constant w. In this case, the equations of motion are often 

written in terms of the Poisson bracket 

x = {x,n} k = {k,n} 
(2.24) 

For a wave propagation problem in a stationary medium, the initial condition for the 

eikonal equation is specified by giving the value of the phase at a point Xo and its spatial 

derivative ko = BI£¢(xo). This determines an initial condition (xo, ko) in the ray phase 

space, from which a trajectory is generated by (2.21). The solution for the phase is then 

just the path integral along the trajectory (x(t; xo, ko), k(t; xo, ko)) 

¢(x, t) = ¢(xo) - wt + 11£ k dx 
1£0 

(2.25) 

where w = n(xo, ko). 
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2.9 The Amplitude Equation: Action Transport and Caustics 

We have seen that the lowest order approximation (2.17) to the wave equation (2.1) 

induces a ray system which evolves in an (x,k) phase space governed by a Hamiltonian 

(the local dispersion relation) and by which the phase of the wave field can be computed. 

In many applications, knowledge of these ray trajectories (either in phase space or their 

projection onto configuration, or x-space) is sufficient to analyze the problem under con

sideration. After all, the rays move in x-space with the group velocity (2.23) so that one 

knows that the energy in the wave goes where the rays go (as long as the assumptions for 

the eikonal approximation hold). In other applications, however, one may be interested in 

the wave field amplitude structure in x-space in order to evaluate, for example, energy de

position, higher-order wave-particle interactions or nonlinear wave coupling mechanisms. 

For this purpose, the next higher-order O(c) equation (2.18) which governs the wave am

plitude is required. We now examine that equation and show how it can be re-expressed 

in terms of more familiar quantities. 

Taking A(x, t) to be real, we multiply (2.18) by 2A and rearrange to produce 

(8w d')8t A2 + [(8:d')8tw + (8w 8kd')8t kl A2 

-(8kd')8xA2 + [(8~d')8xk + (8k8w d')8xwl A2 

+ 2d"A2 = 0 

(2.26) 

recalling that both k and ware functions of (x, t) (being derivatives of the phase 4»; these 

functions can be computed along the ray trajectories discussed above. Now, using this 

fact in computing the derivatives 

8t [A2(8w d')] = (8w d')8t A2 + [(8t8w d') + (8~d')8tw + (8k8w d')8tklA2 

8 x [A2(8kd')] = (8kd')8tA2 + [(8x8kd') + (8~d')8xk + (8w 8kd')8a;wlA2 

we can rewrite (2.26) as 
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(2.28) 

The right-hand side of this form of the amplitude transport equation contains deriva

tives of the real part of the dispersion function d' which vanish if d' does not contain xk or 

wt products (i.e., products of conjugate variables). We have also seen by example (2.13) 

that the presence of an imaginary part d" of the dispersion function is related to the exis

tence of such products in the real part d'. Thus, for the Schrodinger Hamiltonian (2.12), 

the derivatives and the imaginary part d" vanish so that the right-hand side is zero. The 

surprising result, however, is that the right-hand side also vanishes for the string wave dis

persion function (2.13), as can be easily verified by computing the appropriate derivatives 

of d' and comparing this with 2d". Actually, we shall show in Section 3 that in general, a 

dispersion function d defined by the transform (2.11) for a Hermitian kernel [) has a real 

and imaginary part related by 

(2.29) 

to lowest order (note that the derivatives of d' here are of order (wT)-l ,.", (kL)-l ,.", c, as 

is the assumed order of d"). 

Focusing on the left-hand side of (2.28) then, we define the quantity 

JII:(x, t) = A2(x, t)(8w d')(x, t, k(x, t), w(x, t)) (2.30) 

in terms of which the amplitude transport equation is 

8t JII:(x, t) + 811: [ ( - !~~:) JII:(x, t)] = 8t JII:(x, t) + 811: [x(x, t)JII:(x, t)] = 0 (2.31) 

where we have used the ray equations (2.23). The combination JII:(x,t) is called the action 

density [31] and the equation it obeys (2.31) implies that the value of JII: integrated over 

space is constant. For the Schrodinger equation (2.12), we have JII: = hA2(x,t) which 

-18-

... 



1 
indeed has the units of (action/length), since the units of A are (length)-2' (for wave 

function normalization); the conservation of total Ja; in this case is of course just the 

conservation of total particle probability (normalized wave functions). The energy density 

U(x, t) of the wave is related [31] to the action by U = wJa;, the same as the relationship 

between the energy and action of a classical harmonic oscillator. The action density is in 

a sense a more useful quantity than the energy as the total action is conserved (in this 

adiabatic approximation) even in a time-varying medium while the energy is not (due to 

the time-dependence of the frequency (2.23)). We use the subscript x for J to denote that 

this is the action density on x-space; we shall see in Sections 3 and 4 that one could just 

as well approach the wave problem and define an action density on k-space, or even on 

the joint (x, k) phase space. 

While the form (2.31) is convenient for illustrating the conservation of total action, 

for purposes of evolving the amplitude along ray trajectories the alternative expression 

(2.32) 

is more useful. This equation implies that the x-space action density is convected at the 

group velocity along the x-space projection of the ray trajectories. We observe furthermore 

that although total Ja; is conserved, the value of Ja;(x(t), t) along a ray is not constant if 

Ba;x is not everywhere zero. In general, this condition is not satisfied as Ba;x is a measure of 

the convergence or divergence of rays in x-space. Even though it is a feature of Hamiltonian 

ray systems that rays do not converge or diverge in the (x, k) phase space (volume in phase 

space is conserved by Liouville's theorem), this is not true of the projection of these rays 

onto x-space. Indeed, this result could be disastrous for a numerical scheme attempting 

to integrate (2.32) along x-space ray paths in regions where the rays tend to focus (or Ba;x 
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becomes large) j points (or surfaces in higher dimensions) in x-space where this focusing 

term approaches infinity are called caustics. 

A graphical illustration of these concepts is presented in Fig. 1. The Hamiltonian 

considered is a one-dimensional oscillator H(x,p) = p2/2m + V(x) so that x = p/m. The 

curve in the (x, p) phase space is a trajectory with x-space turning points at x = XL, xR. 

The important point is that near the turning points, the momentum p goes to zero and 

the slope of the curve becomes vertical (or 8a;P --+ 00). This is precisely the region where 

the projection of the phase space curve (or manifold) onto x-space becomes singular (i.e., 

the projection mapping ceases to be one-to-one and invertible). 

A caustic is an example of a region in x-space where the eikonal approximation as 

presented here breaks down: not only does the amplitude become singular but often the 

local wavenumber k vanishes (as in Fig. 1), or the wavelength becomes infinite violating 

the assumptions (2.7). Methods for treating the wave equation in these regions have been 

developed so that the ray trajectories can be "continued" through caustics by matching 

wave solutions on both sides. Modern geometric methods, developed primarily by Maslov 

[3,1j, take advantage of the fact that in the neighborhood of an x-space caustic, the k-space 

representation is smooth (i.e., the projection of the phase-space trajectory onto k-space is 

not singular). This can be visualized in Fig. 1 as the slope 8k k ex: 8k x (in the vicinity of 

the turning point) which is well-behaved. In terms of the asymptotic x-space form (2.5), 

the asymptotic k-space representation is defined to be 

,J;(k,t) = ! dx' A(x',t) ei 4>(a;',t)e- i ka:' 

(2.33) 
= A( k, t) ei .f>(k,t) 

where the integral is to be computed in the stationary phase approximation, i.e., byevalu-

ating the integrand at the point x' where the phase 4>(x') - kx' (normally rapidly varying) 
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Fig. 1. Phase-space portrait of a one-dimensional oscillator Hamiltonian H(x,p) = 
p2 12m + V(x). The x-space turning points XL, XR (where p = 0) are also the points where 
the projection of the phase-space trajectory onto x-space becomes singular (8x p -+ 00) 
producing x-space caustics in the asymptotic wave solution. Similarly, k-caustics are 
divergences in the k-space representation of the wave where the projection of the ray 
manifold onto k-space becomes singular. 
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is stationary: 

8:1:,[4>(x',t) - kx'] = k(x',t) - k = a x' = 1](k, t) (2.34) 

Expanding the phase around the point x' = 1](k, t), we find 

4>(k, t) = 4>(1](k, t), t) - k1](k, t) 

A(k, t) i"J A(1](k, t), t) eiu 
(2.35) 

where the formula for A also includes important phase factors (J from the remaining 

gaussian-like integral centered at the stationary phase point. 

Near x = x* in Fig.!, the x-space representation is valid while the k-space repre-

sentation becomes infinite (a k-caustic) as the projection of the ray trajectory encoun

ters a singularity (one can show that A becomes infinite). Indeed, it has been shown 

that in N dimensions (N degrees of freedom) one can always find a (possibly mixed) 

representation for the wave in terms of some set of j x variables and N - j k variables 

(Xl, X2, • •• ,x,., ki +1! .. . ,kN) in which the eikonal solution is valid. The study of the trans-

formations between the representations and their connection with characteristic functions 

of catastrophes which describe the field in the neighborhood of the caustic is, however, 

beyond the scope of the presentation here. As motivation for the development in the fol-

lowing Sections, we only remark that even this beautiful geometric theory does not yield .. 
a solution for the wave which is valid everywhere in a single representation, and matching 

must be performed when a transformation is made between representations. 

2.4 Bound State Problems 

We conclude this Section with a short review of the application of the eikonal method 

to bound state wave problems, by which we mean boundary-value wave equations which 

possess a discrete spectrum of eigenvalues and normal mode solutions; such wave equations 
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correspond to ray systems with trajectories that are localized or bounded in some region 

of x-space. As we shall also restrict our discussion to wave problems without resonances 

(i.e., wavelength ..x(x) everywhere nonzero), the ray systems are bounded in the (x, k) phase 

space as well. Continuing to work in just one spatial dimension, we shall further restrict 

our attention to local dispersion functions of the Schrodinger type (2.12) for which these 

bounded Hamiltonians are simply one-dimensional oscillators, with phase space portraits 

topologically similar to that in Fig. 1. 

The eikonal equation (2.17) for this type of system again induces the ray trajectories 

in phase space by which the solution for the wave phase 4> is determined. Now, however, 

since the rays oscillate between x-space turning points there is interference between left and 

right propagating waves (i.e., k(x) "'" ±.jE - V(x) is a double-valued function as in Fig. 1). 

Requiring that the resultant wave function be single-valued in the classically allowed region 

of x-space leads to the well-known connection formulas [2] and the quantization condition 

2~ f kdx = n+! (2.36) 

In conventional treatments, the factor of ! arises from a detailed investigation of the wave 

phase in the neighborhood of the turning points. The modern theory of Maslov [3] has 

shown how such fractional contributions to the quantization condition emerge from an 

analysis of the topological structure of the ray manifold in phase space and its projection 

onto x- and k-space. A good presentation of the theory for these Maslov indices can be 

found in Percival [32]. 

The amplitude equation written in terms of the action density (2.31) becomes even 

simpler in the case of normal modes where 8t Jx = o. This condition implies 

==> A(x) "'" (x)-1/2 "'" [k(x)r 1/2 (2.37) 
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For the Schrodinger equation this is the well-known result that the semi-classical prob

ability density A 2 is just the classical probability density, inversely proportional to the 

x-space speed. As discussed above, the x-space action becomes singular at the classical 

turning points where x = o. The traditional treatment, however, constructs the wave 

function in the classically disallowed region (on the other side of the turning points) by 

considering an appropriately-signed imaginary wavenumber so that the wave function de

cays exponentially as x -+ ±oo. The final result is a piecewise-defined wave function with 

one formula for 'IjJ(x) asymptotically valid in the classically allowed region (away from the 

turning points), two more expressions asymptotically valid in the classically disallowed 

regions (x -+ ±oo) and an additional two forms valid in the turning point regions, ob

tained by methods discussed in the preceding subsection. In the following Sections we 

shall explore methods by which one might be able to construct a single solution which is 

uniformly, asymptotically valid everywhere. 
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3. Symbols 

As discussed in Section 2.3, one of the features of conventional eikonal theory is 

that while the ray trajectories introduced to determine the wave phase are most naturally 

analyzed in the (x, k) phase space, the 0 (c) equation for the wave amplitude is cast in terms 

of the x-space projection of these trajectories. This leads to the amplitude singularities 

on caustic surfaces in x-space where this projection becomes singular. Even though it was 

indicated that an alternative nonsingular representation in terms of a projection onto other 

subspaces can always be constructed in these regions, this procedure invariably requires 

matching conditions and necessarily implies a piecewise solution. A mark of this concept 

of projection is that the conventional eikonal assumption tacitly implies that the local 

wavenumber (or momentum) is really a function of x (being defined as the derivative of 

the phase). Although k is allowed to be a multiple-valued function of x (as in the oscillator 

problem of Section 2.4), the traditional method fails [33] if k is continuously multiple-valued 

as found in chaotic ray systems in more than one dimension. 

In this Section we will begin to explore methods by which one can generate asymptotic 

solutions to wave equations in a representation which is a function of both k and x. Such 

a phase-space representation might avoid the caustic projection singularities if a solution 

is first constructed from the rays in phase space (where volume is conserved and k is truly 

independent of x) and then this solution (not just the ray manifold) is projected back onto 

x-space. 

9.1 The Symbol of a Pseudodifferential Operator 

As the development of a phase-space representation is an exact concept (i.e., not 
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just an asymptotic approximation) we shall start over again with the analysis of the wave 

equation (2.1) given at the beginning of Section 2. We shall introduce the notion of the 

symbol of an operator and give a brief discussion of its usefulness and its properties. Since 

there is a considerable body of mathematical literature devoted to this concept [6-11] and 

its relation to the study of pseudodifferential operators, we shall not strive for mathematical 

precision or completeness. Instead, we shall focus on the physical implications of these 

ideas and examine them with regard to their potential for providing useful methods (either 

analytical or numerical) for treating short-wavelength wave propagation problems. 

As in the previous Section, we shall continue to work primarily with a scalar wave 

equation. As the results obtained can be directly extended to more than one dimension, we 

shall use the notation x to stand for (x, t) and k to denote (k,w); the standard definition 

with opposite signs for the spatial and temporal Fourier transform exponents require the 

product kx to be understood as k . x - wt and the derivatives ax, ak to be (ax, -at) and 

(ak , awl respectively. Furthermore, although we consider a scalar equation, the extension 

to vector fields and tensor-valued operators is also straightforward; these generalizations 

will either be apparent at each step or explicitly noted. Finally, in order to include 

departures from the usual linear treatment of waves (such as sources and higher order 

nonlinear wave processes*), we allow for a non-zero right-hand side in (2.1) and consider 

as our basic equation 

J dx' D(x,x')1/1(x') = F(x) (3.1) 

* To include nonlinearities, the right-hand side should be a functional of 1/1, although 

our approximation method will treat this term as a perturbation on the linear waves. 

Furthermore, this is not a general treatment of nonlinearites in that the kernel D is not 

considered to be a functional of 1/1. 
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The dispersion kernel D(x, x') is the x-space (or in many dimensions, space-time) 

representation of the abstract dispersion operator D. Similarly, ¢(x) and F(x) are the x

space representations of the abstract fields ¢ and F. It will be important for the following 

discussion to view (3.1) as just the x-space description of the abstract equation 

D¢=F (3.2) 

In the case where (3.1) is the Schrodinger equation (with F = 0), this abstract operator 

equation is interpreted as the action of the operator D on the state vector ¢ in the Hilbert 

space. To recover the x-space representation (3.1) of (3.2), one can use the Dirac notation 

to project (3.2) onto the basis states Ix} of the position operator 

(xID¢) = (xIF) 

and with the projection operator (or completeness) identity [34] 

f dx' Ix'}(x'i = I 

one has 

f dx' (xIDlx'Xx'I¢) = (xIF) 

Defining the configuration space representations as 

equation (3.1) is obtained. 

(xIDlx') = D(x, x') 

(x'I¢) = ¢(x') 

(xIF) = F(x) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

Of course other representations of (3.2) are possible; for example, the wavenumber

or k-space description is 

f ~~ D(k, k')~(k') = F(k) (3.7) 
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where the k-space quantities are related to their x-space counterparts by the usual Fourier 

transform 

t/J(k) = f dx'1j1(x')e- ika:' 

V(k, k') == f dx dx' e-ika: D(x, x')eik1a:
1 

(3.8) 

We have stressed the difference between the abstract representation-free expression (3.2) 

and its x-space representation (3.1) because the abstract form will be the starting point 

for developing the phase-space equations. 

Consider for a moment the case where (3.1) can be expressed as a finite order partial 

differential equation for 1j1(x). That is, 

f 2 1 
dx' D (x, x')1j1(x') = D(x, Da:) 1j1 (x) 

M (3.9) 
= L dm(x)D~1j1(x) 

m=O 

(3.10) 

Here, the superscript notation above the arguments of D denotes the order of the differ-

entiat ion and the multiplication by the x-dependent coefficients dm (x) as shown; here the 

differentiation D';" is to be performed before multiplication by dm (x). In N dimensions, 

the obvious generalization for the form of D(x, Da:) is 

1 M 

D(i, Da:) = L dlTl(x)D~ (3.11) 
ITl 

(3.12) 

The sum is over all possible combinations of derivatives with respect to the variables Xi 

which may include time. 
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''f 

or 

Writing ¢(x) in terms of its Fourier transform, (3.9) becomes 

f ;: [~d".(X)km] .''',p(k) = F(x) 

= J dk d(x, k)eik:l;¢(k) 
271" 

d(x, k) = L drn (x) krn 

rn 

(3.13) 

(3.14) 

These expressions define the quantity d(x, k) which we refer to as the symbol of 

the partial differential operator D. Simply stated, an operator whose action in the x-

representation may be written as in (3.9) is associated with a symbol obtained by replac-

ing the differentiation D:z; by k. The differential operator, being a polynomial in D:z; with 

x-dependent coefficients, possesses a symbol which is the same polynomial in k 

d(x, k) = O(x, k) (3.15) 

Comparing the action of the operator in terms of its kernel (3.1) and its symbol (3.14) 

one has 

f dx' D(x,x')¢(x') = f ~~ d(x,k)eik:z:¢(k) 

f dk Ok ok' = - dx' d(x, k)e~ :Z;e-~ :z; ¢(x') 
271" 

(3.16) 

which implies 

(3.17) 

This relation just involves a Fourier transform which is assumed to be invertible to give 

d(x, k) = f ds D(x, x - s)e- ik8 (3.18) 
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These expressions show that the symbol d(x, k) may be obtained directly from the 

kernel D(x, x') by a Fourier transform on just the second argument of the two-point func-

tion. For future reference, we also note that this is the same transform used to define the 

local dispersion function (2.11) in Section 2. Taken together, we shall use these formulas to .. 
extend the definition of the symbol for any operator (i. e., not just operators whose x-space 

representation is of the form (3.9)) in terms of its x-space kernel representation. Since we 

shall be introducing other definitions of symbols in the following Sections, we shall refer to 

this particular object as the common symbol as it is the symbol most commonly found in 

the mathematical literature. Being a joint function of (x, k) we shall use the term symbol 

and phase-space representation interchangeably. 

From (3.9) one concludes that a partial differential operator is represented by a kernel 

of the form 

D 
m 

(3.19) 
M 

D(x,x' ) = Ldm(x)D;"S(x - x') 
m 

When this is inserted into (3.18) the polynomial of (3.14) is again obtained. The extension 

of the definition (3.18) to operators with kernels that are not of the simple form of (3.19) 

implies the construction of symbols which are not polynomial in k. Such an operator 

cannot be written down in the x-representation in the familiar form (3.9) of a differential 

operator even though its action may be defined in terms of its kernel (or symbol). We call 

this more general type of operator a pseudodifferential operator. 

Much of the discussion in the mathematical references concentrates on the meaning of 

integrals like those in (3.17,3.18), especially in regard to their convergence. The behavior 

of the differentiability properties of symbols (with respect to both arguments) is examined 
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and in this way pseudodifferential operators are classified according to the form of their 

symbols. While such investigations are obviously necessary, they are beyond the scope of 

this presentation. For the remainder of this Report we shall assume that the requirements 

of convergence are met (or can be dealt with) when the formalism is applied to wave 

operators of interest . 

• 
As an illustration of the preceding development, consider the tensor kernel 12 as-

sociated with wave propagation governed by Maxwell's equations in a plasma with a 

conductivity tensor Cl linearly relating the wave electric field to the wave current density: 

f2(X,t;x /,t' ) = [(c~ :t: - V2
) I + VV] o(x - X/)O(t - t') 

411" a ( 1 ') + ~ at fl x,t;x,t 

(3.20) 

The first part of this kernel (due to the vacuum Maxwell equations) evidently corresponds 

to a partial differential operator. In order to see what type of operator the conductivity 

kernel Cl represents, we initially assume a uniform and stationary plasma so that this 

two-point function depends only on the space-time separation. In this case, the integral 

(3.18) which produces the symbol from the kernel reduces to the usual Fourier transform; 

therefore, the symbol associated with (3.20) is the uniform plasma dispersion tensor 

4(x,t,k,w) = ~(k,w) = (k2 I - kk) - :: (I + 4:i q(k,W)) 

2 = (k2 I - kk) - w2 Hk,w) 
C 

(3.21) 

As expected, the partial differential operator piece of (3.20) is transformed into the 

(k,w)-polynomial piece of (3.21). Focusing on just the longitudinal component of this 

expression for example, one has the scalar dielectric function 

c2 
A A A· A 

-2"k. 4(k,w) . k = k· Hk,w) . k = €(k,w) 
w 

(3.22) 
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In the Vlasov model of an unmagnetized plasma in thermal equilibrium the dielectric 

function € has the form [35] 

€(k,w) = 1 + L. k2\2Z (k:
8

) 

a=ape~e8 8 

(3.23) 

where A~ = T8/47rn8q8 and v~ = T8/m8 are the Debye length and thermal velocity re-

spectively of species 8 in terms of species temperature T8 , density n8 , charge qa and mass 

m 8 • Here the dependence on (k, w) through the plasma dispersion function Z is much 

more complicated than just polynomial; this implies that even in uniform plasma the 

wave operator D is generally a pseudo differential operator. 

Naturally, in a nonuniform plasma the integral in the definition of the symbol (3.18) 

does not reduce to the usual Fourier transform so that without a more specific model for 

the two-point conductivity kernel the symbol cannot be computed. However, one might 

expect that if the plasma is only weakly nonuniform then the wave operator D would be 

only slightly modified and that the symbol of the longitudinal component, for example, 

would be similar in form to (3.23). In fact, this is often the method used to obtain the 

local plasma dispersion tensor; allowing for weak spatial dependence in the density and 

temperature of a species produces a slowly varying Debye length A8 and thermal velocity 

V8 so that in this way the dielectric function becomes a function of both (k,w) and (x,t). 

Evidently, the symbol f(X, t, k, w) remains non-(k, w)-polynomial in this approximation, 

supporting the premise that the wave operator D is in general a pseudo differential operator 

in nonuniform plasma. 

9.2 The Symbol Calculus: Phase-Space Equations 

Having defined the concept of the symbol of an operator, the remainder of this Section 
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will be devoted to the derivation of an equation governing the phase-space representation 

of the wave field. This is most directly accomplished by beginning with the representation

free abstract operator expression of the wave equation (3.2). Now whereas D is an operator 

with a well-defined symbol, the wave field t/J and source term F are not operators. In order 

to construct an operator associated with the field, we multiply (3.2) on both sides by the 

dual element t/Jt of the field 

In Dirac notation, this equation would be written 

Now consider the adjoint of (3.2): 

or 

D It/J)( t/JI = IF)( t/JI 

t/JtDt = Ft 

(t/JIDt = (FI 

Finally, assuming Dt is invertible and substituting (3.26) into (3.25) one obtains 

or 

D(t/Jt/Jt) = (F Ft)(Dt)-l 

Dlt/J)(t/JI = IF)(FI(Dt)-l 

(3.24) 

(3.25) 

(3.26) 

(3.27) 

This equation now involves only operators. The operators representing the wave field 

t/J and the source F are the bilinear quantities 

s = (t/Jt/J t) 

N = (FFt) 

( or It/J)(t/JI) 

( or IF)(FI) 
(3.28) 

In quantum mechanics, S is the projection or density operator, but in a more general 

classical wave context it will be convenient to call S the correlation or spectral operator of 

the field; similarly, N is the operator associated with the correlation of the source. This 

terminology can be understood by considering the x-space "kernel" representation of the 
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operator S and its symbol. In Dirac notation and using the definitions (3.6) one has simply 

S (x, x') = (xl1/J)( 1/JIX/} = 1/J (x )1/J* (x') 

in terms of which the symbol is computed by (3.18) to be 

s(x,k) = J dsS(x,x-s)e-ikl! 

= 1/J(x)e-ik:Z: J dx' 1/J*(x')eik:z:' 

= 1/J(x)~*(k)e-ik:z: 

(3.29) 

(3.30) 

The connotation "correlation operator" is due to the result (3.29) for the x-space 

description of (1/J1/J t )j the autocorrelation function of the field is defined as an average 

(usually an ensemble average) of this expression. Thus, since the symbol of the field is 

proportional to the Fourier transform of the "unaveraged" correlation function, it may 

be interpreted as an "unaveraged" local spectral function. In addition, as the form in 

(3.30) is the product of the x and k representations, it is almost what one might expect 

for a phase-space representation. In fact, apart from the multiplicative phase factor, this 

definition is just the kernel in a mixed representation (xl1/J}(1/Jlk). Similar relations are 

obtained for any field (such as F) and these are easily extended to many dimensions and 

vector fields. 

The basic representation-free equation (3;2) has now been manipulated into equation 

(3.27) which involves only operators. Each side of (3.27) is an operator (being the product, 

or composition, of two operators) so that the phase-space representation of this equation 

is simply 

(3.31) 

The equality of the two operators implies the equality of their symbols. In order to derive 

an equation for the field correlation symbol s(x, k), however, one must determine the rule 
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for expressing the symbol of the product of two operators in terms of the symbols of 

the individual operators. This rule is an element of the symbol calculus; the calculation 

requires only a short digression and will be instructive of the manipulations involved in 

many of the other derivations to follow. 

Consider the product of two operators in terms of their kernels 

C=AB 

C (x, y) = f dx' A (x, x') B (x' , y) 
(3.32) 

The symbol of C is by (3.18) 

c(x, k) = f ds C(x, x - s)e-ikjl 

= f dsdx' A(x,x')B(x',x - s)e-ikjl 
(3.33) 

Now, using (3,17) to express the kernels A and B in terms of their symbols, (3.33) becomes 

c(x,k) = dsdx' - - e' 1 x-x e' 2 x -X+jI e-' jI f dkl dk2 'k ( ') 'k ( , ) 'k 
211' 211' 

X a(x, k1)b(x', k2) 

The integrals over sand k2 yield immediately 

c(x, k) = [AB](x, k) 

= f dx' ~~ e-i(k'-k)(x'-x)a(x,k')b(x',k) 

(3.34) 

(3.35) 

Thus, the symbol of the product of two operators at the point (x, k) in phase space is 

not simply given by the product of the symbols at that point. Rather, the symbol of the 

product is given by this generalization of the convolution rule to a nonuniform medium; in 

a uniform medium, the symbols a, band c would be functions of k only, and this integral 

would reduce to the product a(k)b(k). 

The relation (3.35) may be cast in a more compact and more useful form as follows: 

change variables in the integral to x' = x + s, 
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c(x, k) = f ds dk' e-i(k' -k)8 a(x, k')b(x + s, k) 
2'11" 

and expand the symbol b in a Taylor series around x 

(3.36) 

(3.37) 

The exponential operator here is a shorthand way of writing the Taylor expansion; it is 

to be interpreted in terms of its power series and questions of convergence are ignored for 

simplicity. Now that b(x, k) is independent of the integration variables, it may be taken 

outside of the integral to the right; the integral is now an operator (of x-differentiation) 

acting on b. The relation 

+
e-i(k'-k)8 a(x,k')e8811: = e-i(k'-k)8a(x,k')e-i8k811: (3.38) 

holds since a is independent of k, and it also may be verified by power series expansion. 

The left-pointing arrow above the k-derivative indicates that it operates on all functions 

of k (not k') standing to the left (i.e., not on b). With these steps, (3.37) becomes 

(3.39) 

The integrations are now trivial and one finally has 

+----+ 
[AB](x, k) = a(x, k)e-i8k8I1:b(x, k) (3.40) 

This is the desired compact form of (3.35); it is to be interpreted in terms of that 

integral form or its power series: 

( k) -iiha:b( k) = ~ (-i)n 8na(x, k) 8nb(x, k) 
a x, e x, L- n! 8kn 8xf1. 

n=O 

(3.41) 

From this it is apparent that if a is the symbol of a partial differential operator (i.e., it 

is an Nth degree polynomial in k), then this is a finite series of x-differentiation on b (of 

order N). Furthermore, the earlier result for a uniform medium is recovered in that if the 
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symbols are independent of position (specifically, b not a function of x), then the symbol 

of the product is the product of the symbols (only the first term of the power series = 1 

contributes) . 

Returning to the wave operator equation (3.27) and its symbol (3.31), one may im-

mediately apply the rule (3.40) to obtain 

+---+ +---+ 
d(x, k)e-i8k8zs(x, k) = n(x, k)e-i8k8z (dt ) -1(X, k) (3.42) 

This is the desired phase-space equation for the symbol of the field correlation opera-

tor s (x, k) . The corresponding expression for vector fields and tensor operators in three 

dimensions and time is 

+-- -+ +---+ 
d(x t k w)e-i ( 8 k' 8 x- 8 '" 8 t} . _Cl(X t k w) - '" ); '" 

+-- ~ +---+ 
=n(x t k w)e-i(8k,8x-8",8t).(dt)-1(x t k w) - '" - '" 

(3.43) 

The rather complicated structure of this tensor equation may be somewhat clarified if 

expressed in explicit component form: 

00 4 3 ( .) m 8md 8 m 
'"'" '"'" '"'" -, - I£V S v (1' 

L- L- L- m! 8k!B 8x!B 
m=O i=1 v=1 " 

(3.44) 

As stated before, the four-dimensional notation requires (x4,k4) = (t,w) but (8 z ,,8k ,) = 

(-8tl 8w ). In addition, it must be remembered that this is an expression relating two 

tensors and must be satisfied for all components (J.Lu). 

Let us recapitulate the meaning of this equation. It is a (possibly infinite order) 

partial differential equation (or integral equation, c/. Eq.(3.35)) for the local spectral 

tensor ~ defined in (3.30) (or its analogous vector form). The left-hand side involves 
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(k, w)-derivatives of the local dispersion tensor fj(x, t, k, w), defined in the four-dimensional, 

tensor form of (3.18), and (x,t)-derivatives of §(x,t,k,w). It is important to remember 

that in this formalism (x, t, k, w) are all independent variables. If the dispersion tensor is 

only a polynomial in (k, w) (c/. Eq.(3.14)) then the left-hand side reduces to a finite order 

differential action on §. 

The right-hand side can be viewed in two ways, depending upon the meaning of the 

source field F. Taken as a specified source field it simply represents an inhomogeneous 

term in an otherwise linear equation for §. In this case, the right hand side is a function 

on phase space composed of (k, w) derivatives of the source spectral tensor and space-time 

derivatives of the inverse adjoint dispersion tensor (the calculation of the symbol (4t )-1 

in terms of 4 will be discussed shortly). Thus, the entire right-hand side is a known source 

for the left-hand side at each point in phase space. 

The possibility exists, however, (due to the form of the basic equation (3.1)) that 

this term may be extended to include nonlinear sources for which F could be considered 

a functional of t/J. Of course, this might have significant implications for the nature of the 

abstract vector space in which the operator equation (3.2) is to be viewed, but it seems 

as if this circumstance could be treated from the standpoint of either (3.1) or (3.43). In 

this case, then, the right hand side would contain (k, w)-derivatives of nonlinear terms in 

1:! as well as space-time derivatives of the given tensor (4t) -1. 

Let us now proceed to compute the symbol dt of the adjoint operator Dt whose 

inverse is required for the phase-space equation (3.42). The rule for computing dt from 

the symbol d is also an element of the symbol calculus and may be obtained as follows: 

Beginning with the definition of dt in terms of the adjoint kernel from (3.18) 
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(3.45) 

and the definition of the kernel of the adjoint operator 

Vt(x,x') = v*(x',x) (3.46) 

one has 

dt(x,k) = f dSV*(x-s,x)e-ik3 (3.47) 

Note from (3.46) that for a partial differential operator which can be written in the form 
2 

(3.9) with (3.19), the adjoint differential operator is O(k, D:J;) where the multiplication 

by the coefficients is performed before the differentiation. Now with the inverse relation 

(3.17), 

Eq.(3.47) becomes 

f dk' 'k' 
V*(x - s, x) = - d*(x - s, k')e' 3 

211' 

t f dk' 'k 'k' d (x, k) = ds- d*(x - s, k')e-' Be' 3 
211' 

= f dk'ds ei(k'-k)3 e-38:J;d*(x, k') 
211' 

= f dk' ds ei(k'-k)3e-i~a:d*(x, k') 
211' 

(3.48) 

(3.49) 

where the intermediate steps are similar to those used in deriving the product rule (3.36-

3.39). The integrals are easily performed to give 

(3.50) 

---+---+ 
dt(x,k) = e-i8k8:J;d*(x,k) 

Here the exponential operator has been moved to the left of the integral (and the arrow on 

the k-differentiation accordingly reversed) since the only k dependence is in the o-function. 
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The result (3.50) has several implications. First, it is apparent that the symbol dt of 

the adjoint operator Dt is not simply the adjoint of the symbol d of D. Thus, for scalar 

symbols one does not have in general dt = d*; for tensor symbols the relation analogous 

to (3.50) is 
--+ --+ --+--+ 

dt (x t k w) = e-i ( 8 ... 8 x - 8 w 8 t)d* (x t k w) 
p.v " , vI-' " , (3.51) 

so that dLv =j:. d~1-'" These observations are true unless the symbol d contains no products 

of conjugate variables Xiki, (i = 1,4). Furthermore, it follows that if the operator D is self-

adjoint then (3.50,3.51) imply that its symbol is not self-adjoint if it contains xk products. 

In the case of a self-adjoint operator, however, one can derive a relationship between the 

self-adjoint and anti-self-adjoint parts of the symbol as follows. Considering for simplicity 

scalar symbols, we use (2.14) to write d in terms of its real and imaginary parts (d' and 

d"); the self-adjoint condition D = Dt then implies the phase-space equation 

--+--+ 
d(x, k) = dt = e- i8k8:r;d*(x, k) 

(3.52) 
--+--+ 

d' + id" = e-i8k8:r; (d' - id") 

Expanding the exponential operator and equating real and imaginary parts of the reSUlting 

expression gives 

(3.53) 

To lowest order in derivatives with respect to x and k, one has the relation 2d" = -8k8:r;d' 

which was used in (2.29) to derive the action conservation equation for conventional eikonal 

theory. 

Finally, the symbol d- 1 of the inverse operator D- 1 which satisfies 

DD- 1 = D-1D = I (3.54) 
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is computed from the phase-space representation of (3.54) 

+---+ +---+ 
d(x,k)e-i8k8xd-l(X,k) = d-l(x,k)e-i8k8xd(x,k) = I (3.55) 

where the identity operator I has the kernel c5(x - x') and symbol i(x, k) = 1. To lowest 

order in derivatives of d, both conditions in (3.55) simply imply d- 1 = lId; indeed, 

this result also satisfies the next order equation found by subtracting the two conditions: 

9.9 Asymptotic Analysis 

The point of introducing the symbol of the wave field (3.29) and thus the phase-space 

representation of the wave equation (3.27) is to determine whether any useful results can 

be obtained by analyzing this phase-space equation in the short-wavelength or asymptotic 

regime. We therefore consider (3.42) and, in order to compare our results with traditional 

eikonal theory, we set the right-hand side to zero (i. e., we do not consider sources or 

nonlinearities) 
+---+ 

d(x, k)e-i8k8:J:s(x, k) = 0 (3.56) 

In the conventional theory, one is led by physical intuition to assume a solution of the 

form (2.5) of a local plane wave in x-space. Here, we can use that assumption to guide 

us to an appropriate asymptotic form for the field spectral function s(x, k) to use in the 

solution of (3.56). This is quite easy since (3.30) shows that s(x, k} is just proportional to 

the product of the x- and k-space representations of t/J, while the asymptotic forms of each 

of these is given by (2.5) and (2.33-2.35). Recalling that in this phase-space representation 

x and k are to be treated as independent variables, we take 

(3.57) 
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This is a particularly convenient assumption in that (3.56) contains only derivatives of s 

with respect to Xj therefore, the k-dependence of s is not determined by (3.56) and the 

k-dependent factors of (3.57) divide out. Of course, the k-dependence of s is not arbitraryj 

in this case, one must also consider the adjoint of (3.56) (corresponding to the adjoint of 

(3.27) with F = 0) which will determine the k-dependence in the form of (3.57) when 

treated in a manner similar to the following analysis. 

Substituting (3.57) into (3.56), expanding the exponentiated operator and splitting d 

into its real and imaginary parts we have 

(3.58) 

Now as in the conventional theory, we define the local wavenumber k(x) = ax</> and adopt 

the ordering assumptions of (2.7,2.8,2.15,2.16) to produce the two lowest-order equations 

0(1) : 

and 

o (e:) : 

(3.59) 
+ i, (a~d')(k(x) - k)3 + .. . jAe i4>-ik:r. = 0 

[(akd')+(a~d')(k(x) - k) + !(a~d')(k(x) - k)2 + .. ·](axA) 

+ ![(a~d') + (aZd')(k(x) - k) + .. ·](axk)A (3.60) 

- [d" + (akd")(k(x) - k) + !(a~d")(k(x) - k)2 + .. ·jA = 0 

The terms in brackets in both of these equations are just those that appear through 

the third derivative expansion of the exponentiated operatorj it is clear, however, that 

additional terms from higher-order derivatives in the expansion will continue to contribute 

to the expressions in the brackets. These continuing series have the apparent pattern of 

a Taylor series about the point k of the various quantities appearing as the first term in 

each bracket. Assuming that the sums converge (which is the same as assuming that it is 

indeed justified to expand (3.56) in the first place), the two equations become 

-42-



0(1) : d'(x,k(x)) = d'(x,Bx4» = 0 (3.61) 

and 

O(c) : (Bkd')(x, k(x))(BxA) + !(B~d')(x, k(x))( Bxk)A = 2d"(x, k(x))A (3.62) 

With the straightforward extension of these equations to include time we recognize them to 

be precisely the eikonal and amplitude transport equations derived in conventional eikonal 

theory (c/. Eqs.(2.17,2.18)). Analysis of the adjoint of (3.56) in a similar fashion leads 

to the the eikonal and amplitude equations for the k-space representation of the wave. 

Thus, although the present phase-space eikonal method initially considered x and k to be 

independent variables, the action of the exponentiated operator in (3.56) focuses attention 

on the ray manifold determined by k = k (x) (or in many dimensions and time, k = 

k(x,t),w = w(x,t)). Since the discussion of the drawbacks (such as caustic singularities) 

given in Section 2 follows directly from the analysis of these two equations, we conclude 

that this method offers no improvement over the conventional eikonal method as it reduces 

to the same theory. 

9.4 Discussion 

The primary advantage of this particular symbol formalism is the natural way in which 

it extends the familiar differential operator to the concept of a pseudo differential operator. 

Furthermore, the computations required to obtain the rules for translating operations on 

abstract operators into corresponding symbol operations (the symbol calculus) are perhaps 

the simplest with regard to alternative representations. Again, possibly for these reasons, 

this type of symbol is perhaps the one most often studied in the mathematical literature. 

As we have pointed out, however, there are at least two reasons for not persuing this 

representation (as defined by (3.18)) for the purpose of developing a useful phase-space 
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eikonal method: 

1) The asymptotic analysis of the exact evolution equation (3.42) for the spectral 

function s(x, k) (in the absence of sources) has shown that caustic singularities will still 

plague the construction of the field (by (3.62)). This result could have been anticipated 

from the expression for s(x, k) (3.30) when the wave field has the local plane wave form 

(2.5) in x-space and the corresponding form (2.33-2.35) in k-space 

(3.63) 

where 17(k) is the inversion of the stationary phase condition 8x ¢(17) = k. As pointed out 

by Berry [14], this result is undesirable because it has singularities in phase space not only 

at all points (x, k) where the asymptotic form of A(x) becomes large (x-space caustics), 

but also at all points where A(17(k)) is singular (k-space caustics). This is illustrated in 

Fig. 2. 

For the purposes of a physically meaningful phase~space representation of a wave 

field, one would intuitively desire a function on phase space which "adheres" to the rays 

(i.e., one that has large amplitude on and near the ray manifold in phase space and small 

amplitude off of it). As one can see from Fig. 2 however, the region in phase space where 

the asymptotic form of the spectral function in this particular symbol formalism has the 

largest amplitude (indeed singular) is near these linear extensions of the x- and k-space 

caustics into phase space, while it is much smaller on the remainder of the ray manifold. 

2) The expression (3.50) relating the symbol of an operator to the symbol for the 

adjoint operator shows that the symbol of a scalar Hermitian operator has an unexpected 

imaginary part (if the symbol contains conjugate products). This could have serious con

sequences in many applications to classical wave propagation; as the discussion of the 
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Fig. 2. Schematic illustration of the singularities in phase space characterizing the 
common symbol of the spectral tensor s(x, k) when it is evaluated in the geometrical 
optics approximation. These singularities are simply the linear extension into phase space 
of the singularities present in both A(x) and A(k) due to the caustic singularities in the 
projection of the ray manifold onto x- or k-space. 
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example (3.20-3.23) indicates, the local dispersion tensor as well as other phase-space 

functions of interest in general do involve xk products. This is particularly true in the 

case of the symbol representing the wave field, where the underlying kernel or correlation 

function (3.29) is manifestly Hermitian while the spectral function s(x, k) constructed in 

(3.30) is not purely real. While many other operators are self-adjoint (where relationships 

like (3.52,3.53) hold), the situation becomes complicated when one considers wave opera

tors which include dissipation mechanisms. In this case one must be careful to distinguish 

the component of the imaginary part of the dispersion function which actually represents 

the dissipation from the spurious intrinsic piece that arises from the presence of conjugate 

products. Intuitively, one would desire a representation in which symbols more faithfully 

reflect this physically important property of their corresponding operators. 
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4. Weyl symbols 

The main disadvantages of the symbol formalism presented in the previous Section 

concerned the physical issues of singularities of the spectral function in phase space due to 

caustics and the somewhat complicated relation between the Hermitian and anti-Hermitian 

parts of an operator and its corresponding symbol. One also might note from (3.18) that 

the transformation from the x-space kernel D to the symbol d involves an integral in 

which only the second argument of D varies. Furthermore, the phase-space equation (3.42) 

appears to treat x and k in an unsymmetric way; that is, x-derivatives act only to the 

right and k-derivatives act only to the left. In this Section we shall introduce a phase-space 

representation which not only treats the x-space arguments of the kernel in the defining 

transformation in a more symmetrical way, but which results in a symbol calculus that 

treats the phase-space variables x and k on an equal footing. While the extension from 

partial to pseudodifferential operator is not as clear as in the case of the common symbol of 

Section 3, we shall see that this new representation corrects the deficiencies of the common 

symbol formalism and to some extent provides a closer connection in the short-wavelength 

regime between the evolution of the wave spectral function and the corresponding rays in 

phase space. 

4.1 Properties of the Weyl Symbol 

We shall refer to the symmetrized symbol defined by 

D(x, k) = ! ds D(x + !s, x - !s)e- ikll (4.1) 

as the Weylsymbol [12] of the operator D. Like the definition of the common symbol (3.18), 

this expression is a type of Fourier transform on the separation s of the two arguments in 
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the x-space kernel Vi unlike (3.18), however, the transform is "centered" around the point 

x and involves both arguments. The inverse of (4.1) may be verified to be 

V(x,x') = ! ~: D(~(x+x'),k)eik(X-x') (4.2) 

As these transformations have the obvious extension to more than one dimension and 

time, we shall continue to use the one-dimensional notation in the development of the 

Weyl calculus unless specifically noted. This representation has received somewhat less 

attention in the mathematical literature, possibly due to its tenuous connection to the the-

ory of pseudo differential operators [6]. Because of its nice properties, however, it has been 

used by many authors [13-18] to define a correspondence between phase-space functions 

and quantum mechanical operators and to study the relationship between classical and 

quantum chaos. In this regard, the Weyl symbol of the field spectral operator (or density 

matrix) .,p.,pt 

S(x, k) = ! ds .,p(x + ~s).,p*(x - ~s)e-ik8 (4.3) 

is also known as the Wigner function [13]. 

Whereas the expression (3.30) for the common symbol of a field .,p was rather trans-

parent for the purpose of examining its structure in phase space, the definition (4.3) is not 

so intuitive. Therefore, as the first of a few examples of what might be expected from this 

construction, let us consider the simplest case of the spectral function of a plane wave: 

=> 

.,p(x) = Aoeikox 

S(x, k) = 271" IAol2 6(k - ko) 
(4.4) 

.. 
This singular distribution is concentrated on the appropriate surface in phase space to 

describe the uniform wavenumber of the wave and is independent of x. 

A generalization of this is the Wigner function associated with a wave of the eikonal 

form (2.5) 
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"'{x) = A{x)eicf>(x) 

S{x, k) = 211" \A(x) \2 o(k - k{x)) 
(4.5) 

Here we have expanded the phases e/>(x ± !s) around the point x with the definition 

(2.6) of the local wavenumber k(x) = axe/> and have assumed the amplitude A{x) as well 

as the derivatives of the phase to be slowly varying compared with the phase variation 

itself. This also is a singular distribution, although Balasz [36] has shown that the Wigner 

function can be exactly a o-function only on linear subspaces of phase space (such as in 

(4.4)); being only an asymptotic form, however, this distribution is concentrated on the 

more general manifold k{x) .generated by the definition of a local wavenumber inherent 

in the conventional eikonal approach. While this example appears to indicate that the 

Weyl symbol associated with a short-wavelength wave will also exhibit the singularities 

that both the conventional x-space eikonal and common symbol representations suffer 

from (i.e., near caustics where A(x) -+ 00), and indeed appears to be even more singular 

owing to the presence of the o-function, we. observe the following: The singularities in 

both the conventional eikonal and common symbol descriptions of short-wavelength wave 

propagation were inherent in the equations governing the phase and amplitude derived in 

the asymptotic analysis of the wave equation (in fact, it was seen that the common symbol 

analysis reduced to the same equations found in the conventional eikonal approach). We 

shall see, however, that these singularities are not intrinsic to the equations which govern 

the Weyl symbol of the wave in the same limit and that a nonsingular distribution on phase 

space results from the asymptotic solution of those equations. Therefore, even though the 

spectral function considered in this Section is singular when constructed from the eikonal 

form (4.5), this is due to the nature of the conventional eikonal solution and not inherent 

in the definiton (4.3). 
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As an example of a Weyl spectral function which is not a 6-function, consider an eigen-

function of the Schrodinger equation for a harmonic oscillator [34] with natural frequency 

Wo 

tPn(x) = CnHn(ax)e-a2x2/2 

En = hWn = (n + !)hwo 
(4.6) 

where Cn is a normalization constant, Hn is the nth Hermite polynomial, a-I = Jhjmwo 

is the natural length scale of the quantum oscillator and the En are the energy eigenvalues. 

Substituting (4.6) into (4.3), the integral may be explicitly evaluated to give 

Sn(x,k) = 2(-1)nLn{2(a2x2 + k2ja2))e-a2x2-k2/a2 

= 2( _l)n Ln{ 40(x, k) jwo)e-2n(x,k)/wo 

Sn(T) = 2( _l)n Ln(2r2)e-r2 

(4.7) 

Here, Ln is the nth Laguerre polynomial, O(x, k) is the classical harmonic oscillator dis-

persion relation (i.e., found by setting (2.12) to zero), and T is the radius in phase space 

in dimensionless variables (ax, k j a): 

(4.8) 

= !WOT2 

Setting the nth eigenvalue Wn from (4.6) equal to the value of the classical frequency 0, the 

radius in phase space Tn of the classical dispersion surface W = Wn = O(Tn) corresponding 

to the nth state is Tn = v2n + 1. In these variables, the form of (4.7) shows that the 

spectral function is azimuthally symmetric and, considering the behavior of the Laguerre 

polynomials, oscillates rapidly (with increasing n) out to approximately the radius Tn of 

the classical dispersion surface, and then rapidly decays to zero (due to the exponential). 

This example illustrates two significant points. First, the spectral function is an 

oscillatory function on phase space (as opposed to the previous two examples); indeed, it 
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may be shown [37] in general that the phase-space representation defined by (4.3) cannot 

be non-negative for all functions tP(x). The second point is that (4.7) is not localized 

around the expected classical surface as was the case in the previous two examples; instead, 

the spectral function oscillates with a gradually diminishing amplitude from the phase

space origin out to the classical surface (r = rn) where the last oscillation turns out 

to be slightly wider (but not of significantly higher amplitude) than the others. It has 

been shown that these oscillations can be (and, for asymptotic use, should be) removed, 

however, by subjecting the spectral function to a local x-space or phase-space averaging 

[38,14], thereby producing a positive-definite density on phase space; an example of this 

will be seen in the next Section. In the present example, a suitable coarse-graining would 

conceivably remove all of the oscillations except for perhaps the last one (being slightly 

broader) which is in the correct location to coincide with the classical radius. 

4.2 The Weyl Symbol Calculus 

Our primary goal is to derive the phase-space equation which governs the spectral 

function S(x,k) in terms of the Weyl symbol of the wave operator, or dispersion function 

D(x, k). As in the case of the common symbol of the previous Section, we could proceed 

from the abstract operator equation (3.27) and derive a product rule for this representation 

using the relationship between symbol and kernel, but it will be more efficient and instruc

tive in the calculation of this and other elements of the Weyl symbol calculus to exploit 

an intimate relationship between Weyl symbols and common symbols. This connection is 

readily obtained upon substitution of the inverse formula (3.17) into the definition (4.1) 
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D(x,k) = J ds dk' d(x + ~s,k')ei(k'-k)s 
211" 

= 2 J dX'~~ d(x',k')e2i(k'-k)(x'-x) 
(4.9) 

The factor of 2 arises from the change in variables x' = x + !s and becomes 2N in the 
.. 

N-dimensional form of (4.9). This relation is an integral over all phase space similar to 

the Fourier-type integrals already encountered in the previous Section (c/. Eq. (3.35)), the 

difference being the factor of 2 in the exponent (which remains 2 in N dimensions). It can 

easily be verified that (4.9) is invertible (assuming all integrals exist) so that one also has 

d(x,k) = 2 J dx'~~ D(x',k')e-2i(k'-k)(x'-x) (4.10) 

It was also seen in Section 3 that phase-space integrals like this may be cast in a 

compact differential form which sometimes provides insights into the properties of the 

relationship. Thus, the manipulations of (4.9) proceed 

J dk' ., sa 
D(x,k) = ds 211" e,(k -k)/J e2 xd(x,k') 

(4.11) 

. ---+---+ 
D(x, k) = e~akaXd(x, k) 

Similar operations on the inverse integral (4.10) reveal that the naive inverse of relations 

of the form (4.11) also holds 

. ---+---+ 
d(x, k) = e-~akax D(x, k) (4.12) 

As stated before, we assume that all integrals and infinite series of the type (4.12) converge. 

The important interpretation of these expressions indicated by the differential form is that 

if neither type of symbol contains xk products then they are identical. 
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As an example of the application of these exponential operators, consider the case 

where d(x, k) is the common symbol of a differential operator (3.14). The Weyl symbol of 

the differential operator may be computed using (4.11) in its power series expansion: 

.~~ 

D(x, k) = e~akaa; L dm(x)km 

(4.13) 

The k-derivatives reduce the exponents of km so that terms in the power series a;: vanish 

for n > m. Thus, with 

(4.13) becomes 

n:::;:m 

n>m 

m , 

D(x,k) = L L '( m~ ),km-n(~aa;)ndm(x) 
O

n. m n. 
m n= 

= L (k + ~aa;)m dm(x) 
m 

(4.14) 

(4.15) 

having recognized the form of the binomial expansion. This formula may be verified with 

the integral relations (4.9). It also suggests that the Weyl symbol, although "symmetrized" 

to produce nice physical properties, does not provide the natural extension of a differential 

operator as does the common symbol. 

The inverse (4.12) may be applied to (4.15) in order to illustrate the way in which it 

"undoes" the operation of (4.11,4.13). Begin with 

(4.16) 

expand the binomial and use (4.14) to find 
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8i: (k + ~8z)m = 8i: f: (7)kl(~8z)m-1 
1=0 

= ~ (m) I! k'-n(i8 )m-I 
L- I (I _ n)! 2 z , 
1=0 

(4.17) 

(n ~ I) 

Now (4.16) is ... 

~~ (7)(~a.)m-1 to (~)kl-nHa.)ndm(x) 
= ~ ~ (7)(~a.)m-1 (k - ~a.)' dm(x) 

so that the derivatives of dm cancel when the binomial theorem is used once again 

(4.18) 

to recover the form of the common symbol d(x, k). 

Having demonstrated that the Weyl symbol can indeed be obtained from the common 

symbol with this exponential operator method, we may exploit the technique for a quick 

derivation of the product rule in the Weyl calculus. Recalling that the rule (3.40) which 

translates the operator composition into the common symbol product is 

C=AB 
+-~ 

c(x, k) = a(x, k)e-i8k8zb(x, k) 
(4.19) 

we may immediately use (4.11) and (4.12) to introduce the Weyl symbols of the operators 

(4.20) 

The exponential operator on the left-hand side may be inverted to give 

(4.21) 

The term in brackets may be viewed as nothing more than the multiplicative product of 

two functions of x and k (albeit, not A and Bj c/. Eq.(3.41)) so that the action of the 

operator from the left on this product must be determined. 

-54 -



Writing Leibniz's formula for the differentiation of a product in the convenient form 

(4.22) 

which generalizes to two variables as 

(4.23) 

and indeed to 2N independent commuting derivatives as 

(4.24) 

one can easily verify the action of the exponentiated differential operator 

(4.25) 

(4.26) 

which may be rewritten as 

(4.27) 

where the arrows have kept track of the correct functions to be differentiated by each 

operator. Now, since the x and k derivatives commute, the exponentials can be combined 

to give 

. +-- --+ +-- --+ 
= A(x, k)e~(aa;ak-akaa;) B(x,k) 

(4.28) 

where again all manipulations may be verified by means of power series expansions. There-
I' 

fore, the product rule for Weyl symbols is 

.~ 

C(x, k) = A(x, k)e~.c B(x, k) 
(4.29) 
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Of course, this formula could have been derived with only the definition (4.1) and 

its inverse (4.2) in a manner similar to that presented for common symbols although the 

calculation is much longer [39]. The integral form of (4.29) may also be obtained by 

combining (4.9), (4.10) and the integral form of the common symbol product (3.35). The 

resulting expression is 

C( k) =4Jd d dk l dk2 -2i[(kl-k)(:C2-:c)-(k2-k)(:Cl-:C») 
x, Xl X2 (211")2 e (4.30) 

x A{Xl, k l )B(X2, k2) 

from which (4.29) may be derived using the familiar Taylor series arguments. 

Both (4.29) and (4.30) are similar to (3.40) and (3.35) in that they involve exponen-

tial bi-directional operators or nonlocal integral relations, but they differ in two significant 

aspects. In the Weyl symbol product, X and k are treated on an equal basis, ostensibly 

because of the symmetric x-space definition (4.1). Perhaps more importantly, the sym-

+-+ 
metrized definition has led to the bi-directional operator ,c of (4.29) which is precisely the 

Poisson bracket of Hamiltonian ray theory (see Eq.(2.24)). In fact, expanding (4.29) in a 

power series the first two terms are 

.+-+ 
C(x,k) = A(x,k)B(x,k) + A(x,kH'cB{x,k) + ... 

= A(x,k)B(x,k) + ~ ((a:cA)(akB) - (akA)(a:cB)) + ... 

= A(x, k)B(x, k) + ~{A, B} + ... 

(4.31) 

although the higher terms cannot be expressed so simply by means of the Poisson bracket. 

Thus, not only has the Weyl symbol rectified the x-space and phase space symmetry 

deficiencies found in the common symbol formalism, there is also the suggestion of a 

possibly closer connection to the description of geometric optics in phase space. 

The Weyl product rule can be directly extended to many dimensions and tensor 

operators. Hence, the Weyl symbol or phase-space representation of the basic operator 
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wave equation (3.2,3.27) is 

.+-+ .+-+ 

-Q(x,k)e~.c .§(x,k) = lj(x,k)e~.c. (-Qt)-l(x,k) (4.32) 

where 
• 

(x,k) = (x,t,k,w) 

(4.33) 
+-+ +- -+ +- -+ +-- -+ +---+ .c = a x' a k - a k • a x + awat - at aw 

In expanded component form this is 

(4.34) 

with the notation for the derivatives being 

an an 
a(xn-m.)a(km.) - ax' ax' ... ax . ak· ... ak . 31 32 3,.- m 3,.- m+ 1 3,. 

a a (4.35) 

The elements of this equation are the Weyl symbols of the dispersion tensor -Q, the 

spectral tensors § and lj of the vector wave field t/J and source F respectively, and the 

inverse adjoint dispersion tensor (-Qt)-l. The Weyl symbol -Q is given by the tensor form 

of (4.1) in terms of the dispersion kernel l2 while the spectral tensors (or tensor Wigner 

functions) are constructed from the fields by the tensor form of (4.3) which is explicitly 

§(x,t,k,w) = f d3 sdr t/J(x + !s,t + !r)tj.t*(x - !s,t - !r)e-ik'lI+iw7' (4.36) 

and similarly for lj. The inverse of this transformation is by analogy with (4.2) 

tj.t(x + !s)tj.t*(x - !s) = / (~:~4 §(x, k)eikll 

2 / d
4

k I tj.t (x) I = Tr (211')4 §(x, k) 

(4.37) 
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and similar projection rules may be verified for k-space 

~(k + !K);), * (k - !K) = f d4 x ~(x, k)e-i/Ca; 

I;),(k) r = Tr f d4 x ~(x, k) 
(4.38) 

As in the common symbol description (for which formulas similar to (4.37,4.38) also hold) 

these relations indicate that the Weyl symbol of the field correlation operator is an "un aver-

aged" local spectral tensor and its projections are "un averaged" (yet "centered") intensities 

and correlations. 

There are two other important properties of Weyl symbols in general that also con-

tribute to its usefulness. Due to the symmetry of the x-space kernel definition (4.1), the 

symbol of the adjoint operator is simply 

Dt(x, k) = f ds D*(x - !s, x + !s)e-ikll 

= f ds D*(x + !s, x - !s)eikll 

= [f ds D(x+ !s,x - !s)e-ikllr 

= D*(x,k) 

The relation for a tensor symbol is also easily derived: 

(4.39) 

(4.40) 

In the Weyl representation therefore, we have the fortunate circumstance that the symbol 

of the adjoint operator is just the adjoint of the symbol. For scalar symbols then, a 

self-adjoint operator is associated with a real symbol. The manifest Hermiticity of the 

spectral operator S implies that the Wigner tensor is self-adjoint. Most significantly, 

these assertions are valid irrespective of the presence of xk products which plague the 

common symbol representation. 
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Another characteristic of Weyl symbols not only provides further motivation for their 

use as a suitable phase-space representation, but it will be needed in the next Section 

as well. This property concerns the expectation value of the measurement of some wave 

attribute A in the field"p. From the representation-free abstract point of view, this is 

interpreted as the action of the operator A (which represents the attribute) on the field 

"p with subsequent projection onto"p. This concept will be seen to be important here 

although it is perhaps more familiar in the context of quantum mechanics. Therefore, 

with the help of the Dirac notation, the expectation value is 

or ("p/A/"p) 

In terms of the x-space representation this is 

(A),p = f dx dy ("p/x)(x/A/y)(y/"p) 

= f dxdy "p*(x)A(x,y)"p(y) 

= f dxdy A(x,y)S(y,x) 

=TrAS 

(4.41) 

(4.42) 

which defines the trace of an operator. Thus, the field spectral operator' may be interpreted 

as a density operator against which the observable A is weighted in the wave field "p. 

The phase-space representation of (4.42) is obtained with the use of (4.2): 

(A),p = f dXdyd~7r~~2 eikdx-Y)eik:l(y-x)A(~(x+y),kt}S(~(x+y),k2) 
f dk 1 dk2 . (k k) 

= (27r)2 drds e' 1-:1 IlA(r,kt}S(r,k2) (4.43) 

= f ~: dx A(x, k)S(x, k) 

It may be shown by means of the integral form of the Weyl product (4.30) that this 

expression is equivalent to 
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J dk 
(A),p = Tr AS = - dx [AS](x, k) 

2'11" 
(4.44) 

This result is reminiscent of the classical expression for the expectation value of the 

phase function A(x, k) with respect to a phase-space density S(x, k). The fact that a 

similar relation does not hold for the common symbol description marks another advantage 

for the Weyl representation. Nevertheless, there is a non-classical aspect to (4.43); while 

S(x, k) is real (for scalar fields), we have seen in Section 4.1 that it is not necessarily 

non-negative as one would expect a phase-space probability density to be . 

./..9 Asymptotic Analysis: The Wave Kinetic Equation 

In that the Weyl phase-space representation offers several improvements over the 

symbol formalism discussed in Section 3, we now proceed to investigate the phase-space 

representation of the wave equation (4.32) in the short-wavelength regime. We shall show 

how the corresponding ray system is naturally induced by this equation and how one is 

led to a natural definition of the wave action density as a function on phase space. The 

transport equation which results from this analysis will be the analog of the Liouville 

Theorem of classical mechanics; thus, this formalism enables a formal derivation of the 

wave kinetic equation governing the wave action density. In order to show the direct 

application of this method to vector wave fields, we retain the tensor notation of (4.32) 

and work with the explicit space-time and wave-vector-frequency variables (x,t,k,w). 

In the spirit of the conventional eikonal method for approximating the solution of 

(3.1), we shall postulate a physically reasonable ordering of the derivatives of the various 

elements in (4.32). To this end, consider the power series expansion of (4.32) 

(4.45) 
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The exponential expression (rather than the integral formula (4.30)) permits the immediate 

identification of the relative orders of variation involved in the evolution of q. Consistent 

with the assumption of a weakly inhomogeneous medium (compared to a typical short 

wavelength A and high frequency w of the waves), we require 

(4.46) 
.; 

where Land T are again the scalelength and timescale of the variation of the medium. 

As a quadratic function of the wave field t/J, one might expect q to also exhibit only this 

slowly varying behavior; therefore, we shall look for solutions which satisfy 

(4.4 7) 

For order of magnitude estimates, we shall also take the k-derivatives to be 

(4.48) 

These assumptions imply that terms on the left-hand side of (4.45) have relative scale 

given by 

(4.49) 

which defines the same small expansion parameter e used in conventional eikonal theory. 

In addition to this space-time scale ordering, we shall also restrict attention to that 

region of phase space for which the wave system is only slightly dissipative and only weakly 

driven. Thus, the anti-Hermitian part of 12 and the sources F are assumed to be small in 

the sense that 

D' == !(D + Dt) 
- 2 - -

D" - _i(D - Dt) 
- 2 - - (4.50) 

112"1 "-J I1YI "-J O(e) .. 
While these ordering arguments are common to traditional eikonal treatments, an ac-

tual form for the solution has not been postulated. Naturally, the justification for these 

assumptions must eventually be based on the properties of the solutions which emerge. 
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Applying these assumptions (4.46-4.50) to (4.45), the lowest two orders are 

0(1) : l]'(x,t,k,w) . ~(x,t,k,w) = 0 (4.51) 

and 

O(e) : (4.52) 

As we shall see, the 0(1) equation (4.51) is a constraint on the spectral tensor ~ while 

the O(e) equation* (4.52) governs the evolution of ~. 

We consider first the lowest-order equation (4.51). Unlike the usual dispersion equa

tion in a homogeneous medium (or the corresponding lowest-order result (2.17) of conven

tional eikonal methods), this is a matrix equation (at each point (x,t,k,w)) which must be 

satisfied for each element. Therefore, the standard result det l]' = 0 does not immediately 

follow from (4.51). Fortunately, since the spectral tensor is self-adjoint in the Weyl rep

resentation and because only the Hermitian part of the dispersion tensor is involved, the 

adjoint of (4.51) implies that in this approximation, these two tensors commute and can 

therefore be simultaneously diagonalized. This property is not only important at lowest 

order, but it will allow the equation generated in the next order to be decoupled so that 

the inherent tensor nature of (4.32,4.45) can be treated by scalar equations. 

* In general, one should expand the solution ~ = En en~n' in which case (4.52) would 

contain the term l]' . ~ 1 on the left-hand side (and all other quantities in that equation 

would be labeled zeroeth order). Since all of the tensors which appear in (4.52) are 

Hermitian, however, one finds that the anti-Hermitian part of (4.52) produces the equation 

shown (due to the presence of i), whereas the Hermitian part gives l]' . ~ 1 = 0 (a constraint 

on ~ 1 similar to (4.51)). Thus, the first-order quantity ~ 1 does not appear here, and we 

have dropped the subscript notation for the zeroeth-order tensors shown. 
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It is most convenient to express (4.51) in the basis in which both matrices are diagonal. 

This basis is that of the eigenvectors of D' 

.Q'(x,t,k,w)· eO(x,t,k,w) = DO(x,t,k,w)eO(x,t,k,w) 
(4.53) 

for O! = 1, 2, 3 

The vectors eO are also called the local polarization vectors as they give the local direction 

of the field just as in the uniform medium and traditional eikonal treatments. It must 

be pointed out, however, that the polarization vectors (4.53) here are functions of the 

independent phase-space variables (x,tk,w), whereas in the conventional eikonal theory 

one has k = k(x, t) and w = w(x, t) so that 

e(x, t, k, w) --+ e(x, t, k(x, t), w(x, t,)) --+ e(x, t) (4.54) 

As .Q' is Hermitian, the polarization vectors are orthonormal and satisfy a completeness 

relation 
3 

~o • e{3 = ~ eOe{3 = b0{3 
L- 1-'.1-' 
1-'=1 

and 
3 
~-o ° ~ L- el-'ev = vl-'v 

0=1 

(4.55) 

The overbar notation here denotes the complex-conjugate transpose vector (the left eigen-

vectors of .Q'). The superscripts label the eigenvector while the subscripts denote compo-

nents with respect to the usual Cartesian basis. 

The local eigenvalues DO of .Q' are real and are the components of .Q' in its diagonal 

representation 12. The unitary transformation which effects this change of basis is, using 

(4.53,4.55) , 

(4.56) 
1-', v I-' 

wi th the inverse 

D' = ~·eo iJ°{3e{3- = ~ nOeoeo =.-~ po DO 
I-'V L-I-' v L- I-'V-L- I-'V 

-- .. 

(4.57) 
0,{3 ° ° 
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which defines the projection operators fa onto the eigenvector subspaces. Now, as the. 

spectral tensor $. is also diagonal in this basis (in this approximation), we have 

(4.58) 

This defines the real diagonal elements sa(x,t,k,w) which will be interpreted as the 

scalar spectral (or Wigner) functions of the waves with each polarization. The result of 

multiplying the two diagonal matrices (4.57,4.58) for the lowest order equation (4.51) is 

also a diagonal matrix, each element of which must satisfy 

(4.59) 

at each point (x,t,k,w) of phase space. 

The relationship between this phase-space method and the rays of geometrical optics 

begins to emerge with this equation. Under the approximation scheme in which (4.59) 

represents the lowest order term of (4.32), one has the condition that at each point in 

phase space either n a or sa (or both) must vanish. The restriction na(x,t,k,w) = 0 is 

equivalent to the usual eikonal condition det 1)' = 0 and in the same way implicitly defines 

the local dispersion relation 

na(x,t,k,w) = 0 (4.60) 

More generally, the vanishing of a single eigenvalue na may yield multiple solutions (or 

branches) for wa , all corresponding to the same polarization. In addition, more than 

one eigenvalue na may vanish at a point (or on some manifold) in phase space; this 

possibility introduces coupling between the linear modes at the next order and requires 

special treatment [40j. We shall not consider further such degeneracies. 

The dispersion manifold defined by (4.60) is the surface on which the rays generated in 

conventional eikonal methods evolve. According to (4.59) it is also the only region of phase 
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space where sa (x, t, k, w) is allowed to be nonzero. While this apparently establishes a 

connection between the spectral function sa and the rays of geometrical optics, two points 

must remain clear: 

1) As explained in Section 2, the dispersion relation (4.60) as it arises in traditional 

eikonal techniques is in reality a partial differential (Hamilton-Jacobi) equation for the 

eikonal phasej that is (k, w) = (8x <p, -8t <p). The rays are introduced as the characteristic 

trajectories for solution of this equation. In the present treatment, however, k, ware 

independent of x, tj therefore, while (4.60) defines the same dispersion manifold, it does not 

induce the ray trajectories. Indeed, the lowest-order equation (4.51,4.59) in this formalism 

should be viewed more as a constraint on the spectral tensor rather than an equation for 

it. 

2) The condition (4.59) does not require sa to be nonzero everywhere that Da van

ishes so that it is possible for the spectral function to be concentrated on a submanifold 

of the dispersion surface. 

In view of these considerations, we take as an appropriate solution of (4.59) to be 

(4.61) 

We shall see that the function Ja(x, kj t) which gives structure to the spectral function on 

the dispersion manifold can be identified as the wave action density on phase space. 

The next higher-order terms of (4.45) will determine the evolution of Ja with the 

use of (4.61). First we express (4.52) in the basis of the polarization vectors ea. In doing 

so, we make the simplifying assumption that the waves in the system are of only one 

polarization: that is, we take only S8 to be nonzero (sa = 0 everywhere for 0: =j:. s). 

Furthermore, due to the form of (4.61), the derivatives of S8 also vanish where D8 =j:. O. 
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As previously stated, we assume that there are no degeneracies: in the region where SIJ 

is nonzero, DIJ = 0 but Da =I 0 for ex =I s. Under these conditions, (4.52) becomes the 

evolution equation for SIJ(x,t,k,w) 

(4.62) 

where we have used the notation of the Poisson bracket (2.24,4.31). In this expression, the 

superscript ss denotes the ss component of a tensor expressed in the polarization-vector 

basis. This equation is derived by casting all the terms in (4.52) in the polarization-vector 

basis and then comparing the expressions produced by extracting the ss component and 

the tracej for the details, see the Appendix. 

Equation (4.62) governs the evolution of the spectral function SIJ for the polariza-

tion s on the dispersion manifold DIJ = O. Therefore, the quantities NIJIJ (x, t, k, w) and 

(D")IJIJ(x,t,k,w) as well as all derivatives of DIJ and SIJ must be evaluated on this sur-

face by setting w = [JIJ (x, kj t). This can be incorporated into (4.62) to some extent by 

introducing the solution (4.61) of the lowest-order constraint which explicitly exhibits this 

restriction. Using the antisymmetry of the Poisson bracket we have 

(4.63) 

so that the substitution of (4.61) into (4.62) yields 

27r [(8 DIJ)8 JIJ(x k t) + {D IJ JIJ}] 8(D8) = -47r(D")88 J8 8(D8)- 2i NIJIJ (4.64) 
w t " , DB _ i(DII)1J8 

We have dropped the term proportional to 8W J8 since by definition (4.61) the action 

density JIJ(x,kjt) is independent of w. The appearance of 8-functions in (4.64) indicates 

that this is to be interpreted as a densitYj integrating with respect to DIJ (the local direction .. 

transverse to the dispersion manifold) we obtain 

(4.65) 
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In arriving at this expression, we have replaced the denominator of the source term in 

(4.64) with its limiting form as (D")"" tends to zero [41]: 

where P denotes the Cauchy principal value. The principal-value integral vanishes because 

of the antisymmetry of the integrand. Using the standard relations from (2.22) that relate 

derivatives of the dispersion function D8 to derivatives of the local dispersion relation n 

on the dispersion manifold D8 = 0 and defining the local growth rate "18 (x, kj t) in the 

usual manner 

8 • - [ (DII)""] .. 
"I (x,k,t) = - (a

w
D8) w=D (x,k,t) (4.66) 

we have finally 

(4.67) 

This result is known as the wave kinetic equation governing the wave action density 

J8(X, kj t) on the dispersion manifold in phase space (in contrast to the x-space action 

conservation equation derived in Section 2). In that the left-hand side has the form of 

the Liouville operator of classical mechanics, we observe that this O(e) approximation to 

the exact phase-space wave equation (4.32) introduces the notion of the ray trajectories in 

phase space. Specifically, defining the Hamiltonian ray system by the usual ray equations 

and 
(4.68) 

it is clear that (4.67) gives the total time derivative of J8 along the ray trajectories (4.68) 
.. 

in phase space. 

4.4 Discussion 
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We now turn to a discussion of (4.67) and the nature of our definition (4.61) of 

J"(x,kjt) in order to justify its identification as the wave action density on phase space. 

In the absence of dissipation and sources, the evolution equation (4.67) simply states 

that J" is constant along the ray trajectories in phase space (in contrast to the x-space 

action density which is not an invariant along the x-space projection of these trajectories). 

In analogy with a similar result of classical mechanics, this suggests that J" should be 

interpreted as a kind of Liouville phase-space density for the propagation of waves in the 

short-wavelength regime. Thus, as we have in classical mechanics, this equation implies 

the conservation of phase-space volume convected with the ray trajectories (rays do not 

converge or diverge in phase space as they can in x-space). This means that integration of 

(4.67) along ray trajectories to construct a phase-space representation of the wave in the 

short-wavelength limit will not encounter the caustic singularities that the corresponding 

x-space equation (2.32) does. The x-space intensity l.p(x, t) 12 can then be obtained by 

using (4.61) in (4.37) 

(4.69) 

where we have expressed the trace indicated in (4.37) as a sum over the diagonal elements 

sa (i.e., in the basis where $. is diagonal, in this approximation). As this is just an integral 

over a well-behaved density on phase space, one does not expect further singularities to 

arise in this projection procedure of a wave on phase space onto a wave on x-space. As 

we shall see later, however, phase information of the wave in x-space is lost in general 

due to the definition of the phase-space representation (the spectral tensor) as a quadratic 

function of the field. 
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Allowing for dissipation, the solution of (4.67) is 

(4.70) 

which explicitly conveys the non-Hamiltonian damping (or growth) of this phase-space 

density from its initial value depending on the local value of 'Yll. The factor of two is 

appropriate as J is quadratic in the field amplitude, yet it arises naturally here from the 

.+-+ 
~.c in (4.52) and the approximation scheme. As was the case in the common symbol 

representation of Section 3, the source contribution !j may represent a specified source 

field or possibly nonlinear effects. If this term is independent of J', then (4.67) is a linear 

inhomogeneous equation for J Il. If, however, the source field F (x, t) depends nonlinearly 

on the field tP(x,t), then using (4.1,4.2) the source !j may be written as a nonlinear 

functional of Jll j in this case, (4.67) becomes a nonlinear equation. 

To see that J is properly identified as the wave action density, we integrate the 

definition (4.61) with respect to DIl 

JIl(x,kjt) = f dDIJ SIJ(x,t,k,w) 
271" 

= f dw (8w DIJ)(x,t,k,w)SIl(X,t,k,w) 
271" 

(4.71) 

In this integral transverse to the dispersion manifold, the slowly varying term (8w DIl) may 

be approximated by its value at w = nil due to the singular behavior of SIl across this 

surface. Thus we have 

with SIJ defined as 

J"'(x,kjt) ~ (8wD"')(x,t,k, nil) f dw S.!I(x,t,k,w) 
271" 

= (8w DIl)(X, t,k,nIJ)SIJ (x, kj t) 
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where the Weyl projection formula (4.37) has been used. In a stationary uniform medium, 

(4.72) reduces to the usual expression for the energy of the mode at (k,w) divided by the 

frequency 

UIl(k) 
wll(k) (4.74) 

Thus, our definition of JIl (x, kj t) reduces to the standard one in the uniform medium case. 

Furthermore, we have seen that in the absence of dissipation or sources, the action density 

is invariant under the flow of the rays in phase space. For these reasons, we suggest that 

J(x,kjt) as defined in (4.61,4.71) is an appropriate extension of the wave action density 

on the ray phase space to the case of a weakly nonuniform, nonstationary medium. 

The most common method [42] used for deriving (4.67) proceeds from the quantum 

field-theoretic concept of the occupation number nk of a mode and the changes in that 

number due to nonlinear interactions with other modesj the classical limit then assumes 

large occupation numbers with smooth (as opposed to discrete) variation in time. As 

nk is proportional to the square of the amplitude of the wave, the connection between 

the classical relation (4.74) and the usual quantum electrodynamic model of modes as 

oscillators provides the identification of the occupation number as the wave action in the 

classical limit. The primary focus of these methods is the form of the source terms If 

which are taken to represent nonlinear couplings among modes and the approximations 

which can be made to simplify them. The classical, irreversible aspect of dissipation 

is generally just inserted into the kinetic equations which appear, and the extension to a 

nonuniform nonstationary medium is typically achieved by simply assuming a local spatial 

dependence of the occupation numbers and postulating [43] the replacement of (a/at) by 

the full convective operator (4.68). 

Other non-quantum mechanical derivations have been given based on traditional 
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eikonal treatments of wave propagation. As we have seen in Section 2, the x-space (or 

k-space) action conservation equation which results is naturally set in an N-dimensional 

subspace of the full 2N -dimensional phase space, and the action densities considered are 

densities on these lower-dimensional spaces (and therefore suffer from projection singular

ities near caustics). In order to obtain an equation for an action density J(x,k;t) defined 

on the ray phase space (as derived in· this Section), various techniques have been used to 

11ft the x-space action density into a phase-space density. One technique [44] is to label the 

contribution to the amplitude at a point due to a single ray by the initial value of the wave 

vector of that ray; in this way the amplitude becomes an implicit function of k. Another 

method [45] relies on the asymptotic form of the spectral function (4.5) constructed from 

a wave in the eikonal approximation. Both of these schemes for introducing phase-space 

representations into fundamentally x-space equations tacitly assume a relationship k(x) 

(either through initial conditions or the eikonal phase) and this poses difficulties in each 

case: either quantities appearing in the resulting equations are tied to initial conditions 

(requiring the inversion of all trajectories) or the eikonal phase label may be continous 

(invalidating the assumption used for the spectral function). In addition, neither method 

incorporates the possibility of local nonlinear sources. 

The procedure employed in the present derivation of the wave kinetic equation there

fore has several advantages. In contrast to the conventional eikonal approach, this is 

inherently a phase-space method from the outset: we have treated x, t and k, w as inde

pendent variables and all functions on phase space are well-defined by the Weyl transform. 

No assumption has been made on the form of the spectral function(i.e., it is not based 

on the eikonal description of the wave) yet the exact equation (4.32) which governs its 

evolution has been solved under an ordering hierarchy compatible with the customary 
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eikonal approximations. This leads to a natural definition for the wave action density 

as the "amplitude" of the spectral function on the dispersion manifold, an identification 

which leads to a reasonable extension of the wave action density in a uniform medium. 

The form of the exponential operator in (4.32) in conjunction with the approximation 

scheme used not only produces the Poisson bracket as the time advancement operator 

(the phase-space total time derivative (4.68)) but it also allows one to proceed to higher 

order in a straightforward manner. 

4.5 Application 

As an example of the use of this phase-space eikonal technique to solve a wave prop-

agation problem, we shall consider the extremely simple case of wave packet evolution 

governed by the Schrodinger equation for the harmonic oscillator potential. In this case, 

the wave kinetic equation (4.67) can be treated analytically, as can the exact solution [34] 

for comparison; at appropriate points in the discussion, however, we shall comment on 

how a numerical scheme could be applied in more complicated situations that cannot be 

solved analytically. The important result of this example is the way in which the use of 

this asymptotic method avoids the caustic singularites that would cause the integration 

of the x-space eikonal transport equation (2.32) to fail when the wave packet approaches 

the turning points of the oscillator potential well. 

The dispersion function (2.12) for the Schrodinger equation in the case of a harmonic 
• 

oscillator with natural frequency Wo is 

(4.75) 

The lowest-order equation (4.60) D(x, k; w) = 0 thus defines the classical harmonic os-
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dIlator Hamiltonian and the dispersion manifold as the· classical energy surface in phase 

space. We assume an initial wave packet of the form 

(4.76) 

which is a gaussian state of arbitrary width u displaced from the center of the well a 

distance a. 

The first step in the use of the wave kinetic equation is to consruct the initial wave 

action density J (x, kj 0) corresponding to the initial wave function (4.76). Thus, neglecting 

the vector notation in (4.71-4.73) since this is a scalar wave, we obtain 

(4.77) 

With the factor of 1i from (awD), J has the correct units of an action density on phase 

space (since phase-space (x, k) volume is unitless). We see that this distribution in phase 

space is also a gaussian, centered at (x = a, k = 0) with x-width u / v'2 (appropriate 

for ItfJ(x)12) and k-width l/(uv'2). The action density can be thus interpreted as the 

local wavenumber spectrum of the x-space wave function. Although for this simple initial 

waveform we could analytically compute the spatial transform (4.73) for the action density, 

in general one would have to perform this local Fourier integral numerically (where fast 

Fourier transform methods could be applied). 

The solution of the wave kinetic equation in the absence of sources and damping (as 

in the present case) is simply that the action density J is constant along trajectories in 

phase space, or J(x, kj t) = J(xo, koj 0). This means that if one can invert the trajectories 

generated by (4.75) and write the ray initial conditions in terms of the location of the ray at 

time t, (xo, ko) = (xo(x, kj t), ko(x, kj t)), then the solution for all time can be obtained by 

substituting these expressions into (4.77). In our example this can indeed be accomplished 
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since the equations of motion can be solved and inverted to give 

Xo = xcoswot - a-2kosinwot 

ko = k cos wot + a2xosinwot 

a 2 = mwo/h 

(4.78) 

Here, we have defined the usual harmonic oscillator parameter a which sets a natural 

length scale (a-I) for the problem. Introducing dimensionless phase-space variables with 

the use of this scale 

e= ax K= k/a (4.79) 

and the ratio of the scalelength to the characteristic width C1 of the packet 

(4.80) 

the evolution of the phase-space density J is now obtained by using (4.78) in (4.77): 

(4.81) 

where eo = aa. This expression describes the motion of a gaussian distribution in phase 

space with constant maximum height but changing orientation of its axes (directions of 

minimum and maximum spread). 

In the more general case where the equations of motion cannot be solved analytically, 

one must resort to a numerical integration of the ray trajectories in order to evolve the 

action density. Thus, after the initial distribution J(x, kj 0) is constructed, one could select 

some number of ray initial conditions in the region where J(x, kj 0) has amplitude greater 

than, for example, 1% of its maximum (these initial conditions could be chosen at random 

or on a grid in phase space). To each initial condition (xi(O),ki(O)) would be assigned the 

corresponding value of the action density J i (0) = J (Xi (0), ki (0) j 0). The ray equations are 

then numerically integratedj if damping and sources are present, an additional ordinary 
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differential equation governing the evolution of Ji(t) for each ray would have to be updated 

at each timestep. At any later time t then, the action density in phase space is represented 

by the location of the rays and the values of Ji on each. 

To obtain the x-space intensity (or probability density) 11/J(x, t)12 at a later time t, we 

can use (4.69) which projects the phase-space action density onto x-space by integrating 

over k-space at fixed x. In our example, this integral can be computed analytically to give 

2 1 ( (x ~ acoswot)2) 
11/J(x, t) I = -Jiw(t) exp - (12w2(t) (4.82) 

w2(t) = cos2 wot + £2 sin2 wot 

For the special case of the mInimum-uncertainty wave packet considered in Ref. [34] with 

packet width (1 = a-l => £ = 1, this reduces to the simple form of a wave packet whose 

center oscillates according to (4.78) (with zero initial momentum) between turning points 

at x = ±a, and whose width and height remain constant. By direct comparison with 

the results in Ref. [34] this is indeed the exact solution for 11/J(x, t) 12 in this case. If the 

pulse is not a minimum-uncertainty packet, or (1 =/; a-l => £ =/; 1, the packet height and 

width change periodically in time; this can be interpreted now in terms of the changing 

projection of the phase-space gaussian distribution onto x-space as its axes rotate. 

In the numerical implementation ofthis method, the integral (4.69) over k-space could 

be performed as follows. At the desired time t, the action density is represented by the 

locations of the rays in phase space and the values of the action density associated with 

each. To construct 11P(x, t) 12 on a grid in x-space, one should construct another grid in 

k-space so that phase space is partitioned into cells. The values of Ji on each ray are then 

interpolated onto the lattice vertices in phase space (using some appropriate weighting 

scheme). At each grid-point in x-space, the integral (4.69) is subsequently computed 

using the discretization along the k-directions. This procedure will undoubtably require 
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a judgement in each particular case (and perhaps at each evaluation time) as to the most 

advantageous cell size (and shape) in phase space with regard to ray binning statistics. 

Even though one should not expect such good agreement with the exact solution as 

found here using the approximation of the wave kinetic equation, this example serves to 

illustrate two important points. First, the caustic singularities that would be encountered 

by solving this problem using the conventional eikonal transport equation were successfully 

avoided by constructing the phase-space representation of the initial wave packet, evolving 

the action density along the ray trajectories in phase space (here, by the simple rule that J 

is constant) and finally projecting this phase-space distribution back down onto x-space. 

The second point is perhaps a criticism of this method: Due to the definition of this 

phase-space representation as a quadratic function of the wave field, phase information 

has been lost. Even though the initial wave packet considered here is purely real and has 

no oscillations, the exact analysis in Ref. [34] shows that the wave function does develop 

complex phase structure as it propagates, even though its intensity I"'(x, t) 12 continues to 

be oscillation-free. While the present technique succeeded in producing the exact solution 

for the wave packet intensity, it is impossible to determine from J(x, kj t) the phase of 

the wave function ",(x, t) itself. This phase-space eikonal technique based on the Weyl 

representation of the wave equation is useful therefore only in cases where the evolution 

of the wave intensity is of primary interest and the detailed information of the wave phase 

is unimportant. 
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5. The Coherent State Representation 

Although the Weyl symbol formalism discussed in the previous section possesses many 

properties which encourage its use in the asymptotic analysis of wave propagation problems 

and which, for this purpose, improve upon the deficiencies found in the common symbol 

formalism of Section 3, two major criticisms remain regarding the inherent nature of 

that definition (4.1) of a phase-space representation: The phase-space density (or Wigner 

function) constructed to represent the wave field t/J is not necessarily positive, and phase 

information contained in t/J is lost in the procedure. In this Section we shall investigate yet 

another phase-space representation for a wave field which corrects both of these problems 

while retaining many of the nice properties of the Weyl formalism; indeed, we shall again 

exploit the relationship between the Weyl symbol and this new representation in order 

to derive the phase-space equation corresponding to (3.1) which governs its evolution. 

We consider the coherent state or Glauber [21] representation which, although originally 

introduced for the study of the quantum theory of radiation and optics, has been recently 

applied [23-28] in other attempts to construct uniformly asymptotic quantum mechanical 

wave functions (where it is often called the gaussian wave-packet basis) and the study of 

chaotic quantum eigenfunctions. As has been our emphasis, however, we shall see that this 

representation has meaning and potential use in the analysis of short-wavelength solutions 

of classical wave equations as well. 

5.1 Properties of the Coherent State Representation 

Motivated by the notion (see Section 4.1) that the oscillatory structure of the spectral 

function in the Weyl representation might be removed by subjecting it to a local x-space 
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or phase-space averaging, we define the coherent state representation of a wave t/J by* 

(5.1) 

This phase-space representation can be thought of as a "smoothed local Fourier transform" 

of the field in that t/J(x) is convoluted with a gaussian "window" of width (1 centered at the 

point x and then Fourier-transformed around x. Expressing t/J(x) in terms of its Fourier 

transform ~(k), the definition of lJi may also be written 

(5.2) 

Despite the smoothing involved in the definition of this representation, both (5.1,5.2) 

are invertible: 

t/J(x) = (71"(12) 1/4 J dk lJi(x, k) 
271" 

~(k) = (471"(12) -1/4 J dx lJi(x, k)e- ikx 
(5.3) 

The first of these is just a simple projection onto x-space while the second is similar to 

a Fourier transform; the difference is that the same value of k appears both in the phase 

and in the argument of lJi. 

The construction of lJi(x, k) is fundamentally different from that prescribed for the 

phase-space representations of a wave discussed in the previous two Sections because it 

is linear (not quadratic) in the field t/J. The advantage of such a definition is that phase 

information about the field t/J (x) is retained in lJi, as is evident from the inversion formulas 

(5.3). In addition, even though lJi will be the primary quantity of interest in this Section, 

it may itself be viewed as the amplitude of a proper phase-space density; thus, being 

* The normalization and. phase factors chosen here are those convenient for our appli-

cation and may differ from those used by others. 
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inherently complex, it induces a real non-negative phase-space density P{x, k) = Illi'{x, k) 12. 

With the choice of normalization factors in (5.1), it is easily verified that 

f dk f dk 2 f 2 dx- P{x,k) = dx- 1lli'(x,k)1 = dx It/J{x) 1 
2. 2. 

(5.4) 

independent of the smoothing length (J. Thus, if t/J{x) is normalized on x-space, lli' is 

normalized on phase space. 

The definition (5.1) is easily generalized to many dimensions (including time) in an 

obvious way. Therefore, for simplicity of notation, the discussion of this Section will 

generally consider only one spatial dimension, although time may be included explicitly 

in some computations. In addition, only scalar fields will be treatedj the techniques of 

the preceding Section should indicate the extension of the following development to vector 

fields. 

At this point the width (J, which designates the meaning of "local" in this construc-

tion, is arbitrary and most of the results of this Section will be independent of its value. 

In specific cases, however, a judicious choice of the width may greatly simplify the math-

ematical analysis. For the purpose of future application to short-wavelength fields in 

weakly inhomogeneous media, it will be convenient to think of (J as intermediate between 

the wavelength and the scalelengthj this provides a method for determining a local wave-

length as well as allowing lli' to reflect the slow amplitude variation of the field in x-space. 

In this regard, (5.1) has two interesting limiting forms 

{ 
(Jl/2t/J(x) 

lli' (x, k) '"" 1/2 " (J- t/J(k) 

as(J~O 
(5.5) 

which are easily understood: (J ~ 0 signifies an extremely narrow window sampling only 

the value of t/J at x, whereas (J ~ 00 is the usual infinite window encompassing the 

entire field which produces the Fourier transform. In this sense, the finite (J local Fourier 
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transform can be thought of as an intermediate representation of the field. 

The use of a gaussian window function with constant width for the implementation 

of local averaging can in principle be generalized to a gaussian with a spatially dependent 

or anisotropic width (in many dimensions), and even to a non-gaussian window. Different 

window shapes have been studied in application to signal theory and nonstationary spec-

tral analysis [46] and quantum mechanics [47]. The results of this Section, however, are 

heavily dependent on the choice of a constant-width gaussian; the manipulations involved 

in many calculations are specific to this selection and may have to be drastically altered 

for application to other window shapes; 

In order to compare the phase-space representation of a wave generated by this 

smoothed Fourier transform with the Weyl spectral function, we construct lli(x, k) for the 

three examples considered in Section 4.1. Thus, for 'I/I(x) a plane wave with wavenumber 

ko and amplitude Ao we have from (5.1) 

lli(x, k) = (411"0'2) 1/4 Aoeikoa;e-~0'2(k-ko)2 

P(x, k) = Illi(x, k)12 = 211" ~ 0'I Aol2 e-0'2(k-ko)2 
(5.6) 

=> 

which exhibits the underlying plane wave structure in the x-direction modulated by a 

gaussian along k. The form of P should be compared with the corresponding form of the 

Wigner function (4.4); obviously, this probability density is much smoother (for finite 0') 

than the singular a-function behavior found in that representation. This expression also 

manifestly conforms to the Fourier uncertainty principle: the width in k-space (0'-1) is 

inversely proportional to the localization length 0' of the wave in x-space. 

For a wave in the eikonal form (2.5) the local Fourier transform is 

-80-

.... 



.. 

lJi(x, k) = (11"0'2) -1/4 f dx' A( X') ei</>(x') e-ik(x' -x) e- (x' -x)' /20'2 

~ (11"0'2) -1/4 A(x)ei</>(x) f dx' e-i(k-k(x))(x' -x) e-(x' _X)2 /20'2 

~ (411"0'2) 1/4 A(x)ei</>(X)e-!0'2(k-k(x))' 

P(x,k) ~ 211"!0' IA(x)12 e-!0'2(k-k(x))2 

(5.7) 

Here, the phase 4> has been expanded around the point x keeping only the first-derivative 

term and using the usual eikonal definition k(x) = 8x 4>(X)i this truncation requires that 

the quadratic term"'" (x' - x)28;4>(x) be much smaller than the linear term. Thus, since 

the gaussian window effectively cuts off the integral at lx' - xl ~ 0', this approximation is 

justified if 

dk 
(x' - x)k(x) ~ (x' - x)2 dx (x) 

(5.8) 

'* O'4:.L 

where the second derivative of the phase has been estimated in keeping with the con-

ventional eikonal ordering~ In the same spirit, the amplitude A has been evaluated at 

x and its Taylor expansion neglected. The condition (5.8) reiterates the notion that for 

short-wavelength fields in a weakly nonuniform medium, the window should be narrow 

compared to the scalelength. The fact that the result (5.7) is similar to that found for a 

plane wave implicitly suggests that 0' be large enough to include sufficiently many wave-

lengths in order that the appropriate local wavelength be represented in lJi (x, k). Again, 

this result should be compared with that of the Wigner function of (4.5) i as discussed 

following that example, the fact that (5.7) appears to show that the asymptotic form of 

the coherent state representation of a short-wavelength wave contains singularities where 

A ~ 00, one should keep in mind that this is based on the asymptotic behavior of the con-

ventional eikonal solution and not the asymptotic analysis of the equation which governs 

the evolution of lJi itself. 
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The final example considered in Section 4.1 and which will be instructive here is 

the case of the eigenfunctions of the Schrodinger equation for the harmonic oscillator. 

Inserting (4.6) for ¢( x) into (5.1), one may again explicitly evaluate the integral for any 
., 

smoothing length (1 in terms of Hermite polynomials; unfortunately, the result does not 

provide immediate insight into the structure of !J.i in phase space. For the special choice 

of (1 = a-I, however, an extremely transparent expression is obtained: 

/ 1 ( 2 2 2/:1) 1. ( ik) n = Cn(7r/a2) 1 4 e-'4 a :z; +k a e2,k:z; ax _ ~ 

= C
n

(7r / (2)1/4e--lr:l eiir:l sin 28rn e-in8 

1 :I = (2n n!)-1 r2ne-2 r 

(5.9) 

where again polar coordinates (r,8) in phase space have been defined as in (4.8) and the 

actual value of Cn has been used. Again, this choice of the smoothing length (1 = a- 1 is 

rather special, but it is easy to show that this value represents the geometric mean of the 

characteristic wavelength and the scalelength of the oscillator in the nth mode. That is, 

the wavelength at x = 0 and the amplitude for the nth state are 

n2k2 (0) 
--"-"- = nnw 

2m 

!mw2
L2 = nnw 

=> 

=> 

or 'AL,.... L/k ,.... a-2 ,.... (12 

(5.10) 

Unlike the Wigner function for this example (4.7), the density Pn(x,k) exhibits no 

oscillations in phase space; instead, as shown in Fig. 3, it rises as a power of the radius 

to a gaussian peak at r n = J2ri which, for large n, is the radius of the classical dispersion 

surface. Applying Stirling's formula, one determines that the height of the peak at rn 
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1 
scales as n-2 while its width approaches unity (in dimensionless units); these values are 

consistent with the fact that P(x, k) is normalized over phase space by (5.4) so that the 

volume under it is unity. Thus, in the classical limit (n -+ 00), the peak shrinks in height 

although it becomes more localized around the classical orbit in the sense that the ratio 

of the width to the radius Tn decreases. 

5.2 The Operator Basis for !li'(x, k) and a Connection with Weyl Symbols 

Having discussed some of the properties of the coherent state representation, we shall 

now give a brief outline of the abstract operator structure which, as in the case of the 

symbol formalisms of previous Sections, provides the foundation for and insights into the 

development of the theory. The basic idea here is that !li' (x, k) is a true representation 

of the field t/J rather than of the spectral operator t/Jt/Jt which was used in the previous 

symbol formalisms to represent the field. In this sense, it is more closely related to t/J (x) 

or ¢(k) because it describes the field by its projection on some set of basis vectors in the 

abstract function space. Let a member of this basis set be denoted by ¢ so that in Dirac 

notation one has the transformation 

(¢It/J) = J dx' (¢Ix')(x'it/J) (5.11) 

Comparing this to (5.1) with (x'it/J) = t/J(x') and (4)lx') = 4>*(x'), it is apparent that the 

x-space representation of these basis states 4>( x') is given by 

(5.12) 

Evidently, each function 4> has two labels, the values of x and k. Thus, each ¢a;,k can 

be thought of as representing a point in phase space just as the quantity Ix) represents 

a point in x-space; a difference is that while the x'-representation of Ix) is a 8-function, 

-83-



:! 
;; 

P etas/x): 

0.20 " : 
P(x) 

Ii 

0.15 

0.10 

V'" . 
1/ .... I \ 

1/ ..... 

0.05 
.... 

x 

XBL 875-2442 

Fig. 3. Comparison of x-space probability densities (wave intensities) for the harmonic 
oscillator state n = 60. Solid oscillatory curve is exact ItP60(x) 1

2
, dotted singular curve is 

exact classical ray probability density (or conventional eikonal intensity), and solid non-
oscillatory curve is (ItP601 2

), the gaussian-smoothed wave intensity obtained by projecting 
P60(X, k) (with a = a- 1) from phase space onto x-space. 
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the x'-representation (5.12) of </>:z;,k is a gaussian around x (and it is easy to show that 

its k'-representation is a gaussian around k). Indeed, these elements </>:z;,k are often called 

"gaussian basis states" since their projection onto either x- or k-space is gaussian. 

Before discussing other properties of these basis elements, it may be observed that 

the function </>:z;,k(Y) satisfies the following differential equation 

(5.13) 

With the identification of -i(d/dy) as the x-representation of the operator k, it is seen 

that </>:z;,k is an eigenstate of the operator 

a I </>:z;,k) = (; + iUk) I </>:z;,k) 

x . k a = - +1.U 
U 

(5.14) 

This operator a is manifestly non-Hermitian and consequently its eigenvalues are complex 

with real and imaginary parts given by x/u and uk respectively. Moreover, the form of 
1 

a is familiar from quantum mechanics where it is often introduced (with a factor of 2-2 

and u = .In/mw) as the lowering operator in the analysis of the harmonic oscillator. 

It may be shown [21] that the basis states </>:z;,k are not orthogonal for different labels 

(x, k) ; however, the overlap integral of </>:z;,k (y) and </>:z;1 ,k' (y) does diminish exponentially 

as (x' - x)2/u2 + u 2(k' - k)2 increases. It is also a fact that the basis states </>:z;,k form an 

overcomplete set [21]. 

With this brief account of the basic framework of the coherent state representation, we 

can now derive an important relationship between the coherent state phase-space density 

P(x, k) and the Weyl spectral function S(x, k). Consider the Weyl symbol W:z;,k of the 

spectral operator I</>:z;,k)(</>:z;,kl, or in other words, the Wigner function associated with the 

eigenstate </>:z;,k: 
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W ( ' k') ! d .I.. (' 1).1..* (' 1) -ik'll a:,k X , = S 'Ya:,k X + '28 'Ya:,k X - '28 e 

= (11"0"2)-1/2 ! d8 e-(a:'-a;+~s)2/20'2 e-(a:'-a;-~1l)2/20':J 

X ik(a;'-a;+~Il) e -ik(a:'-a:- ~Il) e-ik'll 

(5.15) 

This formula explicitly illustrates the notion that the state c/>a:,k represents the point (x, k) 

in phase space. Now the results of (4.41-4.43) of Section 4 may be directly applied by 

forming the trace of the operator product 

(5.16) 

This relation shows that P(x,k) is a local gaussian-weighted phase-space average of the 

Wigner function. It is interesting that the result of such a coarse-graining is non-negative 

(as P = Illi12) independent of the value chosen for the smoothing length 0". Unlike the 

phase-space integrals (4.9,4.10) encountered in previous Sections which transform one 

symbol representation into another, and in contrast to the defining integrals (5.1,5.2) which 

also involve smoothing, this connection between P (x, k) and S (x, k) is noninvertible. 

In addition to being a smooth phase-space density, P(x, k) induces locally averaged 

statistical quantities as well. Projecting (5.16) onto x-space by integrating over k, one 

obtains 
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(5.17) 

where (4.37) has been used for the projection of S. The result is the locally-averaged (over 

length 0') field intensity in x-space. The Fourier transform of (5.16) gives 

f dk "k f dk' (' )'/' "k' 21(" P(x, k)e' ,., = 2 dx' 21(" S(x', k')e- :z; -:z; U e' ,., 

x f dk e-i(k'-k)"'e-u'(k'-k)' 
21(" 

= e dx' e-(:z;'-:z;)2/u2 _ S(x',k')eik'''' -,.,' /4u
2 f f dk' 

O'..(i 21(" 

_,.,2/4u2 f 
= e dx' t/J(x' + !s)t/J*(x' _ !s)e-(:z;'-:z;)2/u2 

O'..(i 2 2 

= e-,.,2/4u
2 
(t/J(x + !s)t/J*(x - !s))u 

(5.18) 

again with the use of (4.37). Thus, the local O'-averaged spatial autocorrelation function 

is 

C (x s) = (t/J(x + !s)t/J*(x - !s))u 
'" , (1t/J(x)12)u 

_ es2/4u' f dk P(x, k)eik8 

- f dk P(x,k) 

(5.19) 

Evidently, the Fourier transform of P(x, k) in (5.18) has an inherent exponential decay 

in s which must be corrected for in (5.19). Similar expressions for the local k-space 

average intensity and correlation function also exist. These relations explicitly illustrate 

the result of Wigner [37] that any non-negative phase-space density cannot yield the exact 

x- or k-space intensities upon projection; here, locally-averaged intensities are obtained 

although (5.3) may be used to compute the exact intensities from lP'(x, k) itself. Because 
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of these properties, the coherent state representation appears to offer closer contact with 

experimentally measured quantities (such as the local field intensity, the field correlation 

and spectral functions) since these measurements can always be considered to be coarse-

grained in some sense, and usually refer to a single realization of the field. 

5.9 The Phase-Space Equation for qi(x, k) 

Having discussed some of the important general properties of the coherent state rep-

resentation lP(x,k) and its associated phase-space density P(x,k), we shall now turn to 

the derivation of the equation (corresponding to (3.1)) which governs the evolution of qi. 

As in preceding Sections, this is most easily achieved in a rather indirect fashion, although 

unlike the methods used previously, we shall not introduce a "coherent state symbol cal-

culus". Instead, we shall first derive yet another relationship between this representation 

and the Weyl formalism so that the Weyl symbol calculus may be immediately applied. 

To this end, consider the form of the definition (5.1) when lP is evaluated at (2x,2k): 

lP(2x,2k) = (7rU2)-1/4 J dx' 'rP(x')e-(a:'-2aV /2q
2 e-2ik (a:'-2a:) (5.20) 

which, although unmotivated, can be manipulated with the change of variables x' = x+!s 

to become 

(5.21) 

The form of this integral is much like that used in the definition of Weyl symbols (4.1,4.36) 

except that two different functions appear in the integrand. Indeed, recalling the definition 
--

(5.12) of the coherent state basis functions, this is the Weyl symbol or mixed Wigner 

function associated with the operator and kernel 

1'rP)(<Po,ol (5.22) 
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which is composed of the field 'I/J and the "ground state" of the coherent basis representing 

the origin in phase space. Therefore, (5.21) may be written 

2,p(2x,2k)e-2ikx = W,p</>o,o (x, k) (5.23) 

Now that the local Fourier transform (5.1) which defines the coherent state repre

sentation has also been identified as the Weyl symbol of some operator (albeit, with a 

nonlocal correspondence), the Weyl product rule can be invoked to translate the operator 

equation which governs ('l/J4>!,0) into a phase-space equation for ,p(x,k). The abstract 

representation-free equation for the field is again, from (3.2) 

DI'I/J) = IF) (5.24) 

where D is the wave dispersion operator and IF) is the source field. Multiplying this 

equation from the right by (4)0,0 I, one has 

DI'I/J)(4)o,ol = IF)(4)o,ol (5.25) 

A similar step was taken in the derivation of the equation (3.27) for the field spectral 

operator I'I/J)('l/JI, followed by the introduction of the adjoint of (5.24). That step was crucial 

because it specified that the adjoint or dual element introduced in the multiplication was 

indeed the dual element of the field ('l/JI. Here, in order to complete the specification of the 

representation, one must supply an operator equation for 14>0,0), Since 4>0,0 is the ground 

state in the coherent basis, (5.14) holds with eigenvalue x = k = 0 

al4>o,o) = 0 (5.26) 

with the adjoint 

(4)o,olat = (4)0,01 (~- iak) = 0 (5.27) 
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Now, multiplying (5.27) by 1'1/1) from the left, one finds that the mixed density operator 

must satisfy 

1'1/1)(4)0,01 (~ - iak) = 0 (5.28) 

with a similar expression for the source IF)(4)o,ol. The entire set of operator equations 

which correspond to (5.24) for this representation are therefore 

DI'I/1)(4)o,ol = IF)(4)o,ol 

1'I/1}(4)o,ol (: - iak) = 0 

IF)(4)o,ol (: - iak) . 0, 

(5.29) 

These operator relations can be immediately written as phase-space equations for 

the corresponding Weyl symbols using the product or composition rule (4.29) from the 

previous Section. The result is 

.+-? 
!.f, 

D(x, k)e 2 WV1 4>o,o (x, k) = WF4>o,o(x, k) 

(5.30) 

.+-? 

WF4>o,o(x,k)e~f, (~- iak) = 0 

where the Weyl symbol of the operator a is simply given by its scalar form since it involves 

no xk products. Finally, the equations for the mixed Wigner functions W V14>o,o and W F4>o,o 

become equations for the corresponding coherent state representations !li and !liF with the 

use of (5.23). Thus, the first of (5.30) may be written 

.+-? 

D(x, k)e~ f,!li(2x, 2k)e-2ika: = !liF(2x, 2k)e-2ik
ll: (5.31) 

which is subject to the conditions provided by the last two of (5.30) 

.+-? 

!liF(2x, 2k)e-2ik
a: e ~ f, (~ - iak) = 0 

(5.32) 
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These are the equations which govern the coherent state representation of the field 

w(x, k) defined in (5.1). The main equation (5.31) is driven by the local Fourier transform 

WF of the source field which is also defined by (5.1) in terms of F(x). The local dispersion 

function D(x, k) which appears here is not the coherent state representation of the operator 

D (indeed, such a quantity has not even been defined in this presentation); instead, it is 

the usual Weyl symbol of D constructed from the two-point dispersion kernel under the 

"centered" Weyl transform (4.1). This is a (possibly infinite order) partial differential 
.t-+ 

equation for w(x,k) with the operator e~.c defined by (4.29). 

While (5.31) is the basic equation of interest since it contains the information about 

the medium in D(x,k), it must be solved subject to the conditions given in (5.32). Nat-

urally, from the procedure which was used to develop these equations, these conditions 

should be automatically satisfied; that is, if W or 1/IF is constructed from t/J and F by (5.1), 

then direct computation verifies that (5.32) are identically satisfied. However, if the field 

t/J is unknown and (5.31) is used to determine W (and hence t/J, by (5.3)) these conditions 

must be solved in conjunction with (5.31). More generally, if time is included so that 

(5.31) describes the propagation of W from initial conditions, the subsidiary equations 

might have to be applied in order that 1/1 (x, k; t) remains of the form of a local Fourier 

transform (5.1). 

5.4 Asymptotic Analysis: The Eikonal Theory in Phase Space 

The discussion of the properties of 1/1 (x, k) and its density P (x, k) encourage the 

investigation of the set of equations (5.31,5.32); the basic motivation lies in the observation 

that this representation holds the promise of producing a much smoother phase-space 

density than found in previous formalisms. The hope is that these equations can be 
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treated in the asymptotic short-wavelength regime in such a way that the construction of 

the solution involves the phase-space ray trajectories yet does not generate singularities 

at caustics. Again, as this formulation is inherently a phase-space technique with x and 

k treated as independent variables, the reliance on the eikonal description (and thus, the 

identification of k(x)) is absent. 

It is convenient to cast IJi in a form which automatically satisfies (5.32) (so that these 

conditions can be discarded) by introducing the complex dimensionless variables 

z = ~ (~+iuk) 
u 

x = '\I'2(z+z) 

- 1 (X . k) z = '\1'2 ;; -l,U 

-1, 

k = . j;\(z -z) 
uv 2 

(5.33) 

where z denotes the complex conjugate of z. Substituting (z, z) for (x, k) in the definition 

(5.1) of lJi(x,k), one has 

lJi(x,k) = !P(z,z) = (1I"U2)-1/4 J dx' .,p(x')e -i(u"J2)(z-z)(x'-~(z+z)) 

x e -,(x'-72(z+z»2/2u2 

= (1I"U2) -1/4 et (z-z)2 J dx' .,p(x')e -(x' -v'2 uz)2 /2u2 

(5.34) 

Interestingly, the integral involves only the combination z of x and k. Furthermore, the 

basic equation (5.31) and the conditions (5.32) include the multiplicative phase factor 

e-2ikx with 1Ji(2x,2k) so that one should consider the form of [21] 

!P(z, z)e- ~kx = (1I"U2) -1/4e - t (z2 _z2) e t(z-z)2 J dx' .,p( x') e- (x' -v'2 uz)2 /2u2 

(5.35) 

1 _ = e-'2 zz!l>(z) 
Thus, the only dependence on the combination of x and k given by z is in the gaussian 

i 
factor exp( -~ Iz12) and the remainder of w(x, k)e-'2 kx has been assembled in the definition 

of !l>(z). 
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In order to see how these complex coordinates simplify the conditions (5.32), the bi-

+-+ 
directional operator 1:, should be expressed in terms of (z,z). The form of the derivatives 

with respect to (z, z) follow from (5.33) 

ak = ~(az - az) 

az = ~(ua/l; + iU-1ak) 

(5.36) 

+-+ 
and it is easily verified that 1:, becomes 

(5.37) 

+-+ 
As 1:, has been previously identified as the classical Poisson bracket operator, this result im-

plies that the change of variables (x, k) ~ (z, -iz) is a (complex) canonical transformation 

on phase space. 

Recognizing that the function on the right of the exponentiated operator in (5.32) is 

just Z, the substitution of (5.35) and (5.37) into this equation produces 

(5.38) 

Expanding the exponential operator in power series, only the first two terms survive since 

the right operand is linear in Zj (5.38) becomes 

(5.39) 

Hence, expressing \fI in terms of (z, z) in the form (5.35) identically satisfies the condition 

(5.32) on lJf and the same treatment of the source field would of course relieve the condition 

Having dispensed with these subsidiary conditions, attention may now be focused on 

the basic equation (5.31) which governs \fl. In complex coordinates (z, z) and with the 
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definition (5.35) this is 

(5.40) 

where the functions of complex variables are defined by 

b(z, z) = D(x, k) 
(5.41) 

i k 1 -
e-2" XlliF(X,k) = e-2"zz4>F(Z) 

For simplicity in the following analysis of this equation, we shall continue to consider 

only one-dimensional scalar fields, and we shall now also make the following assumptions: 

(1) D(x, k) is real (no damping), and (2) lliF(x, k) = 0 (no sources). Both of these as-

sumptions as well as the stipulation of scalar fields in one dimension could be relaxed in 

the ensuing discussion, although somewhat tedious calculations similar to those detailed 

in the Appendix for the development of Section 4 would be required. As our procedure 

will again involve ordering arguments, the inclusion of weak damping and sources should 

be straightforward at the appropriate order. 

From the outset, the method we shall employ to solve the phase-space equation (5.40) 

differs from that used in Section 4 for the Weyl symbol S in that while the assumption that 

the Wigner function is slowly varying (being quadratic in the field 1/J) was substantiated 

by the result (4.67), inspection of the examples given in (5.6,5.7,5.9) of the form of lli( x, k) 

indicate that it displays the same rapid phase behavior as the field in x-space from which it 

is constructed. It must be remembered that the equation under consideration (5.31,5.40) 

governs lli itself (linear in the field 1/J) rather than the phase-space density P(x, k) which 

exhibits a much smoother, positive and non-oscillatory behavior in phase space. 

Again considering short-wavelength solutions to (5.40) in a weakly inhomogeneous 

medium, the conditions on the variation of Dare 

(5.42) 
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.. 

where the scalelength L is to be much larger than a typical local wavelength A. For use 

in (S,40), these estimates should be written in terms of the complex variables (z,z)j with 

(S.36) these become 

lazD(z,z)1 ""' l(uax+iu-1ak)D(x,k)1 ""' I~ +i~1 

laz-D(z,z) I ""' j(uall: - iU-1ak)D(x,k) I ""' I~ -i~1 
(S,43) 

Thus, the variation of D with respect to either of the dimensionless complex variables is 

the same. We shall now take the smoothing length u to be intermediate between the two 

length scales 

and, for concreteness, we shall choose it to be approximately the geometric mean 

=> 
u A 
-~-~1 
L u 

(S,44) 

(S,4S) 

As a consequence, the terms in the magnitude of (azD) and (az-D) in (S,43) are roughly 

equal and both quantities are much less than unity. 

Since it has been pointed out that lli(x, k) exhibits a rapidly oscillating wave structure 

on phase space, we propose to solve (S,40) in a manner very similar to conventional eikonal 

methods. That is, the (x, k) plane will be treated as a two-dimensional configuration space 

(since in this formalism x and k are independent) and the usual eikonal techniques will be 

applied. In this spirit, we assume a solution of the form 

4>(Z) = r(z)ei8(a) (S,46) 

and define the "local wavenumber" in phase space to be 

de(z) 
IC(Z) = dZ = e'(z) (S,47) 
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In terms of the ansatz (5.46), it should be recalled from (5.35) that the desired solution 

lli(x, k) is 

lli(x,k) = !P'(z,z) = e~kZe-!ZZ4>(z) 
1 , 1-, 1 _ .""(_) 

= e4z -4"2: -2zze~0' z r(z) (5.48) 

= e ~kze-~ (z' /u'+u'k') ei8( ~(:-iuk» r( ~( ;-iuk») 

As in the traditional eikonal procedure, one should first postulate the expected relative 

ordering of the derivatives of the wavenumber K(Z) and the amplitude r(z). For this, we 

are guided by the forms of K and r found in the exact solutions (5.6) and (5.9). For the 

plane wave example (5.6), it is easily shown that lli(x, k) expressed in terms of (z, z) is 

(5.49) 

Setting this equal to the second line of (5.48), the phase e(z) is determined to be 

(5.50) 

so that by (5.47) K(Z) is 

K(Z) = J2 ako - ti (5.51) 

These formulas indicate that unlike the usual application of the eikonal method, the 

eikonal phase and its derivative will in general be complex in this formalism. That these 

imaginary contributions should be included in the phase (as opposed to being in the 

amplitude r) can be justified by noting the relative sharpness of the gaussian peaks in the 

examples compared to their location in phase space. In the plane wave case, inspection 

of (5.6) reveals a gaussian peak at k = ko of width l/a so that this modulation has 

relative scale a /.Ao ~ 1; this rapid variation therefore is appropriately included in the 

phase rather than in the slowly varying amplitude. Indeed, in this case the amplitude 

r = tPo is constant. 
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The magnitude of /\, in (5.51) is "'" (1/>"0 which, again, is to be much greater than 

unity by choice of (1. In order for both terms which constitute /\, to be of similar order, one 

must have that Izl "'" IX/(1- i(1kl "'" (1/>"0; or, by (5.45), both coordinates on phase space 

should be taken to be large, (x, k) "'" (L, ko). Thus, this plane wave example suggests that 

both e' = /\'(z) and (z,z) be taken as 0((1/>" "'" L/(1). 

These conclusions are supported by a similar analysis of the harmonic oscillator result 

(5.9). Expressing lIt again in terms of (z, z) one has . 

(5.52) 

and setting this equal to the second line of (5.48), the phase e and the local phase-space 

wavenumber /\, are found to be simply 

e(z) = -in In z -tn 
/\'(z) = ---=-

Z 
(5.53) 

H /\, and z are to be of the same order as suggested by the previous example, this relation 

implies that both have magnitude "'" y'ri. Indeed, this estimate is consistent with the 

estimates given in (5.10), which may be translated into conditions on z, as well as the fact 

that the variation scale of (5.52) in the radial direction is "'" n- 1/ 2 
f'<J /\,-1 (as given by the 

ratio of the gaussian width to the radius of the classical orbit). Further inspection of the 

solution (5.9) reveals that the oscillations of lIt in the angular direction have wavelength 

r- 1aelIt(r,tJ) "'" n/r "'" n- 1/ 2 which is also consistent with the assumed magnitude of K. 

These arguments therefore suggest that in the following eikonal treatment of (5.46) 

in (5.40), one should take 

(5.54) 

Once this scale has been set, the derivatives of K and r may be asserted to be of lower 

order (in the usual eikonal spirit) 
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n~O (5.55) 

Observe that 1'\,' ,... 0 (1), as substantiated by (5.51) and (5.53). These estimates are 

accompanied by the weak inhomogeneity assumptions on the medium which follow from 

(5.43) 

(5.56) 

Now (5.46) can be substituted into (5.40) to obtain 

(5.57) 

where'liF has been discarded as previously discussed. As before, the exponential operator 

is to be expanded in power series, the derivatives applied and the relative order of the 

resulting terms to be assessed. The first few terms in the expansion are 

D(z, z)r(2z) + {Dz(Z, z)[(i~(2z) - z)r(2z) + r'(2z)] + Dz(z, z)zr(2z) } 

+! {Dzz[(il'\, - z)2 r + 2(il'\, - z)r' + i~'r + r"] 

+2Dz~[(il'\, - z)zr + zr' + !r] + D-zzz2 r } 

+ ! {Dzzz[(il'\, - z)3 r + 3(il'\, - z)2 r' + 3(il'\, - z)il'\,' r 

+ 3( il'\, - z)r" + 3 il'\, , r' + i~" r + rill] 

+ 3Dzzz[(il'\, - z)2zr + (il'\, - z)r + 2(il'\, - z)zr' + zil'\,'r 

+ r' + zr"] 

+3Dz-zz[(il'\, - z)z2 T + zT + r'] + Dzzzz3 r}+ 

(5.58) 

It should be noted that since the right operand of (5.57) is evaluated at the double ar-

gument 2z, I'\, and r as well as their derivatives should be evaluated at 2z everywhere 

they appear in this expansion, just as in the first line. The derivatives denoted by primes 

therefore indicate differentiation with respect to the proper argument (here, 2z) and the 

factors of 2 from the chain rule have been incorporated in the numerical coefficients as 
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... 

they appear. The arguments of D are, of course, still (z, z) and the subscripts denote 

partial derivatives. In addition, the multiplicative phase factors exp( ie - 2zz) have been 

divided out. 

Applying the ordering assumptions (5.54-5.56) to the terms in the expansion (5.58), 

the lowest-order collection is 0 (1): 

{D(z, z) + [(ilC - z)Dz + zDzl 

+ ~[(ilC - z)2 Dzz + 2(ilC - z)zDzz + z2 Dul 

+ i[(ilC - z)3 Dzzz + 3(ilC - z)2zDzzz + 3(ilC - z)z2 Dzu 

+z3 D'Zz'Zl + ... } r(2z) = 0 

(5.59) 

where again, IC is meant to be 1C(2z). The dots indicate that although terms only through 

the third derivatives have been retained, the familiar Taylor series pattern is suggested (as 

in the similar treatment (3.59) of the common symbol). Thus, the terms in the braces of 

(5.59) is the Taylor expansion of the dispersion function about the point (z, z) which can 

be resummed to give 

D(z + (ilC - z), z + z) = D(ilC(2z), 2z) (5.60) 

The lowest order equation may now be written 

D(ilC(2z),2z)F(2z) = 0 

or D( ilC(z) , z) = 0 
(5.61) 

Here, since only 2z appears as an argument, it has been replaced by just z. 

Inspection of (5.58) shows that under the ordering (5.54-5.56) only even powers Or€ 

are represented in the expansion. It is interesting to note that this fact implies that the 

true expansion parameter is the physical quantity €2 '" (u I L)(>"lu) '" (>"1 L) which does 

not involve the value of the arbitrary smoothing length u (although the inequality (5.44) 
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must still apply). Assembling the next higher order O(€2) terms of (5.58), one has 

{Dz(z, z) + [(ile - z)Dzz + zDzzl 

+![(ile - z)2 Dzzz + 2(ile - z)zDzzz + z2 Dzzzl + ... } r'(2z) 

+ ! {Dzz + [(ile - z)Dzzz + zDzzzl + ... } ilC'(2z)r(2z) 
(5.62) 

+ ! {Dzz + [(ile - z)Dzzz + zDzzzl + ... } r(2z) = 0 

As in the lowest order equation, the terms have been arranged to suggest the appearance 

of the Taylor series for D z, Dzz and Dzz around the point (z,z). Thus, these can be 

re-summed as before to give 

Dz( ile(2z), 2z)r' (2z) + ![ile' (2z)Dzz( ile(2z), 2z) 

+ Dzz(ilC(2z), 2z)lr(2z) = 0 

which, since all quantities are evaluated at 2z, becomes 

(5.63) 

(5.64) 

The results at the lowest two orders of this perturbation method seem to imply that 

the nonlocal nature of the exact equation (5.57) might just be an artifact of the differential 

representation. That is, although the left and right operands of (5.57) are evaluated 

at different points in phase space, the technique of expanding the exponential operator, 

assuming a solution of the form (5.46), differentiating and re-summing terms at each order 

(assuming convergence) finally produces the local equations (5.61,5.64). In this regard, it 

is crucial that all terms in the expansion of the exponential operator be retained because 

+-+ 
the ordering (5.54) generates low-order contributions at each power of t. 

The application of "conventional" eikonal concepts to the phase-space equation (5.57) 

results in the two lowest-order equations (5.61) and (5.64) which bear a striking resem-

-100-



blence to the corresponding eikonal and amplitude transport equations (2.17,2.18) that 

emerge in the traditional analysis on x-space. The ordering assumptions (5.54) are slightly 

different than in the customary eikonal formulation although it was shown that the true 

expansion parameter turns out to be the same (>'1 L)). Most significant however, is that 

the final equations involve only one complex dimension describing a wave in the two

dimensional phase space. 

The one-dimensional analysis given here has neglected the time dependence of the 

wave and the dispersion kernel; thus, in this model of a stationary medium, the field t/J 

(and consequently, lli) has an overall exp( -iwt) time dependence (which factors out of the 

equations) and D(x,k) should be parameterized by the frequency w. Accounting for this 

in (5.61), the eikonal equation is 

b(iK,Z;W) = 0 * w = n(Z,K) (5.65) 

which, as in the conventional eikonal method, is the Hamilton-Jacobi differential equation 

for the phase, with K(Z) = 8ze(z). By its construction, this is just the expected local 

dispersion relation 

D(x,k;w) = b(z,z;w) = 0 w = n(x, k) = n(z, -iz) (5.66) 

except with z replaced by iK. The reason for expressing n in terms of -iz is so that the 

dispersion relation is defined in terms of canonical variables. That is, using the definitions 

(5.33), the usual Poisson bracket on (x, k) phase space of these variables is 

(5.67) 

which identifies -iz as the "momentum" conjugate to the coordinate z. 

Following the formalism of Hamilton-Jacobi theory and conventional eikonal methods, 

the differential equation (5.65) may be solved by introducing characteristic trajectories. 
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In view of the analogy between (5.65) and (5.66), these trajectories are generated by 

Hamilton's equations in canonical form 

. afJ(z, K-) 
K- = - -.....;a'-z-~ (5.68) 

With the introduction of these "rays", it is essential to recognize the implications of 

applying eikonal methods to wave equations in phase space. The traditional eikonal anal-

ysis of x-space wave equations generates ray trajectories in (x, k) phase space and the 

properties of this flow and its projection onto x-space is responsible for the form of the 

short-wavelength field in x-space. That phase space in which the rays evolve is now the 

"configuration space" for the present wave equation (5.31,5.57) and, to avoid confusion 

with the rays generated by (5.68), we shall refer to them as the "underlying" or "physical" 

trajectories. The concept of a "local phase-space wavenumber", induced by the eikonal 

phase e and its derivative K-, therefore necessitates the consideration of a (z, K-) phase 

space above the physical (x, k) or z phase space. It is in this "doubled" phase space that 

the trajectories governed by (5.68) evolve. For clarity, we denote the (x, k) phase space by 

D? and the "doubled" phase space (z, K-) by ~j a schematic illustration of this structure is 

given in Fig. 4. 

Other authors have introduced the concept of a "doubled" phase space [48,49] in 

connection with equation (4.32) for the Wigner function S(x,k). The space ~ considered 

here, in relation to the coherent state representation, has the property that although it is 

four-dimensional (for an underlying one-dimensional wave problem with a two-dimensional 

physical phase space D?), a complex structure has arisen naturally so that it may be treated 

as a two complex-dimensional spacej this is an advantage in both analytical and numerical 

investigations. A logical question may be raised, however, as to the relationship between 

, -102-



K 

z(t), K(t) 

x 

XBL 875-2443 

Fig. 4. Schematic illustration of the "doubled phase space" fP induced by the eikonal 
solution of the phase-space equation (5.40). The familiar "underlying" phase space m is 
coordinatized by either real variables (x, k) or the complex variable Zj this is to be viewed 
as the "configuration space" of fP with the complex-valued variable K, being the momentum 
conjugate to Z ("local phase-space wavenumber"). Orbits in ~ are projected onto m in 
order to determine their relationship to "physical" ray trajectories. 
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the trajectories generated by (5.68) in ~ and the physical rays which evolve in m. More 

precisely, one should examine the projection of the trajectories in ~ onto m in order to 

discover the correspondence with the physical rays. 

Consider, for example, points in fp given by (:z, K) = (:z, -iz). Observe that these 

points are indeed elements of ~ (because both :z and K are dimensionless complex variables) 

but it is the rather special set above the :z plane (lR) for which K = (i:Z). Now it is easily 

shown that the Hamiltonian flow (5.68) preserves this relationship, i.e., that K(t) = -iz(t) 

satisfies these equations. Thus, one has for K = -iz 

. (_ _ .) _ aiJ(:z, K) 
K Z,K - -tZ - --"':"a-z~ 

K=-iz 

which, when (5.36) is applied, becomes 

aiJ(:z, -iz) 
az 

_ aiJ(:z, -iz) = _~ (u an (x, k) + i an(x, k)) 
a:z J2 ax u ak 

1 (. i ) = - J2 -uk(x, k) + ~:i;(x, k) 

k(:z, K = -iz) = - ~ (:i;(~ k) + iuk(x, k)) = -iz(:Z, -iz) 

Furthermore, at these points i" is given by 

..!..(_ _ .) _ aiJ(:z, K) 
z Z, K - -tZ - -"':"a'-':'K~ 

K=-iz 

.aiJ(:z, -iz) 
= t-~~---:-

az 

aiJ(:z, -iz) 
a(-iz) 

~ _ iuk = i (u an(x, k) _ i an(x, k)) 
u ax u ak 

(5.69) 

(5.70) 

(5.71) 

The logical interpretation of this calculation is then as follows: at all points in ~ 

where K = -iz the flow is given by k = -iz(:Z, -iz) and i" = i"(:z, -iz) so that by the 

uniqueness of solutions of Hamiltons equations, K(t) = -iz(t) along trajectories which 

pass through these points. Moreover, identifying the real and imaginary parts in the last 
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line of (5.71) shows that the projection z(t) of these rays onto the z plane m reproduces 

the physical trajectories. 

The conclusion to be drawn here is that all of the "physical" orbits in the underlying 

phase space m (generated by the usual dispersion relation n(x, k)) are contained in the 

projection onto m of all trajectories in the "doubled" phase space ~ generated by ii(z, Ie). 

The special class of trajectories in ~ which participates in this correspondence are those 

which lie on the two-dimensional manifold given by Ie(z) = (tz) or 

x 
Rez = uV2 

-uk 
Imz= --

V2 
uk 

Rele =-
V2 

-x 
1m It =--

uV2 
(5.72) 

In other words, the projection onto m of the flow in ~ restricted to this manifold produces 

a flow in mj this should be compared with the projection onto x-space of the flow in phase 

space m, which does not result in a flow. Therefore, one would expect that the construction 

of 1P along the "physical" trajectories in m should be free of singularities because these 

"configuration-space" orbits are divergence-free. 

The projection of all other trajectories in ~ (i.e., those for which It =I -iz) onto mare 

"nonphysical" in the sense that they do not correspond to possible orbits in m generated 

by n(x, k). One may conclude from the foregoing discussion of the "physical" trajectories 

that these "nonphysical" paths in m are important for the construction of IJt in the "non-

classical" regions of (x, k) phase space off the classical orbit. That is, at a fixed value of the 

frequency w, the projection of the dispersion surface w = ii(z, It) in ~ onto m will produce 

the "p~ysical" orbits, which lie on the dispersion manifold w = n(x, k) in m, as well as 

"nonphysical" trajectories which are not on this manifold. Naturally, all "physical" and 

"nonphysical" orbits are important since 1P should be constructed everywhere in phase 

space m in order to reconstruct the field 1/J in x- or k- space by yet another projection. 
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However, the examples given indicate that in the short-wavelength limit, iJi decays rapidly 

away from the classical orbit so that in practice, perhaps only the "physical" rays and 

nearby "nonphysical" trajectories (for broadening) need be considered. 

As previously remarked, the equation derived at next order for the amplitude F(z) is 

very similar to the corresponding equation typically found in conventional x-space eikonal 

treatments. Indeed, (5.64) may be rearranged and more compactly expressed as 

(5.73) 

The notation here for the partial derivative Dz means the derivative of D(z, z) with respect 

to z evaluated at z = i~(z) j thus, this is simply 

! [r,(z) ~~ (il«z) , Z)] = 0 (5.74) 

Being subject to the lower order solution, the usual relation 

(5.75) 

applies so that (5.74) may be written 

d[2. - - ] dZ F (z) z(z, IC(Z)) Dw (i~(z), Zj n(z, ~(z))) = 0 (5.76) 

where (5.68) has been used to introduce ~. 

Evidently, the solution of the amplitude equation is 

1 

F(z) ~ [~(z,~(z)) Dw(i~(z),zj.ri(z,~(z)))]-2 (5.77) 

This has an intuitive physical interpretation when compared to the solution (2.37) for 

the traditional x-space eikonal amplitude in a one-dimensional stationary medium, where 

the x-space amplitude ex: [i:(x, k(X))]-1/2 diverges near x-space turning points (i: --+ 0). 

Similarly, the expression in (5.77) tends to infinity near fixed points in phase space where 
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the phase-space velocity vanishes: 

(5.78) 

In view of the foregoing discussion of the "physical" and "nonphysical" trajectories in the 

(x,k) phase space m which result from the projection of the rays in the (z,~) space ~, 

there are two categories of points z in m for which (5.78) is satisfied. The "physical" 

fixed points are where :i; = k = 0 as determined by the underlying dispersion relation 

fJ(x, k) (the same points given by i(z,~) = 0 with ~ = -iz) and are unique, separate 

phase-space trajectories (i. e., not points visited by other orbits). This is quite different 

than in the case of traditional eikonal solution, where turning points (responsible for 

divergent amplitudes) are visited by almost all orbits in x-space. Therefore, if tJi is to be 

constructed along classical ray orbits in phase space, the fixed point trajectories could be 

easily neglected and the worst case would be that the amplitude r would grow (remaining 

bounded) as an orbit passes near a fixed point. A further consideration is that, since the 

phase e is complex, the amplitude singularity at and near a fixed point may in practice 

be eliminated automatically by the behavior of exp(ie) in that region of phase space. An 

example of this is provided by the harmonic oscillator tJi(x, k) which is finite (even for 

n = 0) at the fixed point at the origin. 

The existence of fixed points among the "nonphysical" trajectories could provide 

trouble for numerical applications of this method. Again, however, the examples given 

indicate that tJi is quite small in magnitude away from the classical orbits so that one 

should not expect singularity difficulties in the non-classical regions of phase space. In 

addition, it was previously pointed out that in the short-wavelength regime, it may suffice 

. to construct tJi only in the immediate neighborhood of the "physical" trajectories in order 
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that the projection onto x-space be reasonable. 

5.5 Examples 

To illustrate the technique developed in this Section, we shall apply them to two 

examples. The first is the simple case of a plane wave in a uniform medium with a local 

dispersion relation given by 

D(x, kj w) = D(k,w) = 1 - (k2 c2
/W

2
) = 0 

(5.79) 
=> w = ±koc = n(k) = kc 

where c is the phase velocity of the wave. In order to begin, the dispersion relation n 

must be expressed in terms of the complex variables (z, z)j using (5.33) and choosing the 

positive frequency wave, this is 

- -tC 
ko = nez, -iz) = m(z - z) 

O'y2 
(5.80) 

Now the Hamiltonian in the "doubled" phase space (z, Ie) is obtained by just replacing 

-iz by Ie in (5.80): 

- - -tC 
W = koc = nez, Ie) = nez, -iz -+ Ie) = m(ile - z) 

O'y2 

which generates the trajectories 

. an c z------ ale - 0'V2 
. an -ic 
Ie= -- =--az 0'V2 

(5.81) 

(5.82) 

Translating the first of these into terms of (x, k) and identifying real and imaginary parts, 

the usual trajectories in phase space are recovered 

. 1 x . c 
Z = V2(~ - iO'k) =0'V2 => x = c, k=O 

(5.83) 

=> x(t) = x(O) + ct k(t) = k(O) 

Since z evolves independently of Ie, the projection of all trajectories in ~ onto m ap-

pears to give just the "physical" trajectories in m. We note, however, that all of these 
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phase-space trajectories (x(t), k(t)) are allowed for any fixed value of Wj this is because 

for fixed w, the initial conditions (x(O),k(O)) (or, equivalently, z(O)) can be chosen arbi

trarily (since the initial condition for 1e(0) can still be determined to satisfy (5.81)). The 

"physical" trajectories for this system at fixed W are those with k(O) = w/c (x(O) arbi-

trary), or z(O) = 2- 1/ 2 [(X(0)/u) - (iuw/c)] and, from (5.81), 1e(0) = uV2(w/c) - iz(O) = 

-i[(x(O)/u) + (iuw/c)] = -tz(O) (as stated earlier)j the projection of these trajectories in 

fJ onto m lie on the "physical" ray manifold k = w/c for this value of w. Changing the 

initial value k(O) away from this "physical" dispersion surface is therefore allowed at the 

same value of w by simply changing the initial value Ie(O)j the projection of these trajecto-

ries in fJ onto m are the "unphysical" trajectories (straight lines parallel to the "physical" 

trajectories with k = w / c). 

In order to construct lJi, first use (5.81) to determine Ie(z) and then integrate to 

compute the phase e: 

de(z) 
Ie(z) = uV2 ko - iz = dZ 

e(z) = JZ dZ'le(z') = uV2koz - ~z2 
(5.84) 

Comparison of these expressions with (5.50,5.51) reveals that these are the exact forms of 

Ie and e which are obtained by constructing lJi as a local Fourier transform of the plane 

wave (note that since i is a constant (5.83), the amplitude r is also constant according to 

(5.77)). Therefore, apart from a multiplicative constant, it is apparent that this eikonal 

method of computing lJi will produce the exact expression (5.6). 

The success of the phase-space eikonal method in this simplest of examples is perhaps 

not surprising, although it does demonstrate an important point: the asymptotic formal-

ism is capable of constructing a smooth waveform in two dimensions (complexified phase 
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space) which exhibits oscillations along the phaSe-space ray with gaussian modulation 

transverse to the ray. Of course, conventional eikonal methods experience no difficulty 

when applied to this problem and also produce the exact solution; there are no caus-

tic singularities since all x-space trajectories are straight lines which do not focus. For 

this reason, the application of the phase-space analysis to this particular problem seems 

inordinately cumbersome and unnecessary. 

An example in which this technique is able' to display its possible relevance and ap-

plication is the Schrodinger equation for the harmonic oscillator. The dispersion function 

(4.75) for this problem written in terms of the natural length scale a- 1 = ,/h/mwo in 

(4.8) can be immediately transformed using (5.33) to complex coordinates (z, -iz) as 

(5.85) 

The next step in the procedure is to replace z by iK in this expression to obtain the 

Hamiltonian on the (z, Ie) phase space~. However, since the smoothing length C1 is 

arbitrary (within the limits (5.44) for the theory to be valid), a suitable choice here will 

extremely simplify the algebra. Thus, specifying 

(5.86) 

not only provides a smoothing length which is the geometric mean of the wave and density 

scalelengths (see (5.10)), but also allows the Hamiltonian to be written simply 

ii(z, -iz) = wozz (5.87) 

Now in ~, the ray Hamiltonian is 

w = ii(z, K) = iWozle (5.88) 

which may be promptly solved for the local phase-space wave number Ie(z) 
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,,, 
tW 

Ie(Z) =-~ 
zWo 

and hence, the phase e (z) is 

j z iw 
e(z) = az' IC(Z') = --In z 

Wo 

The amplitude r(z) requires 

. an 
z(z, IC(Z)) = ale = iwoz 

(awD) = Ii 
and is therefore, by (5. 77), 

Finally, collecting (5.90) and (5.92), the solution for 4>{z) is 

4>(z) = r(z)ei8 (z) 

1 
,..., z-2 exp[(wjwo) lnz] 

p = (wjwo) - ~ 

(5.89) 

(5.90) 

(5.91) 

(5.92) 

(5.93) 

The form of this result is interesting from the standpoint of the theory of analytic 

functions of a complex variable: in order that 4> (z) be single-valued on the complex phase 

space, the exponent p in (5.93) must be an integer. In effect, this requirement plays the 

role of a phase-space quantization condition for this system and yields 

p = (w j wo) - ~ = n 
(5.94) 

~ 4>n(z) ,..., zn 

From the definition (5.48), the phase-space representation Jli(x, k) is therefore 

_ 1 2 1-2 1_ 
llin(x,k) = llin(z,z) ,..., e4"z -4"z -2zzzn 

1 ( 2 2 k2/ 2) 1. ,..., e-4" a II: + a e2'kll:(ax _ ikja)n 
(5.95) 

This is a striking result in that it is the exact solution (5.9) (within normalization 

factors) for Jli (the normalization constant in (5.95) could be determined from the condition 
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(5.4) if desired). This in turn implies that the exact eigenfunctions are obtained when: 

(5.95) is projected by (5.3) onto x-space; indeed, the integral which is involved serves as 

an integral definition of the Hermite polynomials [50]. 

5.6 Discussion 

Evidently, this phase-space eikonal technique has demonstrated that it is capable of 

treating a two-dimensional (phase-space) wave equation with a one complex-dimensional 

formalism. In fact, it provides the solution for 1F not only in the "classical" region of phase 

space explored by the rays, but in the "nonclassical" region off the trajectories as well. 

Moreover, these two regions are treated on the same footing (as opposed to the piecewise 

formulation of traditional eikonal) so that, at least in the examples, no matching analysis 

is required; in part, this feature is due to the use of a complex phase e defined on the 

complexification of phase space. 

The most remarkable feature of the solution (5.95) is the fact that it is exact. This 

shou}d be compared with the results of conventional eikonal techniques applied to the 

same problem, where the spectrum is obtained exactly (see (2.36)) but the eigenfuctions 

are determined in their asymptotic form, and then only piecewise due to the caustic 

singularities at the turning points. The construction of 1F in phase space, as might be 

expected of a phase-space method, encountered no singularites except the existence of a 

branch point at the origin, which is also a fixed point for the ray system. Thus, since the 

exact phase-space representation of the wave function is computed in this procedure, its 

projection onto x-space produces the exact x-space representation over all x, complete with 

decaying amplitude outside the turning points, oscillations between them and, significantly, 

maximum amplitude (but no singularity) in the neighborhood of the turning points. In 
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this respect, the phase-spaceeikonal technique is more accurate and more complete than 

conventional eikonal methods. 

Naturally, one should not place too much emphasis on a result obtain~d in the example 

of the harmonic oscillator. This is especially true with regard to the present formalism 

as it is based on the introduction of complex variables which (for suitable choice of 0') 

are intimately related to the harmonic oscillator Hamiltonian. Indeed, the coherent state 

representation is generated by the eigenstates of the lowering operator which, together with 

its Hermitian conjugate, are a natural operator basis for this problem. However, it may be 

significant to recall that the phase-space technique also provided the exact solution to the 

plane wave (free particle) problem for which the Hamiltonian is not so nicely expressed in 

terms of these fundamental operators. 

As illustrated in the examples, the coherent state representation of a wave is a dis

tribution on phase space which has a form that depends on the choice of the smoothing 

length 0'. For this theory to be accepted as a reliable method for solving short-wavelength 

problems, however, it should produce certain physical results independent of the value of 

0'. In the sense that the projection rule (5.3) is independent of 0', this may not be a phys

ically significant defect if the desired result is the form of the wave field in x-space. Thus, 

different values of 0' can be expected to produce different forms of!Ji when the phase-space 

eikonal technique is applied, and these will be in general just approximations to the exact 

form for each value of 0'. The projection of these O'-dependent approximations to !Ji can 

be expected to provide O'-dependent approximations to 'I/J (x) and in practice one would 

like to develop some rule for choosing a smoothing length so that this approximation is 

optimized. A further question is whether the projection of an approximately constructed 

phase-space function lJi with arbitrary 0' will produce a uniform approximation to the 
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x-space wave, or will the projection produce singularities at the turning points (or per-

haps elsewhere). In the examples, the phase-space eikonal technique demonstrated the 

capability for determining a phase-space density which is smooth and which incorporates 

the wave-like broadening off the ray manifold; it is this "nonclassical" wave broadening in 

phase space which mitigates projection singularities at caustics and thereby produces the 

uniform approximation of the x-space field. 

The relationship between the quantization condition for the harmonic oscillator and 

the analytic single-valuedness criterion is another remarkable result of the application of 

this method to the harmonic oscillator. In this regard, we note that a similar result 

has been obtained by Weissman [24] (also for the harmonic oscillator) from the study of 

canonical transformations of the coherent states. It would be interesting to explore its 

generality, since while the form of l/I is to an extent understandably dependent on the 

smoothing length (even for an eigenfunction), the quantization condition is an example of 

a physical result which should be independent of i7. 

Another curious aspect of this derivation of the quantization rule is the way in which 

the ground state correction factor of ~ arises. In the usual eikonal analysis this factor 

appears because of phase matching conditions at the two turning points, while in the 

modern theory of the Maslov index it arises from the matching of alternate x and k 

representations of the wave around the classical ray orbit in phase space. Here, however, 

1 
the factor of ~ is the contribution of the amplitude r(z) '" (z) -"2 to the exponent of z in 

the final form (5.93) of 4>(z). It may be that there is a connection between the standard 

interpretation of this factor in terms of the influence of caustics and the effect here of the 

phase-space amplitude r which has a square root singularity at the fixed point encircled 

by the classical orbit. 
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Since the contribution of the amplitude r to the quantization condition is negligible as 

(n ~ 00), a possible practical implication for this method is that the amplitude might be 

ignorable altogether. In the case of the harmonic oscillator, the single-valuedness condition 

would still apply (resulting in the quantization condition (5.94) without the !) while the 

form of q; would remain the same"" zn. That both the oscillatory and modulated features 

of the phase-space representation q; are present, even without including the amplitude r, 

is of course due to the complex-valued phase e. Now, however, no singularities will be 

encountered in the construction of q; since these arise as the effect of fixed points on r. 

Finally, it should be noted that the method of solution employed here did not in either 

example rely on the construction of the "physical" or "nonphysical" trajectories generated 

by the Hamiltonian a(z, ~). This is because in the simple one-dimensional models exam

ined, the dispersion relation was easily inverted to determine ~(z) and subsequently the 

phase e(z) by integration. However, due to the complications introduced by the complex 

canonical transformation (x, k) ~ (z, -iz), this inversion cannot be performed explicitly 

even for other simple one-dimensional systems (consider the pendulum Hamiltonian, for 

which a transcendental equation for ~(z) results). For most systems then, these trajecto

ries will have to be introduced in order to determine the phase e. Now, important issues 

are raised in regard to appropriate initial conditions in the (z, ~) phase space (for unbound 

systems) or the determination of quantization rules (for bound systems) in terms of the 

orbits either in the "doubled" phase space or in the physical one. Furthermore, since any 

practical application of this method to the investigation of wave propagation (or normal 

modes) in nonuniform media would entail the use of much more complicated dispersion 

relations (ray Hamiltonians) than considered here, the translation of these ideas into a 

tractable numerical procedure will be necessary. 
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6. Summary 

In this Report we have discussed the concept of a phase-space representation of a wave 

field and its application to the study of short-wavelength wave propagation in nonuniform 

media. The motivation for introducing this formulation of wave propagation is the recog

nition that certain features of a short-wavelength field tJ1(x) in x-space (or t/J(k) in k-space) 

can be understood in terms of the properties of the associated Hamiltonian ray system 

which evolves in the ray phase space. In conventional eikonal theory it is tacitly assumed 

that the local wavenumber k is the derivative of the phase and hence a function of Xj this 

implies that it is the projection of these rays onto x-space which gives the spatial variation 

of field intensity and, in particular produces divergent amplitudes in the vicinity of caustics 

where this projection becomes singular .. Since the natural setting for the ray trajectories is 

in the (x, k) phase space (where the Hamiltonian induces a flow and the rays do not con

verge or diverge), we have speculated that a joint (x, k) representation of the field might 

lead to a more natural, simplified description of the asymptotic wave problem (with x and 

k treated as independent variables) that would avoid the projection singularities inherent 

in the conventional eikonal approach. We have shown that a phase-space representation 

of a wave can be defined, the equation which governs its evolution can be derived and an

alyzed in the short-wavelength limit and the asymptotic form of the solution constructed 

by means of the ray trajectories in phase spacej the subsequent projection of this "phase

space wave" back down onto x-space has succeeded to a varying degree (depending upon 

the particular representation) in avoiding these caustic singularities. In this sense, these 

Phase-Space Eikonal techniques may provide useful tools for investigating both classical 

and quantum-mechanical short-wavelength waves (vector or scalar) in nonuniform media. 
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Since the phase-space representation of a wave is not unique, we have explored three 

different (although related) formalisms. Along with the development of each formalism 

has evolved a set of criteria which an appropriate representation should be expected to 

satisfy in order that it be useful in the investigation of short-wavelength fields: 

A) A suitable representation should be "supported" by the rays in phase space. In 

other words, the magnitude of the phase-space function describing the wave should be 

large in the region of phase space visited by the rays associated wit~ the wave (i. e., in 

the neighborhood of the ray manifold) and small in other regions. This is to ensure 

the faithfulness of the representation in accurately describing the local spectrum, i.e., 

the values of k present in the wave at the position x. Furthermore, the solution of the 

asymptotic phase-space equation should provide a prescription for constructing the phase

space wave function along the rays in phase space. 

B) The construction of the phase-space wave function along the ray trajectories should 

not encounter singularities in phase space. Since the rays do not focus due to Liouville's 

Theorem, there should naturally be no analog of caustic singularities as found in the x

space asymptotic analysis. Nevertheless, the existence of singularities arising from other 

unforseen effects would be undesirable. 

C) Of course, an important requirement on any phase space representation is that 

it may be given a physical interpretation. The most closely related quantity of physical 

interest is the spectral function (or tensor) commonly defined for waves in a homogeneous, 

stationary medium, and it is the extension of this concept to a nonuniform medium for 

which the various phase-space wave representations are intended. Indeed, it is just the 

definition of what is meant by "local spectral tensor" which is ambiguous and which leads 

to the introduction of different phase-space representations of the wave field. Certain 
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other physically important features of the underlying x-space wave equation (or, more 

precisely, the abstract representation-free operator form of the wave problem) should also 

be retained. In particular, the Hermiticity properties of an operator should be reflected 

in its phase-space representation. 

D) Finally, after the phase-space representation of the wave is constructed, it must 

be possible to reconstruct the field in x-space by some projection or inversion relation (an 

integral over k-space). Even though it is hoped that this procedure will give the asymptotic 

x-space wave intensity (without singularities), for some applications it may be important 

that the wave phase is also faithfully produced. 

The phase-space formalisms which we have discussed in this Report are based on 

the theory of pseudo differential operators and their symbols. An integral part of each 

formalism is the derivation of the equation which governs the symbol of the field spectral 

operator based on the underlying wave equation; this involves the translation of operator 

relations into a calculus of the corresponding symbols. It is this equation which is analyzed 

in the short-wavelength limit in order to investigate the asymptotic form of the spectral 

function and its relation to the phase-space ray trajectories. 

In Section 3, we first considered the symbol formalism or phase-space representation 

which is most commonly found in the mathematical literature on pseudo differential op

erators. The advantage of this description is that it provides a natural extension of the 

partial differential operator to the more general case of a pseudodifferential operator; by 

constructing the symbols associated with typical wave operators found in physically rele

vant propagation problems in nonuniform media we observed that in these operators indeed 

often fall into this more general class. Despite the simplicity of this formalism, however, 

by the criteria set above the common symbol theory has two fundamental defects which 
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detract from its usefulness as an asumptotic method. First, by exact construction the 

Hermiticity properties of an operator are not shared by its symbol. The second problem 

is that the asymptotic analysis of the phase-space wave equation was shown to reduce to 

the same equations for the phase and amplitude generated by conventional x-space eikonal 

methods and therefore intrinsically contain the singularities which a phase-space method 

attempts to avoid. 

In Section 4, we introduced the "symmetrized" or Weyl symbol formalism in which 

the phase-space representation for the wave field is the Wigner function (or wave spectral 

function) S(x,t,k,w). It was immediately seen that the Hermiticity problem found in the 

common symbol was corrected (owing to the definition in terms of a "centered" transform). 

A relationship between the common symbol formalism and that of the Weyl symbol was 

established and then exploited in order to derive the Weyl symbol calculus and thus 

the phase-space wave equation. Here we extended the usual one-dimensional treatment of 

scalar waves to multiple dimensions and vector waves (and, therefore, tensor-valued Wigner 

functions). An asymptotic analysis of this equation produces at lowest order the definition 

of the proper wave dispersion surface D(x, t, k, w) = 0 in phase space but, unlike traditional 

eikonal methods, does not induce the ray trajectories. The next higher-order equation was 

shown to reduce to the wave kinetic equation for the wave action density J(x,kjt), here 

reasonably extended to the case of a nonuniform medium as the amplitude of the Wigner 

function on the dispersion surface. This Liouville equation naturally generates the proper 

ray trajectories as those paths along which the action density is convected (and hence, may 

be constructed) in phase space. By example, we illustrated how this phase-space technique 

could be implemented to propagate an x-space wave packet via the motion of the aCtion 

density in phase space, and then to reconstruct the x-space field at later times avoiding 
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the caustic singularities which would certainly have resulted if conventional methods were 

used. In spite of this apparent success, a fundamental disadvantage of this formalism 

is that the phase of the wave is lost. Furthermore, the Wigner function was seen to be 

in general an oscillatory function on phase space; thus, not being necessarily everywhere 

non-negative detracts from its interpretation as a probability density on phase space. 

The third and final phase-space representation discussed was the coherent state or 

Glauber representation of the field w(x, k). Unlike the previous symbol formalisms, this 

object is a true representation of the field itself rather than of the field spectral operator. 

As such, it retains wave phase information and, being defined as a smoothed local Fourier 

transform, induces a real non-negative phase-space density P(x, k) = Iw(x, k)12. It was 

shown that P(x, k) is also the local phase-space average of the Wigner function; this aver

aging also implies a non-classical broadening of the phase-space density in this formalism 

off of the dispersion surface on which the ray trajectories lie. A further connection with 

the Weyl symbol formalism permitted the use of that symbol calculus for the derivation 

of the equation which governs W (x, k). In this case, a generalization of the conventional 

eikonal method applied to this phase-space equation supplied a prescription for solution: 

the crucial ingredients of the technique are the use of a complex eikonal phase and the 

imposition of a complex structure on phase space. The result of these measures is a pro

cedure for constructing w(x, k) which treats the "classical" and "non-classical" regions of 

phase space on the same footing and at the same order; w(x, k) is computed in terms of 

the rays on the ray manifold and in terms of "unphysical" trajectories off the manifold. 

In special examples, the approximate technique produces exact results with no singulari

ties in phase space and therefore exact results with no singularities when projected onto 

x-space. As encouraging as the indications of Section 5 are, the coherent state represent a-
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tion also presents several problems with interpretation and implementation. The apparent 

arbitrariness of the spatial smoothing scale raises questions in regard to the robustness of 

the results. The full implications of the "doubled phase space" and the "unphysical" tra

jectories in regard to actual computation of lli(x, k) have not been investigated here; they 

certainly require a deeper understanding to be useful in a numerical scheme. Nevertheless, 

this technique (or a numerical adaptation of it) suggests the possibility that it might be 

capable of producing a. nonsingular uniform approximation to a short-wavelength x-space 

wave field in a typical problem. 
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Appendix: Tensor Analysis of the Wave Kinetic Equation 

In this Appendix we supply the details for the reduction of the tensor form of the 

O(A/L) equation (4.52) to the scalar equation (4.62). As was the case at lowest order, 
.. 

this equation simplifies when expressed in the basis of the polarization vectors. The 

introduction of this basis, however, initially increases the complexity of the term involving 

H 
the bi-directional operator ;C; therefore, in order to clarify the ensuing discussion we 

shall treat this term first and then return to the source and dissipation terms later. In 

component form and using (4.57), this term becomes 

(A.l) 

+--+ 
where we have used the square brackets [-,.J (instead of the operator ..c) to designate the 

usual Poisson bracket {.,.} extended to the eight-dimensional (x, t, k, w) phase space 

(A.2) 

Since the projection operators fa are functions on phase space by their definition (4.57) 

in terms of the polarization vectors, the bracket on the right contains many more terms 

than the one on the left. 

As stated in Section 4, the first simplifying assumption we shall make is that only one 

polarization is in the system; that is, only 8 8 is nonzero (8P = 0 everywhere for f3 t= s). 

Also, because of (4.61), not only does 8 8 vanish where DB t= 0, but so do its derivatives; 

this is in contrast to the derivatives of DB itself which may not vanish even where DB 
.. 

does. As previously remarked, we assume that where 8 8 is nonzero (DB = 0) there is no 

degeneracy of eigenvalues (Da t= 0 for 0: t= s). Under these conditions, (A.l) is 
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va va (A.3) 

+Da[p:v,8B]P~0" + p:v[Da,p~0"]8" } 

where the rule for differentiating a product has been used to expand the bracket in the 

• usual fashion . 

The first and third terms on the right-hand side of (A.3) reduce to sums over only 

0: =I- 8 since either DB or 8" vanishes. Contracting the projection operators in the second 

term and using their orthogonality (4.55), only the 0: = 8 contribution survives. Thus, the 

p,u component of the bracket is 

v,a¢" va 

Although this expression is written in terms of quantities in the polarization basis, the p,u 

index refers to the component with respect to the Cartesian basis; one must yet perform the 

transformation (4.56) in order to obtain matrix elements of (A.4) in the polarization basis. 

Fortunately, however, not every component of (A.4) in the new basis will be required. 

The evolution of 8" will be obtained by extracting the 88 component of (A.4). Ac-

cording to (4.56), this is accomplished by the premultiplication of e~, postmultiplication 

by e~ and contracting. This operation yields 

([.Q', .§'])88 = Le~[D~v, (EvE!)s]e~ 
,",1.10" 

= [D\ 8"] + 8" L Dae~[P:v, P~O"]e~ 
,",vO",a¢" 

(A.5) 

.. 
The third and fourth terms of the result vanish identically on inserting polarization vectors 

for the projection operators, expanding the brackets and using the orthogonality properties 

(4.55) as follows 
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= E Dac5aB{e~[e~, SB] + c.c.} = 0 
lI,a¢a 

(A.6) 

lIeT lIeT 

= E[DB,e~e~] = 0 
II 

In the last step we have used the fact that the polarization vectors are normalized to 

a constant everywhere; thus, derivatives of their norm vanish. Finally, the ss diagonal 

component of the bracket in the polarization basis is 

([IJ', .~])8a = [Da, sa] + Sa L Dae~[P;II' P~eT]e~ (A.7) 
p.lleT,a¢a 

It will also be necessary to consider the trace of the matrix (A.4). Setting J.L = u and 

summing one has 

Tr ([IJ', .~]) = [DB, sa] + S8 L Da[P;II' P~p.] 
p.1I,a¢a 

(A.S) 

With expansion of the brackets in terms of polarization vectors similar to that used in 

(A.6), it is easily shown that the last two terms of this expression are also identically zero. 

The trace is then given by 

Tr ([IJ', .~]) = [Da, SB] + S8 L Da[P;II' P~p.] (A.9) 
p.1I,a¢B 

It is interesting to compare this expression with the result (A. 7) for the single diagonal 

ss component of the bracket matrix. Again resorting to the substitution of eigenvectors e 

for projection operators e, the only piece of the second term in (A.7) which survives is 

(A.I0) 
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The similar summation in (A.9) becomes 

(A.11) 

Evidently, the trace (A.9) exceeds the ss component by 

(A.12) 

This is. the complex conjugate of (A.lO) and, as expected, is easily shown to be the sum of 

the other two diagonal (0: =P s) components of the bracket matrix (AA). This observation 

will be of use when we return to the bracket; for now, however, we wish to focus attention 

on the other terms in (4.52). 

The damping and source contributions to the 0 (AI L) evolution equation for 8 8 are 

much easier to transform into the polarization basis than was the Poisson bracket because 

they contain no derivatives. The ss component of the dissipation term is simply 

(A.13) 

since $, has only one nonvanishing element in this basis. For the same reason, this expres-

sion is also the value of the trace 

(12" . $,) 88 = Tr (12" . $,) (A.14) 

The source term of (4.52) requires a little more care since we have not yet computed 

the symbol of the inverse operator (:Qt)-l. As in Section 3.2, the inverse operator and its 

symbol are defined by 

=> 
.+-+ 

12t(x,t,k,w)e~..c. (12 t )-l(x,t,k,w) = I 
(A.15) 

Fortunately, the source contribution enters at first order (due to the assumed magnitude of 

lY) so that considering the estimates (4A6-4.50) ,the derivatives in (A.15) may be ignored. 
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Therefore, consistent with these approximations one may take 

(A.16) 

The dispersion tensor has been separated into its Hermitian and anti-Hermitian parts 

with relative magnitudes assumed to be as in (4.50). It is easily verified that the standard 
.. 

formula 

(A.17) 

satisfies (A.16) to 0 (AI L). In the polarization basis this expression is just 

( D t -1) ap ~ (D' -1 r P + i L (D' -1) a'Y (D") 'Y A (D' -1) AP 

'YA 
(A.1S) 

haP . (D")ap 
~ Da +t DaDP 

Here we have used the fact that the Hermitian part I}' (and hence (I}') -1) is diagonal in 

this basis. From (A.1S), both the ss component of the source contribution in (4.52) 

a 
(A.19) 

and the trace 

Trl.iY· (I}')-l] = LNpa(Dt-1)ap 

ap 
(A.20) 

may be obtained. 

The discussion of the lowest order equation and the Poisson bracket at this order has 

emphasized that the manifold on which the Wigner function Sil (or, more precisely, the 

action density JIl) evolves is the surface on which Dil = O. Taking note of this, it would 

seem that a few terms in both (A.19) and (A.20) are much larger than the others as D8 
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... 

appears in the denominator in these expressions. To demonstrate that these terms are 

in fact not singular, consider the ss component (A.19)j the largest term in the sum is 

produced when a = s: 

NIlIl NIlIl(D")"" 
[N. (Dt)-l]"" ~ - + i-....!.-....:.o-
- - D" (D,,)2 

N"" ( . (D")BB ) 
~ D" 1 + Z D" (A.2I) 

~ D" - i(D")"" 

In view of the vanishing of D", the approximation here that (D")"" ~ D" which permits 

the final step of (A.2I)) is questionable. It should be borne in mind, however, that the same 

approximation was invoked in the derivation of the inverse formula (A.17,A.18) so that 

the result of (A.2I) is justified. The fact that the denominator now has a small imaginary 

part removes the apparent singularity as D" -+ 0 and is the appropriate expression. 

A similar argument can be made for the trace formula (A.20) where the largest terms 

are obviously those for which a = (3 = s 

Tr[N. (Dt)-l] ~ _N_"" + i_N_"--:"('-.-D_"..!...)"_" 
- - D8 (D8)2 

(A.22) 

~ D" - i(D")"" 

As to be expected from (A.18), the nondegenerate vanishing of D8 (Da=/=" =1= 0) makes the 

ss element of the diagonal much larger than the others so that it is also equal to the trace 

in this approximation. 

Inserting the ss component results for the Poisson bracket (A. 7,A.I0), the dissipation 

(A.13) and the sources (A.2I) into the first order equation (4.52), it is found that the 

evolution of the Wigner function S" expressed in the polarization basis must obey 
\ 

2·N"l! 
[D" S"] + S" "'" Da-8- a[ a,,] 2(D")"SS" --'----,--.,-, ~ el-'ev el-" ev = - - Ds _ i(D")SS 

I-'va=/=" 
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The corresponding trace expressions (A.9,A.ll,A.14,A.22) require 

2 "NIlIl 
[D il SIl] Sil ~ D a {-Il-a[ a Il] + } - 2(D")IlIlSIl __ '......,.....-....,......-, + ~ e,.,.ev e,.,., ev c.c. - - - Dil _ i(D")1l1l 

,.,.va:/:-Il 
(A.24) 

Comparison of these two equations implies that if Sil is to satisfy both, one must have that 
.. 

the polarization vector coupling in the Poisson bracket must at least be of higher order. 

That is, it cannot be shown that these terms vanish identically due to their orthogonality; ,"'> 

instead, this is a dynamical result of the evolution equation to this order and in this 

approximation. In view of this, both (A.23) and (A.24) agree and the evolution equation 

is finally 

(A.25) 

where we have now used (A.2) to explicitly write the bracket [.,.] in terms of the usual 

Poisson bracket {., .}. 
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Figure Captions 

Fig. 1. Phase-space of a one-dimensional oscillator Hamiltonian H(x,p) = p2 /2m+ V(x). 

The x-space turning points XL, XR (where p = 0) are also the points where the projection 

of the phase-space trajectory onto x-space becomes singular (a xp -+ 00) producing x-space 

caustics in the asymptotic wave solution. Similarly, k-caustics are divergences in the k

space representation of the wave where the projection of the ray manifold onto k-space 

becomes singular. 

Fig. 2. Schematic illustration of the singularities in phase space characterizing the com

mon symbol of the spectral tensor s(x, k) when it is evaluated in the geometrical optics 

approximation. These singularities are simply the linear extension into phase space of 

the singularities present in both A(x) and A(k) due to the caustic singularities in the 

projection of the ray manifold onto x- or k-space. 

Fig. 3. Comparison of x-space probability densities (wave intensities) for the harmonic 

oscillator state n = 60. Solid oscillatory curve is exact 1 tP60 (x) 1
2

, dotted singular curve is 

exact classical ray probability density (or conventional eikonal intensity), and solid non

oscillatory curve is (ItP601 2
), the gaussian-smoothed wave intensity obtained by projecting 

P60(X, k) (with (J = a- 1) from phase space onto x-space. 

Fig. 4. Schematic illustration of the "doubled phase space" ~ induced by the eikonal 

solution of the phase-space equation (5.40). The familiar underlying phase space m is 

coordinatized by either real variables (x, k) or the complex variable Zj this is to be viewed 

as the "configuration space" of ~ with the complex-valued variable", being the momentum 

conjugate to Z ("local phase-space wavenumber"). Orbits in ~ are projected onto m in 

order to determine their relationship to "physical" ray trajectories. 
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