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Abstract

The visualization and analysis of complex fields often requires identifying and extracting domain specific fea-
tures. Through a collaboration with geophysicists we extend previous work on crease surfaces with a new and
complimentary definition: extremas in principal surface curvature rather than scalar value. Using this definition,
we visualize the resulting surfaces which correspond to individual wave fronts. As these wave fronts propagate
through a control structure (medium), they undergo changes in intensity, shape and topology due to reflection,
refraction and interference. We demonstrate our ability to effectively visualize these phenomena in complex data
sets including a large-scale simulation of a hypothetical earthquake along the San Andreas fault in Southern

California.

Categories and Subject Descriptors (according to ACM CCS):

algorithms—

1.3.7 [Computer Graphics]: Visible line/surface

1. Introduction

Visualizing wave phenomena over a three-dimensional (3D)
spatial domain is a difficult problem due to the volatile
and unpredictable nature of wave fields. As individual wave
fronts propagate, they reflect off material boundaries, refract
as the density of the materials change, and cause interfer-
ence as wave fronts combine. The intensity, shape and topol-
ogy of wave fronts also change as they interact with the
medium. These aspects are key to understanding a wave’s
motion through time, as well as the importance and accu-
racy of material boundaries used as part of a numerical sim-
ulation. Unfortunately classic visualization methods are not
wholly adequate for visualizing some of the most impor-
tant wave characteristics: volume rendering occludes impor-
tant details; iso-surface rendering is not representative of
the wave’s structure; slicing is classically the best tool and
shows all the details in a plane, but it is incapable of showing
changes over the 3D spatial domain. Therefore, we investi-
gated ways of automatically segmenting the wave field into a
set of features that are meaningful to domain scientists, and
intuitively describe the shape and topology of the volumetric
wave field as a whole.

When asked to think of a wave’s motion over time, the
image that most often comes to mind is that of ripples in a
pond or ocean swells breaking on a beach. Surface waves,
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by their very nature, are easier to understand because we
have so many physical examples which are readily appar-
ent in everyday life. It is common practice, when visualizing
waves over a 3D domain, to slice the data and then transform
that slice into a height map of wave intensity, Fig. 8, effec-
tively emulating a surface wave on the plane. Using such
an approach, the viewer can intuitively understand and re-
late to the interactions that occur as the wave propagates and
changes. However, by limiting the visualization and analy-
sis to a few representative planes, much of the volumetric
information is lost.

We represent the form of a wave field defined over a
3D domain using fiduciary objects, features in the physical
3D domain that are representative of the wave as a whole.
Our chosen objects are surfaces representing those areas in
the volume where the wave’s associated energy function is
changing most abruptly. For a function representing propa-
gating waves, we consider crease surface behavior that cor-
respond directly to individual wave fronts whose intensity
can be rendered using color, opacity or a combination. By
using these fiduciary objects, we generate an intuitively un-
derstandable representation that is conceptually similar to a
deformed slice through the volume. These surfaces can be
used to better understand structural changes in the wave over
its 3D domain (and over time).
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(b) Crease Lines

(a) Crease Points

Figure 1: In (a) maximal crease points are shown for height
(red), curvature (green) and both (purple). In (b) curvature-
based crests (green) and valleys (cyan) on the left and height-
based crests (red) and valleys (blue) on the right. Notice for
a surface, creases need only be extremal in the direction of
curvature.

We use an innovative data analysis and visualization
method that leverages so-called crease surfaces [KTWO06].
Creases are generalized local extrema defined for a function
over a given domain. In the case of a curve defined by a
single-valued function, creases can be defined as extrema in
function value, curvature or both as illustrated in Fig. la.
Surface creases, however, are defined as the set of points that
are locally extremal in at least a single direction. This gen-
eralization of local extrema is represented by sets of crease
lines which represent the crests and valleys of the surface,
Fig. 1b. As the definition is applied to the 3D case, the con-
nected crease points define surfaces, as shown in Fig. 2. The
focus of research on creases in the 3D domain has been pri-
marily on efficiently visualizing or extracting the crease sur-
faces using the height-ridge definition [EGM™94], which
describes function-value-based crease surfaces.

We extend this previous work by suggesting a new
and complementary definition for crease surfaces, moti-
vated by well-established methodologies in the image-space
[EGM™*94] and graphics [OBS04] communities. Using this
definition we can identify not only the function-value-based
crease surfaces (height creases), but crease surfaces which
are locally extremal in curvature (see Fig. 2). These curva-
ture creases represent those areas in the volume where the
shape of the underlying function exhibits extremal behavior.
‘We show that for wave propagation, the curvature-based def-
inition more completely and accurately represents the struc-
ture of individual wave fronts.

2. Related Work

Eberly et al. introduced the concept of ridges in image analy-
sis [EGM*94]. This work is the basis for the most common
definitions of creases or ridges. Lindeberg showed the im-
portance of scale in ridge based feature selection [Lin96].
Kindlmann et al. more recently presented a way to accu-
rately sample crease structure using a particle system in the
4D scale-space [KSJESWO09]. Thirion defined a graph struc-
ture using extremal points and lines of curvature for medi-
cal surfaces [Thi96]. Both Ohtake et al. [OBS04] and later

—
~

Figure 2: The crease surfaces for a sinusoidal function de-
fined in the 3D domain is shown on the left. The maxi-
mal crease surfaces are shown for curvature-based creases
(green) and height-based creases (red). The minimal crease
surfaces (cyan) are equivalent under both the curvature and
height definition. For context, we show a 2D slice from the
volume.

Yoshizawa et al. [YBYSO08] define ridges and valleys using
curvature for triangulated surfaces. Our definition is a basic
extension of this work for 3-manifolds. More recently, other
definitions for crease like structures have been introduced
for surfaces including the work on demarcating curves by
Kolomenkin et al, which emphasize inflection points as zero
crossings in the curvature field, [KSTO8]. Most recently,
Norgard and Bermer presented a ridge-based graph structure
using jacobi sets on height maps [NB13].

Crease surface visualization of volumetric data is an ac-
tive area of ongoing research. Schultz et al. describe the
topological properties of crease surfaces and how to ex-
tract them exactly [STS10]. Tricoche, Kindlmann, and
Westin have perhaps been the most active in using crease
surfaces for tensor field representing diffusion MRI data
[KTWO06], [TKWO08]. Barakat interactively visualize and
extract creases by effectively utilizing massively parallel
GPUs: [BT10], [BATI11]. We use a similar implementa-
tion to [BT10] to enable interactive evaluation of crease
surfaces. Obermaier et al [OMD™ 12] have shown the height-
based valley creases are useful in visualizing low frequency
sound waves. Our method captures a different yet related
set of features which is able to more completely capture the
wavefronts in more general settings.

Curvature has been used frequently in volume visual-
ization. Armande et al. use extrema in the maximum and
medium curvature of 3-manifolds to define crest lines or
thin nets in volumetric data in order to extract blood vessels
[AMMO96]. Curvature has also been used to emphasize visu-
alization on extracted surfaces in the volume [KWTMO03].

In the seismology domain, Roberts defined semantics for
curvature attributes including principal curvatures [RobOl1].
Chopra and Marfurt expanded upon these to explore faults
and fractures in volumetric datasets [ADMO6]. Several
case studies further validated these curvature semantics and
their correlation with fault and fracture regions in seismic
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datasets [SSO03]. These rely mostly on 2D curvature and
multi-spectral methods and have not been expanded to in-
clude higher order curvature attributes for scalar volumes.

3. Motivation

Our primary motivation is to define an intuitive and mean-
ingful set of features for visualizing wave phenomena. We
collaborated closely with domain scientists to describe the
criteria needed for these features including: being repre-
sentative of a waves structure, showing the relative inten-
sity of the wave, and accurately capturing topological and
shape changes due to interactions with the control structure
(the propagation medium). However, it is also important that
these fiduciary objects are not merely a visual aid but rather
a true and objective measure of change with physical mean-
ing.

Curvature-based crease surfaces best fit all of these re-
quirements. Curvature has been long used to emphasize
details in a wide variety of domains and has been used
to highlight features, creases and regions of interest. Fur-
thermore, various notions of energy are often directly re-
lated to second-degree derivative behavior of a function. The
curvature of a hyper-surface itself is also directly related
to second-order behavior of the function it’s defined over.
Curvature-based creases are local extremal behavior in cur-
vature and can therefore provide meaningful insight into lo-
cally extremal energy behavior. In the case of volumetric
wave systems, these crease surfaces correspond to physi-
cal wave fronts, whose shape, topology and motion are in-
dicative of the wave field as a whole. Thus curvature-based
crease surfaces are an ideal tool for the visualization of syn-
thetic wave propagation data in the volumetric domain.

An obvious question is why use curvature creases, when
the classic height-based definition often produces similar
and sometimes equivalent sets of surfaces. Height ridges and
valleys, in theory, should correspond well to the apex and
troughs of wave fields, and in many cases they do. How-
ever, as wave fronts interfere with each other and interact
with the control structure, complex wave forms result which
are better defined by our curvature-based variant. This is es-
pecially true when the "shape" of the wave front begins to
flatten out. Height-based creases are ill defined as the func-
tion plateaus, however curvature creases are well-defined at
the edges of these plateaus. Our framework allows the user
to easily switch or combine the different type of crease sur-
faces, however we will show that most often our curvature-
based definition provides the most accurate and complete
representation of the waves structure, Fig. 4.

4. Formal Definition of Crease Surfaces

Our method is grounded in differential geometry and uses
the definition of principal curvature of a hyper-surface. Our

(© The Eurographics Association 2014.

Figure 3: In the case of curvature-based creases, the Hessian-
based definition (left) produces incorrect creases, while our
method (right) produces the correct, expected crease lines.
While the eigenvectors for the Hessian and (1) are equiva-
lent, their eigenvalues are not.

definition for crease surfaces is a direct extension of the anal-
ogous work done for images [EGM™*94] and triangulated
surfaces [OBS04]. We define both the maximal and mini-
mal crease surfaces (crests and valleys), which are mathe-
matically dual to each other with respect to the orientation
of the function-value axis. For completeness we define both
curvature and height creases.

4.1. Background: Principal Curvature

We calculate the principal curvatures and directions for the
parametric hyper-surface H approximated by the graph G =
(x,»,2,f(x,y,2z)) where f is a scalar field defined over the
volumetric domain, f is the partial derivative of f in the x-
direction and fyy is the mixed partial derivative in the x and
y-direction. The principal curvatures and directions of H are
the eigenvalues and eigenvectors of the shape operator de-
fined by the Gauss-Weingarten map [DC76] for the trivari-
ate case [Ham94]. Note this is the combination of the first
and second fundamental form from differential geometry.

V[ fo R 1R RS Sk
A=7\Ffo S fe| | foh 1HE A | O
fo e el Lot Bofe 14F

where I = \/ 1+ f2+ f2 + f?

The three real eigenvalues K, K>, %3 and their eigenvec-
tors T1,7T2,T3 of A are the principal curvatures and direc-
tions ,respectively, of 7{. In our application we use the max-
imum eigenvalue Kmnax = max(kj,kp,K3) with its associ-
ated eigenvector Tmax and the minimum eigenvalue K, =
min(K,%p,k3) with its eigenvector T,;,. It must be noted
that (1) is sometimes also presented as —A in the literature.
We chose not to negate the matrix A so that convex regions
of the surface corresponded to ¥, and concave regions cor-
respond to Kuax. Our motivation for this change was to more
closely align our definition of crease-surfaces with the clas-
sic height-ridge definition, and avoid confusion.

4.2. Curvature Crease Surfaces

The crease surfaces with respect to curvature are defined by
the set of all points x; = (x;,yi,z;) that are locally maximal
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in the absolute value of principal curvature in the direction
of curvature. This implies that directional derivative £(x;) =
Drx(x;) = 0. For maximal (crest) surfaces, H must be either
locally convex or locally hyperbolic while |Kpyin| > Kmax at
x;. This condition ensures that points in a saddle are correctly
classified as maximal or minimal features based on the most
dominant curvature term at that point. The valley surfaces
are dual to the crest surface. More formally the crest (2) and
valley surfaces (3) for curvature-based creases are defined
by the following conditions:

aKmin agmin
n==——=0 ——>0 i = 0 (2
Emin i i > |Kmm| >=Kmax > 0 (2)
K o&,
Emax :ﬁ =0 317::: <0 Kmax >= |Kmin| > 0(3)

It should be noted that due to the second term in (2,3),
D-&, the above definitions require that f be a C*-continuous
function. However, the directional derivative of curvature is
simply a second derivative test, and it is therefore only im-
portant that one can determine its sign. We address the prob-
lem of smoothing the data and reducing noise in Section 5.1.

4.3. Height Crease Surfaces

While, to our knowledge, we are the first to use curvature
values to define crease surfaces in the 3D domain, height-
based creases that are extrema in function value, have be-
come a popular tool for data visualization. For completeness
we describe a slightly modified but equivalent definition dis-
cussed in earlier work for height-based crest (4) and valley
(5) surfaces:

Vf “Tmin = 0 |Kmm| >= Kmax > 0 4)
VI Tmax =0 Kmax >= |Kmin| >0 Q)

The only difference between our definition and the classic
is that we use eigenvectors of (1) while other methods use
the eigenvectors of the Hessian matrix. The matrix A and
the Hessian have the same eigenvectors, see the discussion
of the Gauss-Weingarten map and second fundamental form
for surfaces of the type (x,y, f(x,y) in [DC76], and we only
use the eigenvectors of (1) and not the eigenvalues. Thus
(4,5) are equivalent to the classic height-ridge definition.

4.4. Comparison

The feature sets described by curvature and height-based
creases are often similar but represent different properties of
the underlying function. Curvature-based creases represent
abrupt changes in the normal of a surface. This often occurs
at extremal regions of functional value, where height-based
creases are defined, but not always. Curvature creases are not
well-defined when curvature is constant while height-based
creases are not well-defined when a function plateaus. Areas
of locally constant curvature occur rarely in wave fields and

Figure 4: Top row: An analytically defined function with
step-like plateaus is shown. Even with a moderate amount of
smoothing, the height-based creases (left) cannot capture the
plateau regions accurately, while the curvature-based creases
(right) capture the structure. Bottom row: We smooth the
function, until the height and curvature creases are the same.
For wave fields, this level of smoothing removes valuable
information regarding wave front changes.

Curvature

g
E
g
E
3

Figure 5: We compare and contrast the crest surfaces of cur-
vature and height-based creases with color maps indicating
negative (blue), and positive (green) pressure intensity. The
curvature-based creases accurately represent the topology of
the wave field, as highlighted in the center column. From a
2D slice, we can see the surface is similar to slanted steps
which height-based creases are unable to accurately repre-
sent. These data sets are taken from an acoustic wave sim-
ulation. Two movies are attached showing the height and
curvature-based crease surfaces in time for the bottom data
set.

(© The Eurographics Association 2014.
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B
D

Figure 6: Our visualization algorithm uses adaptive ray cast-
ing to intersect crease surfaces using an interval-based bisec-
tion approach.

are easily dealt with by smoothing the field. Plateaus, how-
ever, can occur as wave fronts merge and as they reflect off
medium boundaries, see Fig. 4. While in some cases smooth-
ing can be applied until these plateaus disappear, this comes
at the cost of losing significant information describing wave
field changes, see Fig. 5. Both definitions are sensitive to
noise and require applications where smoothing is appropri-
ate. In practice we can greatly reduce the sensitivity to noise
of curvature-based creases in wave front extraction to nearly
the same qualitative levels as height-based creases. We use
the eigenvectors of (1) instead of the equivalent eigenvectors
for the Hessian when evaluating height creases out of con-
venience, however for curvature-based creases we must use
(1) and not the Hessian to achieve correct results, see Fig. 3

(© The Eurographics Association 2014.

(A) (B) ©

Figure 7: Varying levels of Gaussian smoothing are applied
to a pressure wave propagating in a homogeneous medium:
(A)6=1.0,(B)6=2.0,(C) 6 =3.0. In this example, we are
able to completely remove all noise, and produce the correct
surfaces corresponding to the wave fronts of interest.

5. Visualization Algorithm

Our visualization algorithm is based on performing GPU ac-
celerated ray-casting through the volume and using an inter-
val test to intersect rays with surfaces. Fig. 6 provides the
details for visualizing creases. It is important to note that we
were not the first to use this idea, [BT10] use a similar al-
gorithm and structure to visualize creases, and [SN10] use a
similar method to intersect implicit surfaces. We feel this is
the most intuitive and obvious way to ray cast surfaces inter-
actively on the GPU and include details to aid others in their
implementation.

One major difference between our algorithm is the abil-
ity to do size based selection and filtering of crease surfaces
based on the connected components defined by the coarse
distance field we define in Fig. 6.

We first precompute principal curvature values for the vol-
ume, kmax and kmin, defining the magnitude and direc-
tion vector, Fig-6(A,B). We create a coarse distance field
(CDF) for each set of crease surfaces, height/curvature and
crest/valley, by finding edge intersections on a uniform recti-
linear grid of a 3D domain, (C). We calculate the connected
components of cells which contain a crease surface, as they
have surface intersections on one or more of the cell bound-
aries. All crease surfaces in connecting cells are treated as
if they are connected, and the number of connected cells
represents the relative size of contained surfaces, thus the
resolution of the CDF grid greatly impacts the effectiveness
of these connected components. We mark each cell by an
id corresponding to there connected component or by a null
value (D). We then mark each null cell whose neighbor con-
tains a surface. When ray casting, the CDF allows us to adap-
tively set the ray step size larger, when we are not in or adja-
cent to a cell containing a crease surface. We can also filter
out smaller suffices, by flagging those cells. To intersect the
surfaces, we use an interval test based on bisection (E,F).

5.1. Calculating Curvature Creases and Reducing Noise

The direct calculation of curvature-based creases (2,3)
requires class ct continuity, which implies that they are
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Figure 8: We show the curvature crease crests corresponding
to the individual wave fronts propagating from three inde-
pendent sources.

extremely sensitive to high frequency noise. However, we
circumvent noise sensitivity by only calculating the sign
for £ to do an interval test. Additionally the sign of %—‘i is
only needed as the second derivative (of curvature) test. In
practice, noise affects curvature-based creases only slightly
worse than height-based creases.
‘We use finite differencing to calculate the derivatives for (1).
Also, we use decomposed trilinear interpolation to estimate
¥ and 7, such that 7 is locally oriented in each step of the
interpolation. This is necessary as eigenvectors are not
globally orientable. We estimate the directional derivatives
for (2,3) as follows:
Ex ™ M aa% R Kl prr, = Kelp Kl pr,
We are only interested in the sign of £ and %—f SO approx-
imation is appropriate for our use case.

To reduce the effect of noise further, we apply a user-
controlled Gaussian smoothing. Lindeberg gives a method
for automatic scale space selection in [Lin96], which has
also been applied to crease surfaces [BT10]. In our frame-
work, the user chooses a scaling because they have a good
understanding of the frequency domain for features and
noise. Finally, we define a mapping of crease surfaces with
connected components, Fig. 6(D), to threshold the surfaces
by feature size.

6. Application

We present the efficacy of our method in extracting wave
fronts and visualizing wave phenomena. We use examples
from pressure (acoustic) waves, and the TeraShake 2.1 seis-
mic simulation from a hypothetical magnitude 7.7 earth-
quake.

Figure 9: Curvature-based crease surfaces visualizing pres-
sure (acoustic) waves, highlighting reflection, refraction and
interference. Top: crest (green) and valley (cyan) creases we
show the reflection off a boundary layer (not shown), and
the resulting interference pattern as the reflected wave inter-
sects. Bottom: We show the wave fronts reflecting off and
refracting through the dense outer core of the Preliminary
Reference Earth Model (PREM).

6.1. Evaluation

We tested the accuracy of our method in extracting wave
fronts by qualitatively comparing crease surfaces with mul-
tiple slices taken from each data set. Fig. 8 shows our ability
to accurately visualize the wave fronts resulting from point,
planar and moving sources using curvature-based crease sur-
faces. Fig. 4 shows two cases where curvature-based creases
accurately represents the structure of the wave field.

Several relevant wave-based phenomena are intuitively
shown using our method. The type of wave, properties of
the medium and material density all affect how wave fronts
reflect , refract or both through the medium. We highlight
our ability to capture this behavior in Fig. 9. When wave
fronts intersect with each other an interference occurs that
can cause significant changes in the shape and topology of
t8he wave fronts. One well known example is the Doppler
effect caused by a moving source. In Fig. 4, the wave fronts
accurately depict this effect, and show the topology change
which occurs when the acoustic source (in this case) accel-
erates past the sound-barrier.

6.2. Preliminary Reference Earth Model

The Preliminary Reference Earth Model, PREM, represents
the interior of the earth as a solid sphere of concentric shells
with varying density. While it is not an accurate representa-
tion of the earth, it does represent a complex and pseudo-
realistic medium for waves to travel through. In Fig. 10,
we show the curvature-based crest surfaces of an acoustic
wave originating at two independent point sources within
the PREM. We visualize the changes in waves structure

(© The Eurographics Association 2014.
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Figure 10: We show curvature based creases, a slice, and a volume rendering of waves in the Preliminary Earth Model. The
crease surfaces best and most completely represent the wave fronts revealing the relevant scientific phenomena.

as it reflects and refracts off the outer core (grey sphere)
which is much greater density than the mantle. The interfer-
ence occurs between wave fronts as they meet from different
sources. As the wave hits the core, it reflects and refracts,
traveling faster in the denser medium, stretching the center
of the wave front. Eventually, this combination causes the
wave front to bifurcate. This change in topology is expected
and is visually represented best by our crest surfaces. We
attached a movie of the curvature-based crease surfaces for
this data set which show the surfaces evolving over time.

In Fig. 10, the 2D plane shows features, but gives no in-
dication of volumetric changes and thus hides the reason for
interference between wave fronts. We chose a transfer func-
tion to best represent the wave fronts in the volume render-
ing. This would have to be updated constantly as time pro-
gressed, and still does not give the fidelity needed to show
evolution of individual wave fronts.

6.3. Terashake 2.1

The dataset used in Fig. 11 is the product of a simulation
of a hypothetical magnitude 7.7 earthquake on the south-
ern San Andreas fault (California, USA), TeraShake2. To
improve assessments of the seismic hazard of populated
regions, geophysicists have been simulating the fault rup-
ture and the resultant shaking, as the seismic waves propa-
gate through the Earth’s crust (e.g. [COC*09]). These sim-
ulations involve computing the progress of elastic seismic
waves through subsurface geologic structure. Visualization
of the evolving field is critically important for gaining in-
sight [CCC*07]. Visualization enables the user to observe
reflections and refractions due to the subsurface structure,
and reveals which structures are responsible for focusing and
directing the waves, seen in Fig. 11.

7. Limitations

Our method is not always able to accurately resolve the
edges of crease surfaces, especially when they are very thin

(© The Eurographics Association 2014.

and degenerate into crease surfaces, or when a crease sur-
face bifurcates. Our size filtering method is not perfect, and
depends greatly on the size of the course distance field used.
We have difficulty handling some types of high-frequency
noise, however this is no worse for curvature creases as it
is for height. All of these issues can be solved by extracting
the surfaces, investigating better methods for smoothing, and
applying thresholds on the extracted surfaces.

8. Conclusion

We present a new analytical definition for visualizing
curvature-based crease surfaces that intuitively represent
wave fronts in wave propagation data. These crease surfaces
act as fiduciary objects that allow the user to understand the
structure and motion of a wave field as it changes over time.
We have shown the effectiveness of this method for visu-
alizing the structure and topology of wave fronts and rep-
resenting reflection, refraction, and interference. In the fu-
ture, we will investigate curvature-based crease surfaces in
other applications. We will continue to investigate the differ-
ences between creases defined by height and curvature and
their topological properties. We are also interested in better
understanding the effectiveness of different smoothing tech-
niques, scale space optimization, and thresholding parame-
ters on minimizing noise in our visualization.
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Figure 11: The TeraShake 2.1 data set is a large-scale earth quake simulation of a 7.7 earthquake on the southern San Andreas
fault traveling over the Los Angeles sedimentary basins (grey). (A) shows the wave as it propagates along the fault rupture.
We clip the volume along the fault to show individual wave fronts. In (B), wave fronts are focused and directed through a
sedimentary basin. We are able to interactively filter the wave fronts so that only the ones of interest are shown. Finally in
(C), we highlight wave fronts which have reflected off dense materials in the control structure and are traveling in the opposite
direction of the primary wave. To our knowledge these fronts have not been shown using any other methods of visualization.
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